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1 Introduction

Information stored and managed in an archive today can be lost within years or decades if special care is
not taken. The causes include media and system failures and format obsolescence. At Stanford we have
implemented a prototype archival repository, the Stanford Archival Vault (SAV, pronounced “save”), for
the long term preservation of digital objects. These objects may include documents, their metadata, and
the programs for interpreting formats. Our repository does not entirely solve the preservation problem,
but we believe it provides an extremely reliable storage infrastructure for preserving digital objects, even as
hardware, software, and organizations evolve.

We propose a poster discussing issues related to the implementation of SAV. As we implemented and
tested our SAV prototype, we identified some unexpected, important challenges that led us to modify our
initial design, and to develop some new storage and replication techniques. We believe that the encountered
challenges were not unique to our system, but represent some fundamental problems that will be faced in
the design of any type of digital archival preservation system.

Specifically, this poster would address the following issues:

® Replication: Our SAV solution replicates digital objects to distributed sites, and continually compares
replicates to detect errors. We have looked at effective ways to replicate data efficiently and sensibly
so that a backup is available when corruption is detected in digital objects.

® Wrile-once archives: In order to prevent accidental erasure of data and inconsistencies within the
archive, SAV does not provide any operations to delete or modify digital objects once they are written.
However, many traditional data management algorithms rely on the ability to update cbjects; thus,
new approaches must be used.

o Aufomation: Archives are most effective when they can operate autonomously for long periods of time.
SAV is designed to perform archiving functions automatically.

o Non-intrusveness: Data is migrated into the SAV without disturbing the data store from which the
data is obtained (whether it be a traditional filesystem or the Internet). This non-intrusive approach
does not require the data store to be modified in any way to facilitate archiving.

o Scaleability: A real archive will be responsible for storing gigabytes or terabytes of information. Despite
this large data set, the archive should still operate effectively and efficiently.

This statement outlines some of the ideas that will be presented in the poster. Section 2 discusses the
research we have done so far, and Section 3 examines the challenges that remain for future work. For a more
complete description of the SAV system and details of the implementaion, please see the full papers we have
written [1, 2].



2 Archiving digital information

The SAV is an implementation of an Archival Repository, a general design for a long term digital archive [3].
An Archival Repository is primarily concerned with reliable storage, and thus has very different features than
a traditional storage system. These traditional systems focus on efficiency or low cost, often to the detriment
of reliability. However, redesigning storage solutions from the perspective of archiving (as we have done with
the Archival Repository) has presented several interesting research issues which we have examined. Our
prototype incorporates many of our proposed solutions, and has been used to archive the Stanford Database
Group’s public web site, which contains almost 2 GB of data.

Reliable storage using automated replication

The philosophy of an Archival Repository is that data is replicated hefore it can become corrupted. Because
it is unlikely that copies at geographically dispersed locations are simultaneously corrupted, this replication
solution provides a way to recover from corruption by overwriting the corrupted object with a pristine object
obtained from another site.

In the SAV system, administrators of different sites set up replication agreements. Sites participating in an
agreement maintain copies of the data in the agreement. This happens automatically once the agreements are
constructed, as each SAV instance periodically connects to other sites in the agreement to detect new versions
of the replicated data and to correct corruption. Our architecture allows different replication networks to be
constructed, in which sites participate in binary or multiway agreements.

A replication agreement defines both the sites that will copy data and the data to be copied. Our system
uses the concept of a replication set, which specifies how to identify documents that should be replicated.
For example, a set of web pages from a particular host may be replicated under a given agreement. When a
new web page from the host is added to the archive, it should be automatically replicated in the same way as
the other pages. We have proposed viewing the stored objects as nodes in a graph, with edges formed from
relationships between objects (such as hypertext links). By annotating these edges, we can clearly speafy
the boundaries of collections of objects for purposes of replication while still allowing these collections to

grow.

A write-once repository

A write-once repository specifies that data, once written, is never erased. The archive does not provide any
operations for unintentional or malicious destruction of data. A write-once archive also simplifies reliability by
allowing the archive to treat any modification or deletion of a digital object as corruption, and automatically
replacing the “corrupted object” with a pristine object.

However, it may be desirable to record modifications to documents, so we propose using version chains,
in which each version of an object points to the previous version. In this way, modifications to documents
and to the structure of the graph of objects can still be recorded without violating the write-once policy.
Objects can even be taken “out of circulation” by marking a new version as “do not circulate.”

It is difficult to use traditional object management techniques if objects cannot be modified. For example,
the traditional way to keep a set of objects (such as a directory on a filesystem) is to maintain a set object,
and then add or remove objects from the set by modifying the set object. Because such changes are recorded
in a write-once archive by creating new objects instead of changing or deleting old objects, it is necessary
to create indexes in order to preserve efficiency. These indexes can ensure that objects can be found and
manipulated efficiently, even as the archive evolves.

Migrating data into the repository

An archive is only useful if information is stored in it. We have implemented a software package called
the InfoMonitor that monitors a traditional (non-archival) data store and copies objects into the SAV.
This system is designed to be non-intrusive so that data objects can be migrated into the archive without
modifying the traditional store or requiring the constant supervision of users. This makes the migration
process less painful, which means that information is more likely to be archived.



This migration tool must translate between the storage systems of the traditional data store and the
archive. For example. the InfoMonitor deals with differences in naming systems, and automatically creates
version chains to represent modifications to objects. In this way, the InfoMonitor acts as a mediator, and
can be extended to migrate data from a wide variety of differents stores into the common paradigm of the
archive.

In order to be non-intrusive, the InfoMonitor cannot depend on the traditional store to provide signals
when objects are created or updated. Instead, the InfoMonitor must detect such events on its own. We
have implemented techniques to efficiently determine when changes have occurred and new objects must be

copied into the SAV.

Scaleability and user interface

An archive of the Internet must deal with terabytes of information, and even archiving smaller collections can
require gigabytes. As a result, we have investigated methods for ensuring the scaleability of the system. For
example, we have examined ways to efficiently migrate large amounts of data from site to site. This involves
quickly determining when collections at two sites differ, either because of new objects or due to corruption.
We have also begun to investigate how operations can be performed incrementally, so that bandwidth usage
can be reduced if necessary.

One aspect of scaleability is how to build a user interface that is useful despite dealing with large
numbers of objects. We have constructed an interface that allows for effective navigation of the objects in
the repository, even when the objects number in the hundreds of thousands {or more}. This is done by
providing several different views of objects, including hierarchical and temporal views, and by providing
filtering capability to quickly find objects that have certain properties. We have also investigated how to
reduce the overhead of the interface to avoid impacting the rest of the system.

3 Future work

Although we have built a working SAV system, and have successfully used the InfoMonitor to migrate data
into the archive, there are still several issues that we would like to explore further. These include:

e Archiving the web. We have already archived the Stanford Database group’s web site, but would
like to extend our system to archive larger portions of the Internet. This involves archiving content
from systems where we do not have direct access to the filesystem of the server, and thus using HTTP
or another Internet protocol to retrieve information in a sensible way. We would also like to explore
how to define meaningful subunits of the web and archive just those subunits.

¢ Other replication models. Our replication agreement model for replicating data is just one possi-
bility. We would like to identify and examine other (potentially less structured) models for copying

data to remote sites.
¢ Preserving meaning. We have so far concentrated on preserving bits reliably. Preserving meaning is

a much harder problem. Nonetheless, we would like to examine this issue, perhaps starting by looking
at how to preserve the meaning of “file formats” so that the order of bits can be understood far into

the future.

¢ Terabyte scaleability. Our system currently works for replicating sets consisting of a few gigabytes.
However, multiplying the size of the data set more than three orders of magnitude is likely to introduce
new challenges. We would like to examine whether our current methods are still sufficient. for terabyte
sized sets, and if not, how our system can be extended to deal with such sets.

4 Conclusion

A vital component of an Internet archiving system is the archive itself, which is responsible for storing
the data rehiably for a long period of time. Simply copying large volumes of data onto magnetic tape or



optical disks is insufficient if the data beconies corrupted. We propose a poster examining our experiences
'stem ensures long term preservation by using automated

designing and implementing the SAV system. This sy
replication to create and verify backups. Moreover, SAV is a write-once repository, which protects data from
unintentional or malicious erasure. We have created the InfoMonitor to migrate data into the repository
automatically and non-intrusively. We have also examined ways to deal with large numbers of archived
objects, including the challenges inherent in building an interface that scales well. These solutions provide
a useful substrate for storing information as well as a good starting point for future research in archiving.
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The Stanford Linear Accelerator Center (SLAC) and Deutsches Elektro-
nen Synchrotron (DESY) libraries have been comprehensively cataloguing
the High Energy Particle Physics (HEP) literature since 1974 and the core
database, SPIRES-HEP, now indexes over 400,000 research articles, with al-
most 50% linked to fulltext electronic versions. This database motivated the
creation of the first web implementation in the United States (and the second
in the world). With this database and the invention of the Los Alamos E-
print archives in 1991, the HEP community pioneered the trend to “paperless
publishing” and the trend to paperless access, in other words, the “virtual
library.” We examine the impact this has had both on the way scientists re-
search and on paper-based publishing. With the E-print distribution having
evolved from an established tradition of sending out hard-copy pre-prints,
the standard of work archived at Los Alamos is very high (70% of papers
are eventually published in journals and another 20% are conference pro-
ceedings). To allow authors to “thrive” the SPIRES-HEP collaboration has
been ensuring that as much information as possible is included with each
bibliographic entry for a paper. Such meta-data can include, tables of the
experimental data that researchers can easily use to perform their own anal-
yses as well as detailed descriptions of the experiment, citation tracking and
links to full-text documents.
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1 Introduction

The world wide web is now ubiquitous. At a time when every advertisement
on television seems to end with a URL it is of some interest to note that the
initial interest in the web was generated by its use in the SLAC Library to
aid the research of High Energy/Particle physicists. In this talk we explore
the role technology has played in the organisation and dissemination of in-
formation in High Energy Physics (HEP), where paper is finally a medium of
last resort, and discuss why HEP provided the ideal conditions for the rapid

adoption of new technology.

2 SPIRES and the Internet 1969—-1990

Physicists have always been willing to communicate their results before pub-
lication in the journals. They, or perhaps their departments, would send out
preprints of their work to institutions or other researchers they personally
knew. Naturally because of the cost and effort involved in this, large depart-
ments and famous scientists had an enjoyed a numerical advantage both in
sending and receiving. However for every poor soul in a small, out of the way
department lamenting intellectual starvation, a well, known researcher would
be suffering from an overstuffed mailbox. By the 1960’s the sheer number
of preprints had somewhat perversely made the communication of research
more difficult, due to information overload.

In 1968 the Division of Particles and Fields (DPF) of the American Phys-
ical Society and the SLAC librarians, Louise Addis, Bob Gex and Rita Taylor
decided to bring order to this situation for the entire particle physics com-
munity [1]. The SLAC Library was well positioned for this rather large job.
Since its foundation in 1962 it had been actively collecting new preprints
(and as a world centre for physics it attracted a lot) and publishing a weekly
list of them for the SLAC community. In time this authoritative list was be-
ing sent to other institutions. Therefore to get your work known all around
the world (or at least the title of your work seen) all you would have to do
would be send your preprint to SLAC, and similarly vou could browse the
titles of all the week’s preprints by just looking at one list. The SLAC Li-
brary was aided in this task by an experimental computer database project
the Stanford Physics Information Retrieval System (SPIRES), into which the
bibliographic information of the preprints would be added and from which



the list of all preprints entered in the past week could be casily generated. In
January 1969 the first Preprints in Particles and Fields (PPE) list was sent
out to over a thousand eager subscribers.

Asister list “Anti-preprints™ listed the preprints that had since been pub-
lished in journals. This allowed the original preprints to be discarded, and
proved quite popular with the journal editors, who were then able to match
references to preprints with the published article. By 1974 the SLAC Library
(with invaluable help from its collaborators [2]) was comprehensively cata-
loguing the majority of preprints in high energy physics, and by extension,
the published literature.

This new PPF age, though, was not perfect. Receiving lists of new
preprints is all very well, but after several years one is left once again with a
stack of paper. Trying to find a particular article or information on a certain
subject is very difficult. The Internet allowed a further development.

The problem of finding just the right preprints from this ever growing
body of research was not an issue for the SLAC community. The SPIRES
database allowed searches by date, author, title and a number of fields. Sim-
ply by logging in to their computer, SLAC physicists were able to search
through thousands of papers, and the paper PPF list would serve as a news-
paper, with a similar longevity. With the rise of the Internet anyone in the
world could now access this service. A program, QSPIRES]3], developed in
1985 by SLAC database systems developer George Crane [4], allowed physi-
cists to search the SPIRES database using E-mail. One would send off an
E-mail query to the database and a swift reply would follow. People were
able to find all the papers by a particular author or from a certain institution,
or find out how many citations their work had[5]. The PPF and PPA lists

could also be sent by E-mail.

3 TEX and the Single Archive

By 1990, lists of new articles were being sent to physicists by E-mail and
people were searching for articles in the SPIRES database via E-mail. Ev-
erything was modern and electronic, up to the point that you actually wanted
to read a paper. In this case, the reader would have to request that an author
send a copy in the mail. Thus if you were overseas it could take some weeks
before you actually saw the article: clearly unacceptable.

Around this time another technical innovation had sufficiently matured



to obviate this problem. High energy phyvsics articles usually contain a lot
of mathematics, which makes them difficult to write with a standard tvpe-
writer. In the late 1970°s Stanford computer scientist Donald Knuth invented
a special tvpsetting program, TEX (pronounced “tek™), that could display
mathematics beautifully [6]. This language soon proved very popular with
physicists and mathematicians as it gave them complete control over the
production of their documents.?

The underlying “tex-file” was simply a normal, (portable) text file, where
the mathematics was written using certain rules which could then be pro-
cessed (on any computer) into a PostScript (PS) file [7], changing

\int_0"1
\frac{e"x}2\pi} dx

to

161'1
/0 57}“(1'.

The PS file can then be printed out and read. Therefore to send a paper, all
one would have to do is send the tex-file via E-mail and the person at the
other end could process it and print it out; another step in the communication
process had entered the future. By 1990 the use of TEX among the HEP
community was almost universal.

With preprint list distribution, SPIRES database searches, requests for
papers, and even the transfer of these papers being done through E-mail, all
stages of the process were electronic and pretty much immediate ... except
one. SLAC was still receiving the E-prints as “hard-copy”. In 1991, Paul
Ginsparg of Los Alamos National Laboratory (LANL) decided to do some-
thing about this. If authors could send their papers electronically to a central
repository, with author-supplied bibliographic data, a list could be sent out
of each day’s additions and the preprints could be obtained directly from this
archive [8]. Here, TeX proved a godsend, as it provided a means of storing
rather small files that researchers could request and then process into the
viewable PS files at their home institutions. In August 1991 the first paper
was sent to the Los Alamos archive. Twenty seven papers were sent that
month?® and physicists began receiving daily E-mails of the new papers sent
to LANL.

*This paper has been written using a derivative of TEX

*In August 1999 there were over 800 particle physics papers were sent to the LANL
archive




Soon there were over 2000 subscribers to this daily E-mail notification
and it gradually began to replace SLAC’s PPF list as the HEP COMMuUnity’s
most imimediate source of new research information. Far from cotpeting,
though, the two services at LANL and SLAC, complemented cach other
nicely. SLAC continued to process hard copy preprints that were never sent
to LANL and journal articles that had never been preprints, adding such
information as their references, experiment numbers, authors’ institutions,
etc. The electronic preprints, E-prints, began to account for a good deal of
the HEP literature, and Ginsparg’s system allowed for considerable automa-
tion and efficiency in SLAC’s work. A good deal of useful information could
be harvested electronically from the files authors supplied to LANL (though
there was still much that had to be done by hand).

This evolution from preprints to E-prints had another important facet.
The E-prints were assigned a unique number of the form archive /yymmnnn
(eg 9501251 for the 251st paper in January 1995). In the past “report num-
bers” had been assigned to preprints by the author’s home ‘institution in a
less than completely systematic way and with a variety of conventions, which
made trying to track citations of them too difficult for the SPIRES database
and only citations to published journal articles were recorded. Thus many
citations made to an author’s paper while it was an unpublished preprint
would be lost, to the author’s chagrin. The standardised E-print number
changed all that, as pretty soon these numbers started appearing in ref-
erence lists. After some work, these citations to unpublished works could
finally be registered, and it is worth noting that the most cited HEP article
in 1998 spent some ten months as an unpublished E-print. The next step
was to ensure that the database recognised that the published article and
the E-print were essentially the same paper, and thus that the true number
of citations was the sum of the citations of both. In some instances this
lead to double counting, which needed special programming to eliminate, as
it became fashionable to include both the E-print number and the journal
reference when citing an article!

4 The Mouse That Clicked

With the SPIRES database and the LANL archive you could find a particular
paper and be reading it within minutes merely by sending E-mail, after just
a little work to process the TgX file and print it out. A lot had changed



in 20 years since the SLAC Library first started sending out a list of all the
preprints it had received. However, the guiding philosophy behind computing
is that no work a person has to do can ever be “too little.” and a new
technology was about to make the research process even easier.

In September 1991, SLAC physicist Paul Kunz. was visiting CERN,
Geneva, where he was shown the infant World Wide Web. which allowed
information on different computers to be accessed in a very user-friendly
(and now completely familiar) manner. Realising this would be perfect for
searching the SPIRES database he told then librarian and SPIRES database
manager, Louise Addis, about it upon his return to SLAC. She was quick
to recognise the potential of this [9] and by December SLAC had the first
WWW server in the world outside CERN.* The E-mail access-system be-
came obsolete as more and more physics departments installed the software
necessary to reach the SPIRES WWW interface [10]. A group was formed
at SLAC, the WWWizards [11] to provide help with WWW technology [12].

The key feature of the WWW is linking. Therefore when displaying search
results in the SPIRES database, a number of things could be linked to each
record. One of these is the full-text at Los Alamos which was being stored
in a minimal fashion as TEX source. As mentioned before, TEX files need to
be processed before they can be printed out (see the discussion on page 4).
Initially though, due to either mistakes in the TEX files or different version
of TEX being used, some physicists experienced difficulty in processing the
files at LANL. In order to enter all the relevant information into the SPIRES
database the SLAC Library staff needed needed to print out each paper, and
so would process the TEX files sent to Los Alamos into PS files. At first this
was done manually, which soon grew to be very time consuming. Luckily
the SLAC Library was helped by Paul Mende from Brown University who
created an automatic procedure. This PS generating code was ultimately
incorporated into the LANL submission process - if your paper couldn’t be
processed, it wouldn’t be accepted. The next step was to link this PS file to
the SPIRES record, reducing the work you had to do to read a paper to a
few clicks of a mouse. The technical challenge of creating a web browser able
to view PS files was surmounted and the SPIRES database began to link
directly to PS files generated and stored at the Los Alamos archive. Paper
had been eliminated from the process and the virtual library was born [4].

There was no Initial Public Offering.



5 The I\f’Iany Hands Interpretation

Authors sending their electronic texts to LANL has “pushed” the effort of
publication onto the researchers themselves, who benefit from an inexpensive,
immediate, wide-scale dissemination of their work. This idea has led many
computer scientists to ponder automated systems for indexing and retrieving
these full-text papers. How much of the work of collecting information on the
literature can be realistically facilitated by the authors? The combination
of the Web, the SLAC Library’s automated systems and the LANL archives
provides an interesting testing ground for this question.

The goal of the LANL archive is to be as automated as possible, so that
it can exist without administrative intervention (as opposed to the SPIRES
database). To this end it has a number of checks to ensure all submissions
meet the entry requirements (one we have already discussed ensures the TEX
file is successfully processed into PS). The basic bibliographic information
(author, title, etc.) data is supplied by the users in a neatly structured format
that can be downloaded into the SPIRES database automatically. This raw
information requires only minor attention from the Library staff who, among
other things, ensure spelling consistencies, and add in the author affiliations
from the INSTITUTIONS database.

Far and away the most time consuming part of this is collecting the
references of each paper, from which the citation searching is built [5]. As
citation results reflect some degree of professional accomplishment, physicists
tend to be rather interested them and a good deal of their correspondence
with the SLAC Library concerns omissions or mistakes in the reference lists
(which is exacerbated by the posting of “revised versions” of E-prints to
LANL, some of which contain additional references). Originally, of course,
these reference lists were typed into the database, but as another happy
spin-off of TEX about 90% of them can now be extracted from the author’s
file. Unfortunately, this only makes a huge job large, as they still have to be
checked by the Library staff, and authors regularly confound the reference
extracting program by adopting imaginative new ways of writing the journal-
volume-page sequence, or simply making errors in a reference.

Obviously the LANL model suggested there should be some way to place
the burden of constructing and checking the reference list on the authors
themselves (as they do with bibliographic information), before they send their
paper out to the world. Two things really stood in the way of this. First, the
original program that extracted the references wasn’t really definitive enough
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for this sort of user-side checking. as there was no real way of specifving
which references the code would extract, and which it wouldn’t. The second
problem was that with physicists being rather busy, any new svstem would
have to result in less, not more. work for it to be widely adopted.

Once again, TEX helped with the solution. The SPIRES team developed
and offered a new service: the database would display records in TEX format,
with the exact information needed to construct the reference as an additional
tag. The authors then had a verv simple process of cut and paste to create
their reference lists, and the tag would sit invisibly in the TEX file (not
appearing in the final PS file) waiting to be extracted at the SLAC library.
The strict structure of the CITATION tag and the simplicity of its extraction
allowed for the creation of a checking program that authors could use, for
example:

\bibitem{0’Connell: 1997}

H.”"B."0’Connell,

‘‘Recent developments in $\rho\!-\tomega$ mixing,’’
Austral.\ J.\ Phys.\ {\bf 50}, 255 (1997)
[hep-ph/9604375] .

%4ACITATION = HEP-PH 9604375;%%

which becomes:

H. B. O’Connell, “Recent developments in p—w mixing,” Austral. J. Phys.
50, 255 (1997) [hep-ph/9604375].

So far almost three hundred papers have been written using this system.

A second way we've been experimenting with author-supplied data is
asking them to help us with another thing that is of great interest to them:
missing papers in our database. Traditionally adding them in was another
time consuming exercise that would require Library staff to get the jour-
nal from the shelves and type in all the relevant information. Using a web
form that authors can fill out themselves allows a paper to be added to the
database simply by cutting and pasting on the part of the Library staff.

By inviting our users to help us in maintaining the database and au-
tomating as many processes as possible, we have been able to accomplish a
lot of additional work without spending significant amounts of extra time.
This would not be possible, though, without the eagerness and attention to
detail that characterises the Physics community.

8



6 All the news that’s fit to link

The WWW created a unique opportunity for the SPIRES database by pro-
viding a system that would conveniently attach to any record all the related
information both inside the database and around the world in a very compact
manner. Over the past six vears we have worked on making this process as
efficient as possible both in terms of computer programming and the output
display our users see. We shall now discuss how this works.

A single record in the Literature database might have certain basic ele-

ments such as
o Title

e Author (and author’s institution)
e Date
e Publication note

but the article could also be hyperlinked to

e the appropriate record in the EXPERIMENTS database

e full text of article at the journal server or the E-print server
e the references of the article

e other articles that cite it

o experimental data in the REACTIONS database,

allowing the researcher to selectively explore any particular related items.
Thus an original record only ten lines long becomes a gateway to information
stored around the globe.

The construction of these links requires special care and co-operation with
outside services. One particular case that followed an evolutionary process
was linking to the published version of the document on Journal home pages.
Optimally, this URL would point to a unique “abstract page,” rendered in
HTML so that the link to the journal server can be fast. Once there the user
can be presented with all the Journal services such as full text in possibly
a variety of formats (the most common being PS or the newer Portable
Document File (PDF)). From the point of view of the publisher, this means

9



that a URL has to be found for every article. From our point of view this URL
should be caleulable from the information we already have about the record,
as 1t then permits us to run in the URL automatically. Articles have always
been cited through the journal-volume-page (JVP) convention. so it made
sense that a number of major publishers, including the American Physical
Society [13] and Elsevier [14] adopted a URL scheme based on these three
clements. Setting up such a system does present something of a technical
challenge for the journals, but is well worth it in terms of presenting the
simplest possible interface to the outside world and providing reliable access
to their wares.

The journals also link back in to our database, mainly for the references of
the paper (though publishers have proven less eager to link to our database
record of the actual paper). In an effort which I hope will become more
widely adopted, we have worked closely with the American Physical Society’s
Physical Review [15] to share the bibliographic data (including reference lists)
and either update an existing record in our database, or add a new record,
when the publish new articles.

Where possible we have also tried to link to other literature databases.
Some like the CERN Library’s database [16] have a significant overlap with
our system (there are currently over fifty thousand thousand two-way links
between SPIRES and CERN). Others, such as Harvard’s Astrophysics Data
System [17]and the American Mathematical Society’s Mathematical Reviews
(AMSMR) [18] cover a much smaller set of papers in our database, but
from a different perspective and connect the paper to other academic disci-
plines. Here, once again, we need to work with the other databases to ensure
maximal efficiency and reliability in this linking. Our links to the Harvard
database use a JVP scheme, while those to CERN and AMSMR, databases
use unique record keys. SPIRES can be linked to either way. There is also the
consideration that the link should bring additional information, rather than
Jjust repeating what record in the SPIRES database (or else why bother?).
Therefore we apply these links selectively.

7 So why HEP?

Why did the High Energy Physics community provide such a fertile ground
for this particular aspect of the so-called “Information Revolution”? We
have touched on the reasons throughout this talk, but it is useful, perhaps,
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to summarise them to understand how this model might be more widely
adopted (or why it might not be).

The first thing is that it has not been a revolution so much as an evolution.
Particle physicists, have always been compulsive communicators. Generally
free of commercial or governmental restrictions, the habit of sending out
advanced copies of work goes back to the days of carbon paper. They are
also have a long standing tradition of international collaboration, so anv new
advances in communication technology are eagerly adopted, and the high
technological literacy facilitates this. This is especially true of the experi-
mental community whose collaborations can have hundreds of members all
over the world and whose experiments depend on high speed computer net-
work connections. It is worth noting that the two SLAC physicists most
closely involved in spinning the web at SLAC, Paul Kunz and Tony Johnson
are experimentalists, though I should also point out that Paul Ginsparg of
Los Alamos is a theorist.

In this environment the sheer quantity of existing literature necessitated
creating the organisation begun by the SLAC Library in the late 1960’s.
Through using this PPF list service, physicists became accustomed to the
idea of a central “clearing house” for preprints. As the use of E-mail spread
through the Physics community, particularly the High Energy sector, the
SPIRES E-mail interface was introduced in the mid 80’s and before long
was being used by thousands of researchers in over forty countries. The TEX
typsetting language, favored by those needing to write complex mathematics,
allowed one to send simple ASCII files using E-mail, thus giving rise to
the electronic distribution of preprints, which was centralised by Ginsparg’s
E-print archive. The World Wide Web then laid the ground for a highly
powerful way to integrate the various facets of research communication.

It should be acknowledged that these are rather special conditions. It is
instructive to note that in a closely related community such as accelerator
physicists, who do not use TgX, the adoption of the LANL archives has
been noticeably slower, though in principle there is nothing to stop them
(despite being built with TEX in mind, the archive is not dependent on
it, and will accept submissions in a variety of formats). The TEX fluent
mathematics community, on the other hand, though quick to adopt the new
system, perhaps lacked the detailed computing knowledge to play a leading
role.

For different research communities there are other obstacles. Faced with
the incredibly rapid and wholehearted adoption of this E-print scheme by
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high energy physicists, the traditional journal publishers found it best to
not to offer an real resistance. They had nothing to fear, really, as over
seventy percent of HEP papers sent to Los Alamos are eventually published
in journals and another twenty percent appear in conference proceedings. In
other fields, with newer archives, this is still something of a touchy subject,
such as in the biological and medical research communities, as can be seen in
the Biochemical Society’s response [19] to the NIH's proposal for a preprint
server for the life sciences [20].

8 Conclusion

In this paper I have described the evolution of paperless publishing in a
particular academic community and how special circumstances conspired to
make this happen faster and more comprehensively than in any other field.
In doing this I have hoped to convey the sense that this was indeed a process
of evolution rather than revolution.

It may be interesting to speculate what the future holds. Will more and
more of what used to be called “bibliographic data,” become author-supplied
“metadata” which annotates each article with various related information?
Can this metadata be shared to create cross-database, and cross-discipline,
linking [21]? Our experience shows that if you make the procedure simple
enough, and offer an advantage to the authors for doing it (such as the ability
to check their reference list described on page 8), they will use it.

We have begun in the SPIRES-HEP database to exploit Web technology
to handle information beyond the traditional bibliographic record or what
one could obtain from a print version (such as the full text and reference list).
These other facets range from the paper’s citation list, which is constantly
growing (if the author is fortunate), to the home-page of the experimental
collaboration that wrote the paper, to information researchers might really
want out of a paper, in a form far more useful than could ever be delivered in
paper (such as a computer file of experimental data or 3-D computer images
created by the author).

The fluidity of this new, electronic means of publication also has implica-
tions for the traditional research process. At what point does an author “give
the final answer” and the paper become “set in stone”? The LANL archive,
has neatly addressed this issue in an appropriate manner, by archiving each
version of an E-print with a date stamp, documenting the growth of the pa-
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per. Presently the traditional model holds sway: once the article is published
m a journal. it is a finished picce of work, and any subsequent alterations are
to be handled via errata. Other anthors may comment on the published pa-
per. to which the author may reply. but the comment and reply are treated
as new articles, and the original is left unchanged. One journal, however,
has broken away from the traditional model. Living Reviews in Relativity
(22] exists solely on the Web, and allows authors to constantly revise their
articles. In part this is due to the pedagogical nature of the journal; it seeks
to provide reviews that aid learning, rather than publish original research.

Well aware of the difficulties of predicting anything iu the Internet world,
I have merely tried in concluding to state some of the current trends in
electronic publication. I am certain, however, that future holds many exciting
new mnovations in store.
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