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Abstract

Two Complementary Strategies for

New Physics Searches at Lepton Colliders

by

Benjamin Henry Hooberman

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Marco Battaglia, Chair

In this thesis I present two complementary strategies for probing beyond-the-Standard Model physics

using data collected in ������� collisions at lepton colliders. One strategy involves searching for ef-

fects at low energy mediated by new particles at the TeV mass scale, at which new physics is ex-

pected to manifest. Several new physics scenarios, including Supersymmetry and models with lepto-

quarks or compositeness, may lead to observable rates for charged lepton-flavor violating processes,

which are forbidden in the Standard Model. I present a search for lepton-flavor violating decays of

the
���	��
�

using data collected with the BABAR detector. This study establishes the 90% confidence

level upper limits ��� �����	��
��� ��� �����������! "� �$# and ��� ���%�	��
&�'�)( � ���+*,�- .�/ "� �$# , which

are used to place constraints on new physics contributing to lepton-flavor violation at the TeV mass

scale. An alternative strategy is to increase the collision energy above the threshold for new par-

ticles and produce them directly. I discuss research and development efforts aimed at producing a
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vertex tracker which achieves the physics performance required of a high energy lepton collider. A

small-scale vertex tracker prototype is constructed using Silicon sensors of
���0(21

thickness and

tested using charged particle beams. This tracker achieves the targeted impact parameter resolution

of 3547698 �	�.:; "��<>="?�@BADCE��(21
as well as a longitudinal vertex resolution of

�	FHG���I; "�J�K(21
,

which is consistent with the requirements of a TeV-scale lepton collider. This detector research

and development effort must be motivated and directed by simulation studies of physics processes.

Investigation of a dark matter-motivated Supersymmetry scenario is presented, in which the dark

matter is composed of Supersymmetric neutralinos. In this scenario, studies of the ������� �MLONQP>N
production process allow for precise measurements of the properties of the

P�N
Supersymmetric

Higgs boson, which improve the achievable precision on the neutralino dark matter candidate relic

density to 8%. Comparison between this quantity and the dark matter density determined from cos-

mological observations will further our understanding of dark matter by allowing us to determine if

it is of Supersymmetric origin.

Professor Marco Battaglia
Dissertation Committee Chair
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Chapter 1

Introduction

During the
F���¢�£

century, our understanding of the fundamental constituents of matter and

the forces which mediate their interactions has advanced drastically as a result of several theoretical

advances and experimental discoveries occurring over several decades. The culmination of these

advances is described by the Standard Model (SM) of particle physics, a quantum field theory

(QFT)1 which describes all of the observed matter particles and the fundamental forces, with the

exception of gravity. Although the SM has been verified experimentally with multiple high precision

measurements, there is compelling evidence that it is not the final, most general theory of particle

physics. In this chapter, the historical development of the SM and its experimental verification

are reviewed, along with a discussion of the evidence for physics beyond the SM. I conclude by

discussing two complementary strategies for probing this new physics, which is the focus of my

thesis.¤
For further information on quantum field theory, see [1, 2].
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1.1 Development of the Standard Model of Particle Physics

The SM in its current form was formulated in the 1970’s, but it draws upon concepts

dating back to the quantum revolution of the 1920’s and 1930’s [3], during which a series of the-

oretical advances led to the establishment of quantum mechanics. The first fully formulated QFT,

formulated by Richard Feynman, Julian Schwinger and Sin-Itiro Tomonaga in the 1940’s to provide

a quantum description of electromagnetism, is called Quantum Electrodynamics (QED) [4]. The

particle content of QED consists of two fermionic matter particles, the electron and positron, which

interact via exchange of a single gauge boson, the photon. QED has been experimentally verified

with extremely high precision and has yielded the single most precise prediction of a measured ob-

servable, the magnetic moment of the electron, which agrees with the predicted value at the
 "� �VU N

level [5]. QED also explains the Lamb shift [6] between the a 
 U�¥ a and a\¦ U�¥ a energy levels of the hy-

drogen atom, which according to quantum mechanics should be degenerate. Crucial to QED and to

QFT in general is the concept of a gauge symmetry2, which is a symmetry operation which leaves

the Lagrangian invariant. The gauge symmetry of QED is the group of rotations in the complex

plane, specified by the § �j �� gauge group.

Although QED is an extremely successful theory, it is not capable of describing all of

the observed forces and elementary particles and must therefore constitute only a part of a more

general theory. One such particle is the neutrino, proposed by Wolfgang Pauli in 1930 to preserve

energy conservation in nuclear beta decay [7]. It is now known that nuclear beta decay is governed

by the weak force, a short-ranged force which manifests only on subatomic size scales. In the

1960’s, Sheldon Glashow, Abdus Salam and Steven Weinberg (GSW) successfully unified electro-¨
For more information on gauge symmetries and groups, see [8].
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magnetism with the weak force [9]. The resulting GSW electroweak theory introduces three weak

vector bosons, the © � , © � and
moN

, which couple to fermions as well as to themselves. The sym-

metry group of electroweak theory is

 § �	F��Bªo« § �j ���¬ , where  denotes left-handed helicity states

and ® denotes a quantum number called hypercharge. This symmetry is spontaneously broken by

a scalar Higgs field which acquires a non-zero vacuum expectation value and condenses [10]. This

‘Higgs mechanism’ results in the weak vector bosons, as well as the fermions, acquiring mass,

and breaks the electroweak symmetry group as

 § �	F�� ª « § �j �� ¬ � § �j ���¯±° where y�� denotes

electromagnetism. This pattern of symmetry breaking maintains the § �j �� symmetry of electro-

magnetism, which is the basis for the observed conservation of electric charge. The first verifi-

cation of electroweak theory was the discovery of neutral weak current interactions mediated bym N
boson exchange by the Gargamelle experiment [11] at the European Organization for Nuclear

Research (CERN), leading to widespread acceptance of the theory. Several years later, the weak

vector bosons were discovered at the Super Proton Synchrotron (

5A ]A²
 ) accelerator [12] at CERN,

and their masses agreed extremely well with the SM predictions. Further verification was obtained

by precision tests of the theory carried out by the Large Electron Positron (LEP) and Stanford Lin-

ear Collider (SLC) [13] collaborations in the 1990’s. The final test of electroweak theory involves

the search for the Higgs particle, predicted by electroweak theory to manifest as a scalar particle

with mass of order 100 GeV/c a , as well as the investigation of its properties. In particular, the

Higgs mechanism predicts that the coupling of the Higgs to fermions ³D´ iki is proportional to the

mass of the fermion µ i , while the coupling of the Higgs to the electroweak vector bosons ³ ´�¶±¶ is

proportional to the square of the mass of the vector boson � a¶ [10]:

³H´ iki 8¸· � F�¹»º�¼ U�¥ a µ i¾½ `D¿À³ ´R¶Á¶ 8 F · � F�¹Âº�¼ U�¥ a � a¶'Ã (1.1)
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where
¹Âº

is Fermi’s constant. These relationships can be checked by measuring the branching

fractions of the Higgs to pairs of fermions and vector bosons. The search for the Higgs boson

constitutes a major part of the physics program to be investigated at the Large Hadron Collider

(LHC) [14], which is designed to discover the Higgs particle over the full allowed mass range up

to Ä 1 TeV. LHC data will also be used to measure Higgs branching fractions, but a lepton collider

providing �Y����� collisions at a center-of-mass (CM) energy of several hundred GeV is required to

provide precise measurements, for reasons discussed in Chap. 1.4.1.

Electroweak theory, much like its predecessor QED, is extremely successful but does not

constitute the full theory of elementary particles and forces. In the 1960’s, Murray Gell-Mann and

George Zweig proposed that hadrons, particles such as protons and neutrons, are not elementary

particles but are composed of subatomic particles called quarks [15]. The original Gell-Mann &

Zweig theory involved three types of quarks, which they named up, down, and strange, but was

quickly extended by Sheldon Glashow and James Bjorken to contain a fourth ‘charm’ quark [16].

In the late 1960’s deep inelastic scattering experiments performed at the Stanford Linear Accelera-

tor (SLAC) [17] demonstrated that the proton was composed of smaller particles and was therefore

not an elementary particle, but the quark model failed to gain widespread acceptance. Several years

later Makoto Kobayashi and Toshihide Maskawa proposed the existence of another pair of quarks,

now known as bottom and top, in order to explain observations of charge-parity violation [18].

The quark model finally gained widespread acceptance when the charm quark was discovered si-

multaneously at SLAC [19] and Brookhaven National Laboratory (BNL) [20] in the 1970’s. The

interactions of these quarks are governed by the theory of quantum chromodynamics (QCD), pio-

neered by David Gross, David Politzer and Frank Wilczek in the 1970’s [21]. Their discovery of
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‘asymptotic freedom,’ the property that quarks become weakly interacting at high energy scales,

allowed quantitative predictions to be extracted from QCD using perturbation theory. QCD is based

on the

 § �	��� gauge group and introduces gauge bosons called gluons which mediate a new, ‘strong’

force. This strong force is responsible for the phenomenon of quark confinement, the binding of

combinations of quarks into composite particles called hadrons. Gluons were discovered at the

Positron-Electron Tandem Ring Accelerator (PETRA) [22] in the late 1970’s, and precise measure-

ments of QCD performed several years later at the LEP collider [23] led to widespread acceptance

of QCD.

The remaining particle content of the SM consists of the muon and tau, heavier cousins

of the electron, and their corresponding neutrino species. This completes the SM particle content,

summarized in Table. 1.1. The electron, muon and tau along with their corresponding neutrino

types are collectively referred to as leptons. The quarks and leptons constitute the fermionic matter

content of the SM and are arranged in three generations, with the mass of the particles increasing

from the first generation to the second and third. The gluon, weak vector bosons and the photon

constitute the force-mediating gauge boson content of the SM. These particles and their interactions,

governed by electroweak theory and quantum chromodynamics, constitute the Standard Model of

particle physics, a quantum field theory based on the gauge group

 § �	���5«Å
 § �	F��Qª.« § �j ���¬ . The

development of the Standard Model represents the culmination of several decades of theoretical

advances and experimental discoveries and is regarded as the crowning achievement of particle

physics.
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Table 1.1: Elementary particle content of the SM. Spin is denoted by
s

and charge refers to electric
charge. The quoted masses are the 2008 Particle Data Group (PDG) [24] values and the neutrino
masses are given for the corresponding mass eigenstate. The masses given for the light Æ , x , ands

quarks are the pole masses which are determined via their radiative corrections, primarily to the
electromagnetic coupling constant.

Particle Symbol Charge ( Ç ) Mass (GeV/c È )
quarks (

s
=1/2)

up Æ +2/3
�j ��f�������f������ "� �$É

down x -1/3
�	���f����G����J�Ê�! "� �$É

charm Ë +2/3
 ��fF�Ì � NQÍ N7Î� NQÍ U}U

strange
s

-1/3
�nÌ����Ï k���J�Ê�� "� �$É

top Ð +2/3
 �Ì� RI0F��- 

bottom X -1/3
*,�fF�� � NQÍ U Î� NQÍ N7Î

leptons (
s
=1/2)

electron � -1
���f�� H ��� "� �$É

electron neutrino Ñ e 0
�Ò����*JG��� "� �$#

muon
(

-1
 "�����ÓÌÔ�� "� �$É

muon neutrino Ñ�Õ 0
�Ò���- kÖ��� "� �$É

tau � -1
 ��ÓÌHÌ�GH×>IÅ�����H�H�, �Ì

tau neutrino Ñ � 0
�Ø k×��fF��� "� �$É

gauge bosons (
s
=1)

photon
u

0 0© w boson © w I
1

×�����*ÂIÙ�������moN
boson

moN
0

Ö� ��fF>IÙ�����H��F
gluon ³ 0 0
Higgs boson (

s
=0)

Higgs
�

0 Ú  H \*,��*

1.2 Successes of the Standard Model

The SM has been extremely successful in many respects, and experiments performed at

colliders up to the Û �j "� a � GeV energy scale have so far revealed no significant deviations from

its predictions. Already mentioned above are several instances in which theoretical considerations

led to the predictions of new particles which were later discovered. These include Pauli’s neutrino,

the electroweak vector bosons, the charm quark, and the bottom and top quarks. The prediction

6



of the existence of these particles and in many cases precise predictions of their properties such as

mass, spin, and electric charge provide compelling evidence for the framework of the SM. A par-

ticularly interesting example is the top quark, the heaviest and therefore last elementary particle to

be discovered, which was predicted before its discovery in order to complete the third generation

of fermions. Measurements performed at LEP and SLC before the discovery of the top quark pro-

vided indirect measurements of the top quark mass [13]. These experiments collided electrons and

positrons at the CM collision energy � s 8Ü�ÅÝ , below the threshold for top production. Although

top quarks were not directly produced at these colliders, several electroweak observables are altered

by radiative corrections involving virtual top quark loops. The magnitudes of these corrections are

sensitive to the top quark mass, which can therefore be constrained by precise measurements of

these electroweak observables, most importantly the mass of the charged weak vector boson �ßÞ ,

the leptonic partial width l �nm»NO� S � S � � , and the Weinberg mixing angle parameter ^7_-`�a �cb Þ � ,
where ^7_-` a �cb Þ � determines the ratio between the electric charge � and the weak coupling strength

³ via � 8à³�^7_á` �cb Þ � . The top quark was later discovered at the Fermilab TeVatron [25], which

collides protons and anti-protons at a CM energy of 1.96 TeV, above the threshold for top quark

pair production. This allowed for a direct measurement of the top quark mass, which agreed with

the previous indirect measurements as shown in Fig. 1.1 (left). These measurements provide a good

fit to the SM and are also sensitive to the Higgs mass, which is preferred to be less than about

200 GeV/c a .
Further compelling evidence for electroweak theory comes from a variety of precise mea-

surements carried out at the LEP and SLC collaborations in the 1990’s [13]. These experiments

studied the reaction � � � � � m N � â ]â , where
â ]â denotes a fermion pair. Electroweak theory

7



has only 3 free non-degenerate parameters, so all electroweak observables depend only on 3 quan-

tities modulo radiative corrections. These parameters can be taken to be the well-measured electric

charge � , the Weinberg mixing angle parameter ^7_á` a �cb Þ � , and the mass of the
m>N

boson � Ý . The

value of ^7_-` a �cb Þ � and � Ý have been extracted from multiple measurements performed at LEP

and SLC [13]. Once these 3 parameters have been measured, electroweak theory allows for the

precise predictions of multiple observables which can be measured and compared with their SM

predictions.

An example of these electroweak observables includes the partial widths of the
m%N

to

fermions, given at tree-level (without radiative corrections) in the SM by:

l �nm N �tâ ]âV� 8Øã ¹Âº � ÉÝG � F�ä · � ³ i¶ � a � � ³ i� � a ¼ Ã (1.2)

where
¹Âº

is Fermi’s constant, � Ý is the mass of the
m>N

, ã is a color factor equal to 1 for leptons

and 3 for quarks, and ³ i¶ and ³ i� denote the vector and axial couplings of the
m�N

to fermions,

respectively. Measurements of the partial width to lepton pairs, hadrons, and the full
m N

width

agree with SM predictions at the
 "� �$É level. Measurement of the invisible width of the

m N
(the full

width minus the sum of the partial widths to all visible final states), divided by the SM prediction

for the partial width l �nm»N�� Ñ ]Ñ � , indicates that the number of neutrino species is equal to 3, in

agreement with the 3 generations of the SM.

It is particularly interesting that the LEP/SLC measurements are precise enough to be

sensitive to radiative corrections to electroweak observables. This is demonstrated by measurements

of the quantities l �c� 8ßl �nm N �TS � S � � and

^7_-` a �cb dÓeågkhe�i�i � 8  * �j �� ³ � ¶³ �� �æ� (1.3)
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Figure 1.1: Left: comparison of the indirect (dotted red contour) and direct (solid blue contour)
measurements of the charged weak vector boson mass µ�Þ and top quark mass µ h with the SM
prediction (shaded green diagonal region), which depends on the Higgs mass µ ´ and fine structure
constant q . Right: comparison of the measurements of ^B_-` a �cb dfe�g"hejiki � and l ��� 8�l �nm N �ZS � S � � (solid
black contour) with the SM prediction with electroweak radiative corrections included (shaded yel-
low diagonal region), which depends on the Higgs mass and the top quark mass. The point in the
lower left-hand corner is the tree-level QED prediction, which depends on q . All contours indicate
measurements at 68% confidence level [26].

In Fig. 1.1 (right) the measurements of ^7_-`�a �cbJdfe�g"hejiki � vs. l �c� are compared with the SM predictions.

The QED prediction without radiative corrections does not agree with the measured values, while

the SM prediction with electroweak radiative correction agrees well. This demonstrates the sensi-

tivity of the LEP/SLC measurements to radiative corrections, which are also sensitive to the Higgs

mass and again indicate that a light Higgs is preferred.

Numerous other precise measurements have been carried out at the LEP and SLC exper-

iments. A summary table which compares several of these measurements to their predicted SM

values is shown in Fig. 1.2. Both the achieved experimental precision and the agreement with SM

predictions are striking. A global fit comparing the SM predictions to all measured electroweak

9



Measurement Fit |O
meas

�O
�t

|/V
meas

0 1 2 3

0 1 2 3

'Dhad(mZ)'D
(5)

0.02758 ± 0.00035 0.02767

mZ [GeV]mZ [GeV] 91.1875 ± 0.0021 91.1874

*Z [GeV]*Z [GeV] 2.4952 ± 0.0023 2.4959

Vhad [nb]V
0

41.540 ± 0.037 41.478

RlRl 20.767 ± 0.025 20.742

AfbA
0,l

0.01714 ± 0.00095 0.01643

Al(PW)Al(PW) 0.1465 ± 0.0032 0.1480

RbRb 0.21629 ± 0.00066 0.21579

RcRc 0.1721 ± 0.0030 0.1723

AfbA
0,b

0.0992 ± 0.0016 0.1038

AfbA
0,c

0.0707 ± 0.0035 0.0742

AbAb 0.923 ± 0.020 0.935

AcAc 0.670 ± 0.027 0.668

Al(SLD)Al(SLD) 0.1513 ± 0.0021 0.1480

sin
2
Te�sin

2
T

lept
(Qfb) 0.2324 ± 0.0012 0.2314

mW [GeV]mW [GeV] 80.399 ± 0.025 80.378

*W [GeV]*W [GeV] 2.098 ± 0.048 2.092

mt [GeV]mt [GeV] 173.1 ± 1.3 173.2

Figure 1.2: Comparisons of precise measurements of electroweak observables with their SM pre-
dictions [26]. The measured value of each observable is denoted ç%è�éëêjì , its uncertainty is 32è�éëêjì , and
the value of the observable extracted from a global fit comparing measured electroweak observables
to their SM predictions is çÂí ¢ .

10



P (GeV)

D  (P)S 

1                                10                               100
0

0.1

0.2

0.3

0.4

0.5

Figure 1.3: Dependence of the strong coupling constant qr on the energy scale
(

[27]. Several
measurements are compared with the SM prediction corresponding to q�rî8 ���- H k×�I������H��� evaluated
at the

m N
mass. The open circles denote measurements based on event shape variables.

observables returns a probability of 4.5%. If one anomalous measurement of the weak mixing angle

from the NuTeV experiment [28] at Fermilab is excluded, this probability increases to 27.5% [29].

QCD was first verified by the observation of three-jet events mediated by the process

� � � � �ðï ]ï ³ , which constituted the first experimental observation of the gluon ³ . The strong cou-

pling constant of the
ï ]ï ³ vertex is denoted q&r . The SM predicts that this coupling constant depends

on the energy scale
(

at which it is measured, and allows the energy dependence to be calculated

explicitly using a procedure called renormalization group. In Fig. 1.3, the SM prediction for the

value of q�r as a function of
(

is compared to several experimental measurements, and excellent

agreement between the SM prediction and the measurements is obtained. Two qualitative features

of the energy dependence of q�r are also notable. First, q�r becomes very small as
(

is increased,

demonstrating the phenomenon of asymptotic freedom in which quarks become weakly-coupled
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at high energy scales. Second, q�r becomes large at an energy scale
( �Ä ��ñ±òVó 8ôÛ �j "� a � MeV.

In this regime the theory becomes non-perturbative and theoretical calculations become much less

precise. This highlights an advantage of �H����� colliders with respect to hadron colliders, which are

dominated by QCD processes and are therefore subject to the theoretical uncertainties intrinsic to

non-perturbative QCD.

1.3 Evidence for Physics Beyond the Standard Model

Despite the success of the SM, there is a large body of evidence which indicates that it

cannot be the final, most general theory of particle physics. The SM is not capable of explaining

why the gravitational force is 32 orders of magnitude weaker than the electroweak force, a dis-

crepancy known as the hierarchy problem [30]. A useful way to understand the magnitude of this

discrepancy is to imagine picking up a paper clip with a small magnet. The paper clip acceler-

ates upward, indicating that the electromagnetic force exerted by the magnet is stronger than the

gravitational force exerted by the entire planet. An equivalent statement of the problem is the dis-

crepancy between the electroweak energy scale of order 100 GeV and the Planck scale given by

�/6õ8  �@ � ¹Âö 8ôÛ �j "� Uë÷ � GeV at which gravity becomes strong, where
¹%ö

is Newton’s grav-

itational constant. Another intrinsic problem of the SM involves the gauge coupling constants of

the electromagnetic, weak and strong forces. It is an experimentally verified prediction of the SM

that these coupling constants vary depending on the energy scale at which they are measured, a phe-

nomenon known as running coupling. If these three forces originate from a single ‘Grand Unified

Theory’ (GUT), their coupling constants must all become equal at some high mass scale, result-

ing in ‘gauge coupling unification.’ However, the three coupling constants do not converge if their

12



energy dependence is as predicted by the SM [31].

There are also experimental indications that the SM is not the most general theory of

particle physics. The SM predicts that neutrinos should be massless, while recent results from a

variety of experiments [32] demonstrate conclusively that neutrinos can oscillate between flavors,

requiring them to be massive. Extensions to the minimal SM in which neutrinos are massless

are capable of providing mass to neutrinos, but they require the addition of an as yet unobserved

right-handed neutrino, which is either very heavy or sterile, meaning that it does not couple to any

gauge bosons. Furthermore, observations of the cosmic microwave background (CMB) radiation

performed by the Wilkinson Microwave Anisotropy Probe (WMAP) indicate that Ä FH�
% of the

mass-energy of the universe is composed of dark matter (DM) and Ä Ì�F
% is composed of dark

energy (DE) [33]. While the nature of the DM and DE is currently not understood and is the subject

of several ongoing experiments, neither can be accounted for in the SM, although extensions to

the SM may provide DM candidates as discussed below. This means that the SM is not capable

of explaining the existence of Ä 95% of the content of the universe. Another problem intrinsic to

the SM is the predominance of matter over antimmatter in the universe, while both should have

been produced in equal amounts in the Big Bang. Although the SM is capable of explaining why

there is more matter than antimatter via a mechanism involving charge-parity violation [34], the

observed asymmetry is larger by several orders of magnitude than can be accounted for in the

SM [24]. These numerous problems intrinsic to the SM provide compelling evidence that it is not

the most general theory, motivating the search for a more general theory of which the SM is a

low-energy approximation. These theories are known collectively as beyond-the-Standard Model

(BSM) theories.
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Table 1.2: Elementary particle content of the SM and Minimal Supersymmetric Model (MSSM).
The MSSM introduces Supersymmetric partners to each of the SM particles with spin

s
differing by

1/2. The two MSSM Higgs doublets give mass to the up-type quarks (
Lùø

) and down-type quarks
and charged leptons (

Lîú
).

SM MSSM
quarks (

s
=1/2) squarks (

s
=0)ï ûï

leptons (
s
=1/2) sleptons (

s
=0)S ûS

gauge bosons (
s
=1) gauginos (

s
=1/2)© w û© w (wino)m N ûm N

(zino)u ûu
(photino)³ û³ (gluino)

Higgs bosons (
s
=0) higgsinos (

s
=1/2)L ø ûL øLüú ûLüú

Although many BSM scenarios have been proposed, Supersymmetry3 (SUSY) emerges as

arguably the most well-motivated since it solves a number of the problems intrinsic to the SM. SUSY

is a symmetry which relates fermions and bosons. It was discovered independently by three pairs of

physicists, Gol’fand and Likhtman [37], Volkov and Akulov [38], and Wess and Zumino [39] in the

early 1970’s. The mathematical concept of SUSY first arose in early versions of string theory by

Ramond [40] and Neveu and Schwarz [41] in 1971. The first realistic extension of the SM to include

SUSY is the Minimal Supersymmetric Model (MSSM), introduced by Dimopoulos, Georgi, Raby

and Wilczek in 1981 [42, 43]. In the MSSM the number of elementary particles is doubled by intro-

ducing for every SM particle a Supersymmetric partner (Superpartner) as summarized in Table 1.2.

These Superpartners have the same quantum numbers as their corresponding SM particles, but have

opposite spin statistics: SM fermions have bosonic Superpartners, and vice-versa. In addition, twoý
For concise reviews of Supersymmetry, see [35, 36].
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Higgs doublets are required, one to give mass to the up-type quarks and one to give mass to the

down-type quarks and charged leptons [44].

In the MSSM, the effects of electroweak symmetry breaking lead to mixing of the Su-

perpartners of the electroweak gauge bosons and Higgs doublets, the electroweak gauginos and

higgsinos, respectively. The neutral electroweak gauginos (
ûm N

,
ûu
) mix with neutral components of

the higgsinos to give four neutralino mass eigenstates, denoted � N� , with þÂ8  Ã F Ã � Ã * . The light-

est neutralino � N U is the lightest Supersymmetric particle (LSP) over most of the MSSM parameter

space and constitutes a dark matter candidate as discussed below. The charged electroweak gaug-

inos (
û© w ) mix with charged components of the higgsinos to give two chargino mass eigenstates,

denoted � w� , with þÂ8  Ã F . In addition, the two MSSM Higgs doublets mix to give five physical

Higgs states:
�5N

,
L N

,
P N

,
L � and

L � [45]. Over much of the MSSM parameter space, the lightest

MSSM Higgs
� N

has properties which are similar or indistinguishable from the SM Higgs boson

and the other four Higgs bosons are significantly heavier. If SUSY were an exact, unbroken symme-

try then all Superpartners would have the same mass as their SM counterparts and would have been

observed at particle colliders, but this has not occurred. SUSY must therefore be a broken symme-

try, causing the Superparticles to be more massive than their SM partners and elude detection. The

search for Supersymmetric particles and Higgs bosons is a major part of the physics program to be

investigated at the LHC and at a future � � � � collider.

Many of the problems intrinsic to the SM may be solved if SUSY is realized in nature

at a mass scale of order 1 TeV. SUSY provides a natural solution to the hierarchy problem [46],

the enormous discrepancy between the electroweak scale and the Planck scale. In the SM, the elec-

troweak scale is determined by the Higgs mass, which should therefore be of order 100 GeV/c a . The
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Figure 1.4: One-loop SM (a) and SUSY (b) contributions to the radiative correction of the Higgs
squared mass.

physical Higgs squared mass µ a ´ is given by µ a ´ 8+µ a´�ÿ N�� ��� µ a ´ where µ a ´Êÿ N�� is the bare Higgs

squared mass and � µ a ´ is the radiative correction to the Higgs squared mass from diagrams involv-

ing fermion loops. The one-loop contribution is depicted in Fig. 1.4a and its radiative correction is

given by: � µ a ´ 8 ����� i � a×�ä a � a � ¶'Ã (1.4)

where
� i is the Yukawa coupling of the Higgs to the fermion and

� � ¶ is the ultraviolet cutoff, the

energy scale above which the SM is no longer valid. If the SM were valid all the way up to the Planck

scale (it cannot be valid above the Planck scale where gravity becomes strong because the SM does

not include gravity), then
� � ¶�� �/6 and the radiative correction to the Higgs squared mass is of

order
 "� É}É �n<>="?�@ Ë a � a . In order to obtain a Higgs mass of order 100 GeV/c a , it would be necessary

to fine-tune the bare Higgs mass to cancel this correction. Considering that the bare Higgs mass

and the radiative correction have completely different origins, this is regarded as an unacceptably

miraculous coincidence. This problem is resolved quite naturally by SUSY, which introduces scalar

Superpartners to the fermions which contribute additional radiative corrections to the Higgs squared

mass. The one-loop contribution is depicted in Fig 1.4b and its radiative correction is given by:

� µ a ´ 8 � � r kG�ä a � a � ¶ Ã (1.5)
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Figure 1.5: The three gauge coupling constants as a function of energy scale
(

in the SM as mea-
sured at LEP (left), and in the MSSM (right) [31].

where
� r is the Yukawa coupling of the Higgs to the scalar Superpartners. In SUSY, each fermion

is accompanied by two complex scalars, so the negative fermionic radiative corrections will cancel

with the positive scalar radiative corrections if
� r 8 ��� i � a . This relationship is guaranteed to hold

in unbroken SUSY and also in so-called ‘soft’ SUSY-breaking scenarios, which are therefore the

focus of theoretical consideration [35]. In this case the radiative corrections proportional to
� a � ¶

cancel and only the following logarithmic dependence on
� � ¶ remains:

� µ a ´ 8�µ a 	�
 i\h � � kG�ä a� ` �c� � ¶ @ µ 	�
 i\h ���/� (1.6)

Here µ 	�
 i\h is the largest SUSY mass scale and
�

is a dimensionless coupling of order 1. If we take� � ¶�� �/6 then µ 	�
 i\h must be at most about 1 TeV in order to avoid the need for fine-tuning of the

Higgs mass. This gives the first hint that the relevant mass scale of new physics is at the TeV-scale.

SUSY also provides a solution to the problem of gauge coupling unification [31]. As

shown in Fig. 1.5, the addition of SUSY particles at a mass scale of order 1 TeV alters the run-

ning of the gauge coupling constants and causes them to converge at the GUT scale, ��� � C 8
Û �j "� Uë# � GeV, providing another clue that new physics manifests at the TeV-scale. Another hint
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in favor of SUSY involves the Weinberg mixing angle parameter, measured to be ^7_-`2a �cb Þ � 8���fFH�� \*JÖîI9�����H�H��F
[26]. The MSSM predicts that ^7_-` a �cb Þ � 8 ���fFH�H�HGîI9�����H�, �Ì

[47], in good

agreement with the measured value.

One of the most appealing features of SUSY is that it may explain the origin of DM [48].

For reasons discussed in Chap. 4.1, the experimentally preferred candidate for DM is a weakly-

interacting massive particle (WIMP) with mass of order 100 GeV/c a . Although this gives only

an estimate of the WIMP mass, the fact that this estimate points to the same mass scale at which

new physics related to electroweak symmetry breaking is expected to manifest provides suggestive

evidence that new physics and DM are related. In addition, general considerations allow for further

constraints. The WIMP candidate particle must be electrically neutral because otherwise it would

couple to the photon and be visible. It also must be stable on the time-scale of the universe because

otherwise it would have decayed by now. Remarkably, SUSY introduces a particle with all of these

necessary properties. Due to a conserved charge called R-parity which is imposed to forbid the

proton from decaying rapidly, the LSP is stable. This occurs for the same reason that the proton is

stable, since it cannot decay to a lighter particle while conserving baryon number. Over most of the

MSSM parameter space, the LSP is the lightest neutralino � N U . This particle is neutral, stable, and is

predicted to have a mass of order 100 GeV/c a , making it a natural DM candidate. The solution to

the hierarchy problem, gauge coupling unification, the correct prediction of the value of ^7_á` a �cb Þ � ,
and the introduction of a dark matter candidate particle make SUSY an appealing candidate for the

BSM theory.
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1.4 Probing Physics Beyond the Standard Model

Given that there is compelling evidence for physics beyond the SM, it is necessary to

develop strategies to probe this new physics. In this thesis I discuss two complementary strategies

which use data collected in �����H� collisions at lepton colliders. One strategy, which relies on an

indirect method, is to search for effects mediated by new, heavy particles in low energy data by

making precise measurements. Alternatively, it is possible to probe new physics by increasing the

collision energy and searching for direct production of new particles.

1.4.1 Probing New Physics at Lepton Colliders

As discussed in [49, 50], the general purpose ATLAS and CMS experiments at the LHC

will probe Higgs physics and a wide variety of new physics scenarios. The LHC will provide

proton-proton collisions up to a CM collision energy � s =14 TeV, exploring the Ä 1 TeV scale

at which new physics is expected to manifest. In addition, the cross section for production of

new particles in proton-proton collisions is large. If SUSY exists it is very likely to be discovered

at the LHC, which is also sensitive to many other new physics scenarios, such as theories with

extra dimensions. The LHC is also designed to discover the Higgs particle over the full allowed

mass range up to Ä 1 TeV, so if the Higgs does exist it will be discovered. The data collected

at the LHC will allow for numerous measurements of SM observables, in some cases with better

precision than has been obtained to date. However, lepton colliders possess several advantages with

respect to hadron colliders which in many cases lead to significant improvement in the precision

of measurements and the sensitivity to rare processes [51, 52]. At a hadron collider such as the

LHC, the interacting particles are quarks and gluons contained inside the proton which carry some

19



fraction of its momentum. Because the momenta of the interacting particles are not known, the

initial state energy and momentum with respect to the lab frame are also not known. At a lepton

collider the beam particles are elementary as opposed to composite, so the initial state energy and

momentum are known with precision, leading to several advantages. First, selection criteria based

on initial state properties are often useful in selecting signal events in data which is dominated by

background processes. In the analysis of BABAR data discussed in Chap. 2, the primary requirement

which selects the signal events is the presence of an electron or muon with energy close to half the

initial state energy. Using this requirement, sensitivity to a signal rate which is smaller by three

orders of magnitude with respect to the background rate is achieved. The precise knowledge of the

initial state energy is also crucial in the investigation of the
L N P N

production process discussed

in Chap. 4, in which the final state consists of four X jets. A constrained kinematic fit algorithm

described in Chap. 4.3.2 is performed, which uses the constraint that the sum of the jet energies

must be equal to the initial state energy to improve the precision of the jet energy measurements.

This leads to significant improvement in the precision of measurements related to the determination

of the neutralino DM candidate relic density.

Furthermore, the CM collision energy � s of a lepton collider may be precisely tuned to

correspond with the mass of some particle or resonance in order to investigate its properties. An

example of this which has been discussed above is the LEP/SLC physics program carried out by

tuning the collision energy to correspond to the mass of the
m.N

boson. This property is also crucial

in the analysis of BABAR data discussed in Chap. 2. In this case, the resonance of interest is an

excited state of the X"]X bound system called the
���	��
&�

. By tuning the collision energy to correspond

to the
���	��
&�

mass, the BABAR detector has recorded Û �j "���Y�&���	��
&� decays in about two months.
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This allows for the search for rare and exotic
�%�	��
&�

decays with sensitivity to branching fractions

as small as Û �j "� � Î'�Ò "� �$# � , after including effects from backgrounds and signal efficiencies.

Another advantage of lepton colliders which has been previously discussed is that they are

dominated by electroweak processes, as opposed to hadron colliders which are dominated by QCD

processes subject to the non-perturbative theory uncertainties discussed in Chap. 1.2. The result of

these advantages is that in many cases leptons colliders are capable of measuring observables with

higher precision than hadron colliders. Furthermore, there exist several measurements, including

both of the analyses presented in this thesis, which can only be performed at lepton colliders.

1.4.2 Indirect Probes of New Physics at Low Energy

Although the new physics is expected to manifest at the TeV-scale, it is possible to probe

this new physics indirectly by making precise measurements with data collected at much lower

collision energies. Although the new particles are too heavy to be directly produced, they may be

produced virtually in loops and lead to observable effects. An example is the indirect measurement

of the top quark mass discussed in Chap. 1.2, which was performed at LEP and SLC below the top

quark production threshold. My analysis of BABAR data also uses an indirect measurement to probe

new physics.

In general, processes observed at colliders are dominated by ‘tree-level’ diagrams, which

do not contain loops. In this case, loop diagrams constitute small, higher-order corrections to the

tree-level processes, suppressed by powers of a small coupling constant. Corrections mediated by

loops containing new, heavy particles are suppressed relative to the SM loop contributions, and

therefore lead to very small corrections to the overall rate which are in general not observable. If

instead the tree-level diagram is forbidden by some SM symmetry, the SM loop diagram provides
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Figure 1.6: (a) SM and (b) SUSY contributions to the X �tsku
process.

the dominant contribution. In this case the relative corrections mediated by loops with new particles

become enhanced and may be measurable. An example is the X �ðsku
process, which has been the

subject of several measurements and theoretical calculations [53–59]. The tree-level diagram for

this process is forbidden in the SM because it involves a forbidden flavor-changing neutral current

(FCNC) interaction, so the loop diagram in Fig. 1.6a involving the emission and reabsorption of

a virtual © w boson provides the dominant contribution in the SM. It is possible however, that

new particles such as those predicted by SUSY may contribute additional loop diagrams, shown

in Fig. 1.6b, which lead to corrections in the rate of the X � s"u
process. It is therefore possible

to search for new physics effects by looking for differences between the SM prediction and the

observed rate for X �tsku
. The SM prediction for ��� � X �tskuV�

is of order
 "� � � and the corrections

to this branching fraction mediated by new particles are significantly smaller than this. This implies

that extremely precise measurements are required in order to probe new physics using this method,

and these measurements must be performed at lepton colliders for reasons discussed in Chap. 1.4.1.

To date, no discrepancy between the SM prediction and the observed rate has been found, and this

result has been used to exclude regions of the MSSM parameter space [57]. Since the X � sku
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process is observable in collisions at � s 8 Û �j "�J� GeV, this provides an example in which new

physics at the TeV-scale may be probed using data collected at much lower energies.

In Chapter 2, I present an indirect probe of new physics by searching for decays of the���	��
&�
particle to two charged leptons of unlike flavor in data collected with the BABAR detector

at a CM energy of 10.35 GeV [60]. This process is strictly forbidden in the minimal SM in which

neutrinos are massless due to the symmetry of lepton flavor conservation, and remains unobservable

even after the SM is extended to include neutrino masses. However, this decay may be mediated

by new particles introduced by several BSM scenarios, and the observation of this process would

therefore provide a clear, unambiguous signal of new physics. The previous branching fraction

upper limit on this process comes from the CLEO collaboration at CESR and is of order
 "� ��� . In

the analysis described in this thesis, sensitivities of order
 "� �$# are obtained and are used to place

the best upper limits to date on the branching fractions �%� �����	��
&�&� �k� � and ��� �����	��
�&�p( � � .
These results are then interpreted in terms of constraints on the coupling and mass scale of new

physics contributing to lepton-flavor violating
���	��
�

decays at the TeV-scale.

1.4.3 The Need for High Performance Detectors at Future Colliders

Although it is possible to search for new physics with low energy data, the primary strat-

egy is to increase the collision energy above the threshold for new particle production, leading

to direct production of these particles. One possible realization of a TeV-scale lepton collider is

the proposed International Linear Collider (ILC) [61], which would initially collide electrons and

positrons at � s =500 GeV and would be upgradeable to 1 TeV. The physics program at the ILC, or

in general any TeV-scale lepton collider, would complement that of the LHC by providing precise

measurements of the properties of the Higgs boson and precision probes of new physics [51, 52].
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However, the currently available detector technology is not sufficient to realize the full physics po-

tential of such a collider. As discussed in Chap. 3.1, the research and development (R&D) effort to

produce such a detector is the subject of a world-wide study [62]. In particular, the performance of

the vertex tracker (VTX) is required to surpass that of any existing vertex tracker. The VTX is used

to distinguish between light quarks and heavy, long-lived particles such as X and Ë quarks as well as

� leptons, known as flavor tagging. Excellent flavor tagging capability is required in particular to

measure the Higgs branching fractions to X�]X , Ë ]Ë , and �$�E��� . This is required to check the relation-

ship in Eq. 1.1 and hence determine if the Higgs mechanism is realized in nature. In addition, heavy

fermions provide signatures of several new physics scenarios, such as SUSY with large � ½ `�� , the

ratio of the vacuum expectation values of the two SUSY Higgs doublets. The analysis of
L N P N

production at a future lepton collider also relies heavily on the flavor tagging performance of the

VTX, since the final states contain X quarks and � leptons.

In Chapter 3 I discuss R&D of advanced Silicon pixel sensors for use in the vertex tracker

of a future TeV-scale lepton collider [63, 64]. In order to achieve the required flavor tagging perfor-

mance, these sensors must be very thin in comparison with conventional Silicon tracking detectors.

This is motivated by the need to reduce transverse deflections of particles traversing the Silicon,

which occurs as a result of multiple scattering. Conventional hybrid pixel detectors, which consist

of separate Silicon sensors and readout electronics chips, are too thick to meet the required flavor

tagging performance. Instead, monolithic devices consisting of a single sensor with integrated read-

out electronics are required. In Chap. 3.3 I discuss R&D efforts aimed at producing thin sensors

built in the CMOS monolithic active pixel sensor technology [65]. These thin sensors are then used

to produce a small-scale tracker prototype, and the tracking and vertexing performance are assessed
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using charged particle beams, as discussed in Chap. 3.4.

1.4.4 Direct Probes of New Physics at High Energy

As mentioned above, a TeV-scale lepton collider with a high performance detector will

complement the LHC and allow for detailed investigation of the Higgs mechanism and new physics

scenarios with unparalleled precision. In particular, if SUSY is realized in nature and the mass of

the lightest SUSY particles are light enough to be produced, such a collider will allow for multiple

precise measurements of SUSY observables. In this case SUSY is very likely to be discovered

at the LHC, but precise measurements of observables necessary to fully understand the nature of

the new physics remain difficult [51, 52]. A high-energy lepton collider would provide precision

probes of the new physics discovered at the LHC. Supersymmetric particles can be produced via

pair production at a lepton collider in several channels, including:

� � � � � � N� � N� Ã � �� � �� Ã ûS � ûS � Ã ûÑ ûÑ�� Ã ûï2ûï � � (1.7)

Typical cross sections for these processes are of order
 "���Ü "�H�

fb depending on the mass scale

of the lightest SUSY particles, leading to
 "� É �� "� � SUSY events produced per year assuming an

annual integrated luminosity of order 100 fb �VU .
One area in which the measurements available at a high energy lepton collider will be

particularly useful is understanding the connection between new physics and DM [66, 67]. As dis-

cussed in Chap. 4.1, if DM is composed of Supersymmetric particles (usually the lightest neutralino

� N U ), these particles will be produced at TeV-scale colliders. This will allow for detailed studies of

their properties and of the properties of particles which couple to them. Particularly interesting is

that these measurements allow for the determination of the neutralino abundance in the universe,
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quantified by the neutralino relic density � � . Comparison between this quantity and the DM relic

density as determined from cosmological observations will have striking implications on our under-

standing of dark matter, by allowing us to determine if it is composed of Supersymmetric particles.

In Chapter 4, simulation studies of a dark-matter motivated SUSY scenario at a future lep-

ton collider are discussed [68]. For this study, a benchmark point is chosen in which the neutralino

relic density is determined by the rate of the annihilation process � N U � N U �ÀPoNÂ� XQ]X @ �D�E��� , whereP>N
is the CP-odd SUSY Higgs boson. The rate of this process depends in turn on the properties

of the
P>N

[66, 67], which are measured by examining the processes �J����� � LONQP>Nü� XQ]X\XQ]X and

�����H� � L[N"P>N�� XQ]X �D�E��� , where
LON

is the CP-even SUSY Higgs boson. Measurements of theP N
mass, width and branching fractions are performed and used to constrain the neutralino annihi-

lation rate, which determines � � . This analysis relies heavily on the excellent performance of the

vertex tracker in order to identify the final-state X quarks and � leptons.
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Chapter 2

Search for New Physics in Low Energy

� � �"! Collisions at BABAR

2.1 Motivation

As discussed in the previous chapter, there is evidence that physics beyond the SM exists

and we expect that it should manifest at the TeV-scale. As discussed in Chap. 1.4, precision mea-

surements of the rate of the X � sku
process produced at a CM collision energy � s 8;Û �j "�J� GeV

are sensitive to corrections introduced by new, heavy particles. This is because the tree-level dia-

gram mediating this process is a forbidden flavor changing neutral current interaction, so the loop

diagram in Fig. 1.6a is the dominant SM contribution. This results in large suppression of the rate

of X �)s"u
, so a small correction due to a loop with new, heavy particles may be observable.

It is also possible for a process to be strictly forbidden to all orders by some SM symme-

try. In this case, a precise measurement of the branching fraction is not needed in order to probe
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Figure 2.1: (a) A flavor-changing quark transition. The effective coupling between quarks of dif-
ferent flavor is proportional to the product of the weak coupling strength ³ and an element of the
Cabibbo-Kobayashi-Maskawa (CKM) matrix # ò%$ °�'& . (b) A flavor-conserving lepton transition. No
mixing matrix is present, and the coupling is proportional to ³ only.

new physics at high mass scales; instead, mere observation of the process is sufficient. A specific

example of such a SM symmetry is the conservation of lepton flavor [69]. In the SM, the coupling

of fermions to the weak vector bosons is specified by the following Lagrangian [2]:(*),+.-%/0 1�24357698:�;<>= 5@? ;<*A 8B%;<C= 5EDGFIHKJ;ML N L <PO A,QIRMSTR (2.1)

Here ³ is the weak coupling strength, © � is the positively charged weak vector boson, Ñ ª , � ª , Æ ª
and x ª are left-handed neutral and charged leptons, up-type and down-type quarks, respectively.

The 4-vector of gamma matrices is denoted
u Õ , the indices þ Ã�U 8  Ã F Ã � indicate the generation, or

flavor, number and
� � Ë � denotes the Hermitian conjugate, which gives the coupling term of the © �

to fermions. Quarks of different flavor are allowed to couple to one another, and these couplings

are specified by the elements of a unitary matrix called the Cabibbo-Kobayashi-Maskawa (CKM)

matrix # ò%$ ° [18]. This term in the Lagrangian leads to diagrams in which a quark changes flavor

by absorbing or emitting a © w as shown in Fig. 2.1a. Decays of a charged weak vector boson

to two quarks of different flavor are also allowed. However, no such mixing matrix is present in

the leptonic coupling term, which forbids leptons of different flavor from coupling to one another.

Leptons may absorb or emit a © w as shown in Fig. 2.1b, but they may not change flavor, and
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decays of a © w to two leptons of different flavor are also forbidden. Since there is no other term in

the SM Lagrangian which couples fermions of different flavor to one another, this leads to the SM

prediction that lepton flavor should be conserved.

Lepton flavor conservation is an exact symmetry in the minimal SM, in which neutrinos

are massless. The recent discovery that neutrinos are in fact massive and can oscillate between

different flavors violates flavor conservation among the neutral leptons, and demonstrates that the

minimal SM must be extended. However, the rates for processes involving flavor violation among

charged leptons remain unobservably small. This motivates the search for charged lepton-flavor vi-

olating (CLFV) processes as probes of new physics scenarios. CLFV decays of the
(

and � leptons

have received special attention, and the rates for these processes have been calculated in Super-

symmetric scenarios [70, 71]. It is particularly interesting that in regions of the SUSY parameter

space which are consistent with cosmological observations including those from WMAP, the rates

for the processes
(�� � u and � �M(²u

, as well as
(�� � conversion in the presence of a Titanium

nucleus, may be close to the current experimental upper limits. Several experiments have been pro-

posed to improve the sensitivity to these processes, providing promising prospects for new physics

discoveries [72].

Another example of a CLFV process is the decay of a neutral particle such as the
�

particle produced at BABAR to two charged leptons of different flavor. Such a process is strictly

forbidden in the minimal SM as shown in Fig. 2.2a, but the addition of neutrino masses to the

SM introduces the diagram shown in Fig. 2.2b, which involves a neutrino oscillation. However,

the branching fraction for this process is suppressed by
� � � µWV � a @ � aÞ � a �Ä  "� � ��� [73, 74] and this

decay is therefore unobservable, which implies that the observation of CLFV in
�

decays would
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Figure 2.2: (a) Decay of the
� Xk]X bound state to two charged leptons of unlike flavor, which is strictly

forbidden in the minimal SM. (b) Decay mediated by a neutrino oscillation, which is introduced by
the extension of the SM to include neutrino masses.

provide a clear, unambiguous signal of new physics. Here � � µ7V � a is the difference between the

squared masses of two neutrinos of different flavor and �ÏÞ is the mass of the charged weak vector

boson. A useful way to understand why this suppression factor is so large is that neutrinos oscillate

over long distance scales such as several kilometers, but the diagram in Fig. 2.2b requires that the

neutrino oscillate over the length scale corresponding to the © w lifetime Ä  "� �VU�� m.

In this analysis, documented in [60], I search for decays of the
� X�]X bound state to two

charged leptons of different flavor in data produced at the PEP-II collider and collected with the

BABAR detector. The
�

particle has energy levels denoted
���YXÁ
&�

, where
X 8  Ã F Ã � Ã *,� � � . For

reasons discussed in Chap. 2.5, I search for lepton-flavor violating decays of the narrow
���	��
�

resonance as opposed to the
����*W
&�

, which constitutes the bulk of the data collected at BABAR.

Although the
�%�	��
&�.� SæS[Z

process, in which
S

and
S[Z

denote charged leptons of unlike flavor, is

unobservable in the SM, there are several BSM scenarios in which the rate for this process may

be sizable [75, 76], including Supersymmetry or other exotic scenarios as shown in Fig. 2.3. Any

interaction which mediates this decay may be parameterized as a generic four-fermion XH]X SQS Z contact

interaction shown in Fig. 2.3f, using effective field theory. In Chap. 2.13, limits are derived on the

effective coupling constant q �c�]\ and mass scale
� �c�^\ of such an interaction, and sensitivity to new

physics at the TeV-scale is achieved.
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Figure 2.3: BSM processes mediating lepton-flavor violating decays of the
� X�]X bound state to

two charged leptons of different flavor. Processes (a) and (b) are mediated by loops containing
Supersymmetric particles. Process (c) is mediated by a SUSY Higgs doublet

L
and process (d) is

mediated by an anomalous
m

or heavy cousin of the
m

denoted
m Z

; these particles may couple to
charged leptons of different flavor. Process (e) is mediated by the exchange of a leptoquark  , a
particle postulated in Grand Unified Theories which couples to both quarks and leptons. Process (f)
depicts a generic 4-fermion contact interaction with coupling constant q �c�]\ and mass scale

� �c�^\ .
The rest of this chapter is organized as follows. In Chap. 2.2, prior constraints on lepton-

flavor violating
�

decays are discussed. In Chap. 2.3 and Chap. 2.4 the principal components of

the PEP-II collider and BABAR detector are reviewed, respectively. In Chap. 2.5 the production of�
particles at PEP-II is reviewed and the motivation for searching for CLFV in

���	��
&�
decays is

presented. In Chap. 2.6 the data and simulated event samples used in this analysis are presented.

In Chap. 2.7 the signal signatures and backgrounds are reviewed, and the selection procedure for

isolating the signal events is presented in Chap. 2.8. The fit procedure is presented in Chap. 2.9 and

validation studies of this procedure are presented in Chap. 2.10. In Chap. 2.11 the determination of

systematic uncertainties is presented. Results are given in Chap. 2.12 and the interpretation in terms

of constraints on new physics is presented in Chap. 2.13. A selection of results from other searches

for CLFV are presented in Chap. 2.14.
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Figure 2.4: (a) Diagram mediating the process ������� �t���tS v � w and (b) diagram mediating the
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2.2 Prior Constraints on Lepton-Flavor Violating _ Decays

There has been considerable interest in searches for CLFV in decays of several parti-

cles including
(

and � leptons as well as � and ` mesons, and the lack of observation of these

decays has been used to place constraints on new physics scenarios [77–86]. However, CLFV in

the
�

sector remains relatively unexplored. The only experimental constraints on CLFV
�

de-

cays come from the CLEO experiment [87], which placed the 95% confidence level upper limit

��� �����	��
&�.� ( � �%� F������K�0 "� ��� based on
���fÖK�0 "� # collected

���	��
&�
decays. In this analysis

the achieved sensitivity to ��� �����	��
&��p( � � is greater by a factor of several, due to the larger data

sample, sophisticated multivariate algorithms used for particle identification, and the inclusion of

an additional hadronic decay mode of the � . I also place the first upper limit on ��� �����	��
&�� �k� � .
Theoretical constraints on the

�
CLFV decay branching fractions can be derived using an

argument based on unitarity considerations [88]. As shown in Fig. 2.4, the diagram mediating the

process �Y����� �~� � S � is related to the diagram mediating � � �H����� S via reordering of input

and output lines (here and in the following
S 8 � Ã ( ). If the

�
couples to

S � , then by exchange it
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must contribute to the decay �V� � �Y����� S � . This allows the following relation to be derived:

��� �����YXÁ
&���pS � �ba �%� � � � �����H� S����� � � � �pS � Ñ � ]Ñ � � l � © �TS Ñ � al �����YXÁ
&�}� l ���%�YXÁ
&�&�TS � S � � � ��c ÿMd r ��ÅÞ � # �
(2.2)

The current experimental upper limits ��� � �±� � �������Á�H� �Ê�Ï���fG²�� "� � � and ��� � ��� � �Y����� ( � ���
F��ÓÌ��� "� � � from the Belle collaboration [89] imply ��� ���%�	��
&�&� ��� �eaÏ���fG²�� "� �$É and ��� �����	��
&��( � �faÏ*,�fF��! "� �$É . Branching fractions of this magnitude would result in Û �j "� � � lepton-flavor vi-

olating
���	��
&�

decays in the data sample and would be easily observable, although the upper limit

from the CLEO collaboration constrains ��� ���%�	��
&�&�p( � � to be less than the theoretically allowed

upper limit. A similar relation between �H����� �p�+� � ( and
( � � �Y�����±��� can be derived:

��� ���%�YXÁ
&��� � (Á��a �%� ��([� � � � � � ���� ��( � � � � Ñ�Õ ]Ñ e � l � © �TS Ñ � al �����YXÁ
�}� l �����YXÁ
&���ZS � S � � � � c ÿgd r ��/Þ � # �
(2.3)

In this case, the experimental upper limit ��� ��( � � � � � � � � ���À "� �VU a from the SINDRUM

collaboration [77] implies ��� �����YXÁ
��� � (Á��� F��ÓÌ �Ò "� � � . Since the data sample consists of

Û �j "�h��� collected
�%�	��
&�

decays, this process is unlikely to be observed and I therefore restrict my

search to
���	��
&�&�ZS � .

2.3 The PEP-II Collider

The data used in this analysis were collected with the BABAR detector at the PEP-II col-

lider [90] at the Stanford Linear Accelerator (SLAC). Before the end of operations in early 2008,

PEP-II nominally collided 9.0 GeV electrons with 3.1 GeV positrons at a CM energy equal to the����*W
&�
mass. The

����*W
�
is above the threshold for � meson pair production and decays almost ex-

clusively to � N � N or � � � � . This facilitates the primary physics mission of BABAR, the search for

CP violation in the decay of � mesons. The energy asymmetry between the electrons and positrons
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Figure 2.5: Layout and principle components of SLAC and the PEP-II collider.

causes the
�

system to be boosted with � u =0.56 with respect to the lab frame. In order to produce���	��
&�
mesons, the electron beam energy is reduced to 8.6 GeV. The concept of an asymmetric-

energy � factory was first proposed by Piermaria Oddone of LBNL in 1989 [91] and has since been

adopted by the Belle experiment at the KEK collider [92] in Japan.

There are several performance requirements which drove the design of the PEP-II collider.

The design luminosity is to reliably achieve a peak value of
�ü�Å "� É}É cm � a s �VU , and upgrades have

increased this value by a factor of 3-4. The collider must be capable of storing high currents of

order 1-2 A with excellent stability and colliding the beams with a CM energy of order 10 GeV.

Acceptable detector background levels must also be maintained. These requirements are met by

the SLAC accelerator and PEP-II collider, depicted in Fig. 2.5. SLAC produces and accelerates

electrons and positrons using linear accelerators (linacs) based on the radio-frequency (RF) cavity

technology. Electrons are accelerated to 9.0 GeV and injected into the high energy PEP-II storage

ring. Positrons are produced by colliding electrons on a Tungsten target, producing bremsstrahlung

photons which convert to electron-positron pairs. The positrons are collected, accelerated to 3.1
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Table 2.1: PEP-II beam parameters for the design specifications [93], typical operating conditions
during the collection of

����*W
�
data used in this analysis, and typical operating conditions during

the
���	��
&�

data collection period. The high-energy ring (HER) stores the electrons, the low-energy
ring (LER) stores the positrons.

Quantity Design ikj�l%mon Typical ikj�pEmon Typical
Energy HER/LER (GeV) 9.0 / 3.1 9.0 / 3.1 8.6 / 3.1
Current HER/LER (A) 0.75 / 2.15 0.9-1.9 / 1.3-2.6 0.9-1.8 / 1.3-2.4
# of bunches 1658 1722 1722
Bunch Spacing (ns) 4.2 4.2 4.2
Luminosity (

 "� É}É cm � a s �VU ) 3 4.4-10.4 4.5-10.1
Luminosity (pb �VU /day) 135 267-619 333-658

GeV, and injected into the low energy PEP-II storage ring. The electrons and positrons circulate

in opposite directions multiple times before colliding at the interaction region. The PEP-II beam

parameters are summarized in Table 2.1, and the integrated luminosity delivered by the PEP-II

collider and recorded with the BABAR detector is shown in Fig. 2.6.
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periods (bottom).
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2.4 The BABAR Detector

The BABAR detector, described in detail in [94], is designed to satisfy several performance

requirements. These include maximum coverage extending to small angles with respect to the

beamline, excellent photon energy and angular measurements as well as reconstruction efficiency,

very good track momentum and vertex resolution. The detector is also driven by the need for

efficient and pure particle identification. Particularly important are the identification of electrons and

muons with low misidentification rates for charged hadrons, as well as charged hadron identification

over a wide momentum range. The detector systems must also be capable of withstanding large

radiation doses and high backgrounds.

These requirements are met by the BABAR detector, which is situated at the PEP-II inter-

action region. The detector is offset from the primary interaction point and asymmetric to maximize

the acceptance for decay products from the boosted
�

system. Extrapolation of particle tracks to

their production points as well as the measurement of low-momentum particles is provided by a mul-

tilayer silicon vertex tracker (SVT). The precise measurements of particle momenta are provided by

the drift chamber (DCH), which consists of a gas-filled chamber with wires oriented roughly parallel

to the beamline. A ring-imaging Cherenkov detector (DIRC) outside of the DCH is used to identify

charged hadrons. An electromagnetic calorimeter (EMC) composed of an array of Cesium-Iodide

scintillating crystals located outside the DCH provides measurements of electromagnetic showers.

These detector systems are mounted inside a superconducting solenoidal magnet which provides a

magnetic field of 1.5 T. The flux of the magnetic field is returned by a layer of steel located outside

the solenoid, which is interleaved with particle sensors for the identification of muons and neutral

hadrons. A simulated ������� � ( � ( � event reconstructed with the BABAR detector is shown in

37



IFREMC

DCHSVT

Figure 2.7: A simulated � � � � � ( � ( � event reconstructed with the BABAR detector, projected
in the plane orthogonal to the beam axis. The silicon vertex tracker (SVT), drift chamber (DCH),
electromagnetic calorimeter (EMC) and instrumented flux return (IFR) are indicated. The red lines
in the SVT and DCH are tracks, and the clusters of shaded green cells in the EMC indicate energy
depositions. The shaded purple cells in the IFR indicate activity in the muon system, and the ellipses
are projections of the Cherenkov rings imaged with the DIRC.

Fig. 2.7, and the detailed layout and componenets of the detector are displayed in Fig. 2.8.

The primary physics requirements for this analysis include excellent track momentum

resolution for measuring the high momentum electrons and muons produced in the signal
���	��
�&�

S � decays, which is provided by the DCH tracking detector. Precise measurements of photon energy

and position is required to identify neutral pions decaying to photon pairs; these measurements are

provided by the EMC. Identification of charged leptons and pions is also critical and is performed

using information from all of the detector subsystems except for the DIRC.
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2.4.1 Detector Subsystems

The SVT is the innermost detector and consists of five concentric cylindrical layers cen-

tered around the beam line, each composed of double-sided Silicon microstrip sensors. The primary

function of the SVT is the precise extrapolation of particle tracks to their production points, neces-

sary for the precise vertex resolution required by BABAR. This is performed using the inner three

SVT layers, which are situated at small radii as close as possible to the beampipe. The outer two

layers are situated at larger radii, and provide measurements of low momentum particles. These two

layers also serve to match tracks from the SVT with those from the DCH, and to provide angular

information for these tracks. The SVT also provides a measurement of the energy deposited by a

charged particle per unit length, known as specific ionization and denoted xWy @ x�z , which is used for

particle identification as shown in Fig. 2.9.

The DCH is located outside the SVT and constitutes the primary tracking detector of
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Figure 2.10: Distributions of the beam energy-normalized electron (muon) CM momentum in se-
lected Bhabha (

(
-pair) events in

�%�	��
&�
data. The low-energy tail is from initial and final state

radiation, as well as additional backgrounds which produce final states consisting of an electron-
positron pair in the Bhabha sample. The Gaussian width of the peak in the Bhabha sample is Ä 0.01.
The peak in the

(
-pair sample is highly non-Gaussian; the RMS of the distribution is also Ä 0.01.

BABAR. It consists of a helium-based gas-filled chamber with wires oriented roughly parallel to

the beamline. The wires are organized in 40 concentric cylindrical layers which each consist of

thousands of hexagonal cells. The primary function of the DCH is to precisely measure the momen-

tum of charged particles, which follow helical trajectories due to the axial magnetic field oriented

parallel to the beamline. The transverse track momentum is inversely proportional to the radius of

curvature, which is measured in the DCH by fitting a helix to the trail of energy depositions from

charged particles. Wires placed at small angles with respect to the beamline provide angular infor-

mation which, in combination with the angular information from the SVT, allows the longitudinal

momentum to be determined. As mentioned above, excellent momentum resolution is required of

the DCH. The typical relative uncertainty for high momentum charged leptons is Ä 1% as shown

in Fig. 2.10, which shows the reconstructed lepton momentum from Bhabha and
(

-pair events in���	��
&�
data. The DCH also measures the charged particle specific ionization, and is used to match

tracks to energy depositions in the EMC, known as clusters.

The DIRC consists of rectangular bars of synthetic fused silica located outside the DCH.
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Charged particles traversing these bars emit Cherenkov light, which is transported to an array of

photomultiplier tubes (PMTs) via total internal reflection. The PMT array is located along the back

wall of a water tank and is used to reconstruct the Cherenkov rings using position and timing infor-

mation. This allows for the Cherenkov angle to be measured, which is related to the particle velocity.

This information, in combination with the measurement of the particle momentum obtained from

the DCH, allows the particle mass to be determined, hence identifying the particle type. The DIRC

is used primarily for discriminating between high momentum charged pions and kaons which are

not considered in this analysis, so the DIRC does not provide significant information relevant to

particle identification.

The EMC is composed of a highly granular array of Cesium-Iodide scintillating crystals

read out individually by pairs of Silicon PIN diodes. The EMC is divided in two sections, a barrel

located outside the DIRC bars and a forward endcap. The primary function of the EMC is to identify

and precisely measure the energy and position of electrons and photons. Excellent photon energy

and angular resolution is required for reconstructing the invariant mass of neutral pions that decay

to photon pairs. The energy resolution of the EMC can be expressed as [94]:

3 � y �y 8 �	F��f�HF>IÙ���f���J�Iqr� y :ß�j ��f×H�oI0���- kF��sq
(2.4)

in which E is measured in GeV. The typical invariant mass resolution for
ä&NÊ�Zu$u

decays provided

by the EMC is Ä 9 MeV/c a as shown in Fig. 2.11. This resolution provides good suppression

of combinatoric photon pair backgrounds. The fraction of the particle energy deposited in the

calorimeter, as well as the shape of the shower, is used for particle identification. This information

is especially important for the identification of electrons and photons, which deposit all or most of

their energy in the EMC and result in short, narrow showers. Hadrons deposit a fraction of their
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Figure 2.11: Distribution of the invariant mass of photon pairs in
���	��
&�

data. The distribution
consists of a peak from

ä±Nù� u$u
decays plus a smooth combinatoric background. Photon pairs

which lie between the dashed lines are selected as
ä N

candidates, and the solid line shows the true
mass of the

ä2N
, 0.135 GeV/c a [24]. The Gaussian width of the

äÁN
peak is Ä 9 MeV/c a .

energy and result in wider, scattered showers, while muons do not shower and deposit only a small

fraction of their energy in the EMC.

Outside of the EMC is a superconducting solenoid, which generates a 1.5 T magnetic

field oriented parallel to the beamline. The instrumented flux return (IFR) functions as the the

return yoke for the magnetic flux. It is comprised of layers of steel interleaved with limited streamer

tubes which detect ionizing radiation. The IFR is divided into a barrel section situated outside of

the solenoid and two endcaps. Most particles are absorbed before they reach the IFR, but muons,

neutral hadrons, and some high momentum charged pions reach the IFR and are detected. The IFR

is used primarily to identify muons, which penetrate several or all of the layers, and is also used for

the detection of energy clusters deposited by neutral hadrons.

2.4.2 Particle Identification

Particle identification (PID) is performed using sophisticated multivariate algorithms [95]

that use measurements from all of the detector sub-systems, including but not limited to y @BA and
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shower profile from the EMC, the specific ionization xWy @ xJz from the SVT and DCH, and the

penetration depth in the IFR muon system. The most important information relevant to selecting

the charged particles used in this analysis is that electrons deposit all or most of their energy in the

EMC, while muons deposit a fraction of their energy in the EMC and penetrate deeply into the IFR

muon system. Charged pions deposit a fraction of their energy and do not penetrate deeply into the

IFR, and the specific ionization provides an additional important discriminant.

An electron selector and muon veto, combined with the requirement that the particle falls

within the angular acceptance of the EMC, are used to identify electrons. A muon selector and

electron veto are used to identify muons, while a charged pion selector, electron veto and muon

veto are used to select charged pions. Efficiencies for the particle selectors used in this analysis are

displayed in Fig. 2.12. Charged lepton misidentification rates are crucial because they determine

the selection efficiencies for Bhabha and
(

-pair backgrounds. The probability for a muon to pass

the electron selection criteria is Û �j "� ��� � . The probability for an electron to pass the muon selection

criteria, plus the additional requirement that the particle traverses at least 4 layers of the IFR muon

system, is Û �j "� �$# � . The probability for an electron or muon to pass the charged pion selection cri-

teria is Û �j "� �VU � . Photons are required to deposit at least 50 MeV in the EMC and have a transverse

shower profile consistent with that expected from an electromagnetic shower. A pair of photons

with invariant mass 0.11 GeV/c a � �7t[t � 0.16 GeV/c a is selected as a neutral pion candidate.
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Figure 2.12: Efficiencies for the electron (top), muon (middle), and charged pion (bottom) selectors
used in this analysis as a function of the particle momentum. The plots are divided into three bins
of the polar angle

b
measured in degrees and defined with respect to the �W� beam axis, which

correspond to sections of the ECAL for electrons, IFR for muons, and DIRC for charged pions.
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Figure 2.13: The ratio R 8à3 � � � � � � hadrons
�}@ 3 � � � � � � ( � ( � � as a function of collision

energy � s in the neighborhood of the
�

resonances [96].

2.5 _ Production at BABAR

The
�

particle is a bound state of a X and ] X quark with quantum numbers u 6 ò 8  �V� .

Much like the energy levels of hydrogen, the
�

particle has energy levels
XÁ


with
X 8  Ã F Ã � Ã * Ã ��� � � .

As shown by the
�

mass spectrum in Fig. 2.13, the
����*W
�

is above the threshold for � ]� meson

production. The
����*W
&�

decays almost exclusively to � meson pairs, allowing for the study of CP

violation in the � meson system. The decay
�%��*W
&�.� � N ]� Nk@ � � � � is mediated by the strong

force and occurs very rapidly. Thus, by the time-energy uncertainty principle the energy of the����*W
&�
cannot be known with precision. The result is that the width of the

�%��*W
&�
is larger by a

factor of order
 "� É with respect to the narrow

���j �
&�
,
�%�	F�
&�

and
�%�	��
&�

resonances below the � ]�
threshold, which can only decay via Xk]X annihilation to a virtual photon or

m N
. From 2000-2008,*JGH�ù�0 "� # ����*W
&� decays corresponding to an integrated luminosity of 432.9 fb �VU were collected

with the BABAR detector.
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Because the widths of the narrow resonances are much smaller than that of the
����*W
&�

,

the branching fractions for rare
�

decays are increased, leading to dramatic enhancement in the

sensitivity to rare and exotic decays. For this reason, at the end of PEP-II operations in early 2008

data samples of
 kFHF��� "� # ���	��
&� decays (30.2 fb �VU ), and

ÖHÖ��� "� # ���	F�
&� decays (14.5 fb �VU ), were

collected. These samples provide an excellent laboratory to search for rare and exotic processes not

accessible in
����*W
&�

decays [97–100]. These include decays to several previously unobserved states

predicted to occur in the SM, such as the X�]X ground state vxw , which was recently discovered in the

BABAR
���	��
&�

data sample [101]. The SM prediction that the photon and
m.N

boson couple equally

to electron, muon and tau leptons, known as lepton universality, may be tested with precision, and

violation of this prediction would provide a clear signal of new physics. The data collected at the

narrow resonances also allows for the search for lepton flavor violation, the subject of the analysis

presented in this thesis. This analysis is based on the
���	��
&�

data sample and will be extended to

include the
���	F�
&�

data sample.

2.6 Data and Simulated Events

As discussed in Chap. 2.1, I search for the decays
���	��
&� � ��� and

���	��
&� � ( � .

The data used for this search consists of
�j H kG��ÓÌ.I  ��fF��»�0 "� # ���	��
&� decays corresponding to an

integrated luminosity of 27.5 fb �VU . Data collected at the
����*W
&�

corresponding to 77.7 fb �VU and data

collected 30 MeV below the
���	��
&�

resonance (off-peak data) corresponding to 2.6 fb �VU constitute

data control samples which are not expected to contain signal events. An additional data sample

collected at the
���	��
&�

corresponding to 1.2 fb �VU , for which the limit from the CLEO collaboration

implies that less than 5 signal events should be present per channel, is also used as a data control
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sample which is not included in the 27.5 fb �VU sample. These control samples are used to validate

the analysis procedure by verifying that signals yields consistent with zero are obtained.

Simulated events are also produced and analyzed in order to optimize the selection and

fitting procedure and to compare to data. The background to my events is dominated by continuum

QED processes, with an additional contribution from resonant
���	��
�%� � � � � production. The

KK2F generator [102] is used to produce
(

-pair and � -pair events while taking into account the

effects of initial state radiation. The BHWIDE generator [103] is used to produce Bhabha events,

also taking into account initial state radiation. The EvtGen generator [104] is used to produce

generic
�%�	��
&�

decays as well as
 ��f�H�ù�0 "� � signal

���	��
&��� ��� and
���	��
��� ( � decays. The

efficiency for
ï ]ï events (

ï 8|Æ Ã x Ã s Ã Ë ) and for two-photon processes to pass selection is found to

be negligible, so these processes are not included. The simulated
(

-pair, � -pair and generic
���	��
&�

samples correspond to roughly twice the number of events in the
���	��
�

data, while the Bhabha

sample, which constitutes a small background to my events, corresponds to roughly half the number

of events. PHOTOS [105] is used to simulate radiative corrections, and GEANT-4 [106] is used to

simulate the interactions of particles traversing the BABAR detector.

2.7 Signal Signatures and Backgrounds

The signature for the signal
���	��
&�R�pS � processes consists of a primary lepton, an elec-

tron or muon, with momentum close to the beam energy, and a � decay in the opposite hemisphere

(here and in the following momentum refers to CM momentum). I require that the � decays to

a single charged particle, either a lepton or charged pion, plus possible additional neutral pions

and that the � daughter track is of opposite charge to the primary lepton. If the � decays leptoni-
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Figure 2.14: A simulated
���	��
&�&� � � � � Ã � � �p( � ]Ñ�ÕWÑ � event (leptonic ��� channel) reconstructed

with the BABAR detector, projected in the plane orthogonal to the beam axis (left) and projected
along the beam axis (right). The red lines in the inner detector indicate tracks, the clusters of green
cells in the EMC indicate energy depositions, and the purple cells in the IFR indicate activity in the
muon system. The primary � � is the downward-traveling track, the other is the

( � � -daughter.

cally, I require that the primary lepton and � -daughter lepton are of different flavor. If the � decays

hadronically, I require one or two additional neutral pions from this decay. Thus I define four signal

channels (here and in the following charge conjugate final states are implied):y leptonic �k� channel:
�%�	��
&�&� � � � � , � � �p( � Ñ � ]Ñ�Õy hadronic �k� channel:
���	��
&�� ���E��� , ��� �Zä � äVN Ñ � @�ä � äVN"äVN Ñ �y leptonic

( � channel:
���	��
&��p( �Á��� , ��� � �H� Ñ � ]Ñ ey hadronic

( � channel:
�%�	��
&�&�Z( �Á��� , ��� �Zä � äVN Ñ � @�ä � äVNQäVN Ñ �

A sample event display of the leptonic �k� process is shown in Fig. 2.14. The
���	��
�î� S �E��� ,

� � �Zä � Ñ � , ���	��
�&� � � � � , � � � � � Ñ � ]Ñ e and
���	��
&��p( � � � , � � �p( � Ñ � ]Ñ�Õ decay channels

are omitted due to strong contamination from Bhabha and
(

-pair events.

The distribution of the discriminant variable z[8 A U @ yoz , the primary lepton momentum

normalized to the beam energy y{zÏ8 � s�@�F , is shown in Fig. 2.15 for simulated events only. The
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Figure 2.15: Beam energy-normalized primary lepton momentum distribution for selected simu-
lated events in the hadronic

( � channel. The green histogram with the solid outline is continuum� -pair production and the unshaded histogram with the solid outline is resonant
���	��
&�.� � � � �

production. The magenta histogram with the dotted outline is
(

-pair production and the red his-
togram with no outline is signal

���	��
&�&�p( � production with the branching fraction for this decay
set to

 "� � � .
main source of background to my events comes from � -pair production, which is dominated by con-

tinuum production but has a contribution from resonant
���	��
&�o� � � � � production as well. This

constitutes an irreducible background since it decays to the same final state as the signal process.

The kinematic difference between this background and the signal process is that the primary lepton

from
���	��
&��TS � production is monoenergetic, since its energy is constrained by the kinematics of

the two-body decay, while the � daughter lepton momentum follows the Michel spectrum. There is

also a background contribution to the
���	��
&�R� ��� search from Bhabha events in which one of the

electrons is misidentified, and to the
���	��
&�.� ( � search from

(
-pair events in which one of the

muons is misidentified or decays in flight, or an electron is generated in a material interaction. The

z distributions of these reducible backgrounds have a peak near z 8  , which is Ä F��f�Â�Å� 3 above
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the signal peak, where 3 denotes the lepton momentum resolution, and the signal and reducible

background peaks can therefore be individually resolved. The strategy used in the analysis is to

perform a maximum likelihood fit to the z distributions for the four signal channels to extract the

signal yields.

2.8 Selection

The selection strategy is to select events with the correct particle types, while maximizing

the signal efficiency and rejecting as much of the reducible backgrounds as possible. Then I fit for

the number of events containing an electron or muon with momentum close to the beam energy,

which are identified as signal events. A preliminary unblinded analysis is performed using the

1.2 fb �VU ���	��
� data sample in order to ensure agreement between data and simulation and to

validate the analysis method. A blinded analysis is then performed using the full
���	��
�

data sample

in which events satisfying
���fÖH�K� z �; ����H� are excluded. The blinding criterion rejects more than

99% of observable
�%�	��
&���ðS � decays. The event selection proceeds in two steps, a preselection

for all four signal channels followed by a channel-specific selection.

2.8.1 Event Preselection

To pass preselection the event must have two tracks of opposite charge, both consistent

with originating from the primary interaction point, with opening angle greater than 90 | in the CM

frame. The event must satisfy requirements designed to select �J���H� � �D�Á��� events, which are

very efficient for my signal. The distributions of kinematic variables used to select signal events

are displayed in App. A. I require that }�~�^ �cb d�� w� � 	�	 ��� 0.9 and }�~�^ �cb ò °� � 	�	 � Ú -0.9, where
b d�� w� � 	�	 (

b ò °� � 	�	 )
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is the polar angle of the missing momentum vector in the lab (CM) frame. These requirements

suppress events in which particles are lost because they travel along the beam direction and also

suppress Bhabha,
(

-pair and two-photon processes. I require that � ¶ 4Br @ � s�� 0.95, where � ¶ 4Br
is the mass of the 4-vector obtained by adding up the 4-vectors of the two tracks plus those of

any additional neutral particles in the event; this requirement also suppresses Bhabha and
(

-pair

backgrounds. Finally, I require
���A U � �A a �j��@�� � so�����A U ���ß���A a ��� Ú 0.2, where

�A U and
�A a are the CM

momentum vectors of the two tracks. The requirement on this kinematic variable is effective at

suppressing two-photon processes as well as suppressing beam-gas interactions, in which a particle

from the beam undergoes small-angle scattering after interacting with residual gas particles in the

beam-pipe.

2.8.2 Channel-Specific Selection

The channel-specific selection consists of requirements on the identified particle types and

their momenta, which are used to classify events into one of the four signal channels. Additional

kinematic selection criteria aimed at further suppressing the Bhabha and
(

-pair backgrounds are

then applied. The channel-specific selection is summarized in Table 2.2. A summary of signal effi-

ciencies, number of simulated background events, and number of data events passing selection for

each of the four signal channels in the 27.5 fb �VU �%�	��
&� data sample is displayed in Table 2.3. The

signal efficiencies include the relevant � branching fractions which are taken from the 2008 Particle

Data Group (PDG) [24] and are equal to ��� � �±� � ��� ]Ñ e Ñ � � 8 �j �ÌW�f×H��I����������fq
, ��� � ��� �( � ]Ñ�ÕWÑ � � 8 �j �ÌW�f�HG.I����������eq

, and ��� � �²� � ä � äVN Ñ � @�ä � äVN"äVN Ñ � � 8 �	��*,�ÓÌ�Ö.I����- kG��eq
. After

including all selection requirements the signal efficiencies are 4-6%, simulated � -pair background

efficiencies are
�	G.�Ï "�J���! "� � � , and the number of simulated and data events passing selection in
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Table 2.2: Channel-specific selection for the four signal channels [60]. The subscript 1 refers to the
primary lepton which is the electron (muon) for the ��� (

( � ) channels; the subscript 2 refers to the � -
daughter track. The CM momentum and transverse momentum are denoted

A
and

A C
, respectively.

The difference between the azimuthal angles of the two tracks in the CM frame is ��� ò ° and the
number of layers of the IFR muon system penetrated by the � -daughter is ��4 ºC� a . The invariant
mass of the

ä w ä N system is denoted M(
ä w ä N ). If there are two neutral pions in the event, theäVN

giving the
ä w äVN mass closest to µ*� =0.77 GeV/c a is chosen. The requirement on M(

ä w äVN\äVN )
is included only if there are two neutral pions in the event. Empty table entries indicate that no
requirement is used for the given channel.

Quantity leptonic Ç�� hadronic Ç�� leptonic �b� hadronic �b�
Particles 1e, 1

(
1 � , 1

ä w , 1 or 2
ä2N

’s 1 � , 1
(

1
(

, 1
ä w , 1 or 2

ä2N
’sA U @ y z A e @ y z Ú ���ÓÌ�� A e @ y z Ú ���ÓÌ�� A Õ @ y z Ú ���ÓÌ�� A Õ @ y z Ú ���ÓÌ��ADC a @ y z Ú 0.05A a @ y�z �

0.8
�

0.8��� ò ° �
172 |��4 ºC� a Ú 3

M(
ä w ä N ) 0.4-1.1 GeV/c a 0.4-1.1 GeV/c a

M(
ä w äVN"äVN ) 0.6-1.5 GeV/c a 0.6-1.5 GeV/c a

Table 2.3: Summary of selection for 27.5 fb �VU of
���	��
&�

data and simulated events [60]. Shown
are the simulated signal efficiencies, number of simulated background events, and number of data
events passing selection in the four signal channels. The signal efficiencies include the � branching
fractions. All errors are statistical only and the errors in the � branching fractions are included in
the signal efficiency uncertainties. Systematic effects leading to potential discrepancies between the
number of data and simulated events passing selection are discussed in Chap. 2.11.

Quantity leptonic Ç�� hadronic Ç�� leptonic �b� hadronic �b�� r�4 � (%) 4.72
I

0.05 4.94
I

0.06 4.16
I

0.05 6.21
I

0.06� z $ � 19896
I

102 21539
I

103 20976
I

102 29464
I

122� ó � C � 19658 21586 20946 28765
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Figure 2.16: Comparison of the beam energy-normalized primary lepton momentum distributions
for selected data (points with statistical error bars) and simulated events (histograms) in the four
signal channels [60]. The shaded green histogram with the solid outline is continuum � -pair pro-
duction and the unshaded histogram with the solid outline is resonant � -pair production. For the �k�
channels, the yellow histogram with the dotted outline is Bhabha events and the light blue histogram
with no outline is signal

���	��
�&� �k� production. For the
( � channels, the magenta histogram with

the dotted outline is
(

-pair events and the red histogram with no outline is signal
���	��
&�ü� ( �

production. The signal decay branching fraction has been set to ��� ���%�	��
&�&�TS � � 8  "� � � .
each channel is

�	F��/�����! "� �
, depending on the signal channel. A comparison between the z dis-

tributions of selected data and simulated events is shown in Fig. 2.16, which shows good agreement

between data and simulation.

Due to the combination of particle identification selectors and vetoes used in this analysis,

it is in general not possible for a single event to pass selection for more than one signal channel.

The exception is that it is possible for a � -pair event decaying to a final state containing an electron
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and a muon with
A e @ y z ,

A Õ @ y z Ú ���ÓÌ��
to pass selection for both the leptonic �k� and leptonic( � signal channels. The probability for an event passing selection for one of the leptonic channels

to pass selection for the other leptonic channel is determined to be 2%, in which case the event is

included in both leptonic signal channels.

2.9 Maximum Likelihood Fit Procedure

A maximum likelihood fit procedure is performed using the discriminant variable z , the

primary lepton momentum normalized to the beam energy, for the four signal channels individ-

ually. Probability density functions (PDFs) for signal (Chap. 2.9.2), Bhabha/
(

-pair background

(Chap. 2.9.3) and � -pair background (Chap. 2.9.4) are determined for each of the channels. The

PDF is a function which is normalized to unit area, and gives the probability for the outcome of a

single measurement of z to lie between � and X according to:��� ~h� � � � z � X � 8�� w� ¦�� � � z Ã bW� x�z Ã (2.5)

in which
b 8 �cb U Ã � � � Ã b d � denotes a set of one or more parameters whose values are unknown.

The likelihood function  is given by evaluating the PDF with a set of � statistically independent

measurements z � , and viewing it as a function of the unknown parameters
b

according to  �cbW� 8
¦K� � � z Ã b�� . The likelihood function is given by [24]:

 �	bW� 8
ö� � ¦�� � � z � Ã b��5� (2.6)

The maximum likelihood method is to determine the estimators �b which maximize the likelihood

function. In general it is easier to work with the logarithm of the likelihood function  ~h� , which
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is maximized for the same set of parameters. This is achieved by solving the likelihood equations:� �  ~h�R �cbW�}�� b�� ����]���� 8 � Ã þE8  Ã � � � Ã X�� (2.7)

In this analysis an extended, unbinned maximum likelihood fit is performed. A global PDF consist-

ing of the sum of the PDFs for the three event types (signal, Bhabha/
(

-pair background and � -pair

background) is fitted to the z distributions with the yields of each component floated and extracted

by the fit. In this case the likelihood function is given by [107]:

 �cbW� 8 =��� {¡E�£¢h¤"X ¤9¥ ö� �§¦¨ ¢ & X�& ¦K� � &R� z � Ã bW��©ª;� (2.8)

The indices U and « indicate the three event types,
XC&

and
X ¤

are the yields, and ¦�� � & is the

PDF for event type U . The unknown parameters extracted by the fit are the yields for the three

event types as well as the � -pair background shape parameters Ë a and Ë É (discussed in Chap. 2.9.4).

The signal yield extracted by the fit ��r�4 � is related to the branching fraction ��� according to

���ô8¬�%rJ4 � @�� � rJ4 � � �c ÿ É r � � , where � rJ4 � is the signal efficiency and �®c ÿ É r � is the number of

collected
���	��
�

decays.

2.9.1 Special Functions

In the following discussion of the determination of PDFs, two special functions are used:

the Argus distribution [108], and a modified Crystal Ball function [109], hereafter referred to as a

double Crystal Ball function. The Argus distribution is given by:¯ � �T°D^ � z � 8+zI±  �� · z Ë ¼ a � � � �  Ê� · z Ë ¼ a � � z[Ú �J�æ� (2.9)

The parameter Ë determines the endpoint of the Argus distribution, while � determines the curvature,

as shown in Fig. 2.17.
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Figure 2.17: Plots of the Argus distribution. Left: the endpoint parameter Ë is fixed while the
curvature parameter � is varied. Right: � is fixed and Ë is varied.
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Figure 2.18: Plot of the double Crystal Ball function. The three regions are indicated and separated
with vertical dashed lines.

The double Crystal Ball function consists of a Gaussian core with inverse power law tails

to the left and right of the core as shown in Fig. 2.18. The function is given by:

¿@²e³ � z � 8
´µµµµµµµ¶ µµµµµµµ·
P>ª¹¸ � ª��»º �%¼ º¾½¿ À ��X2ª ¸[º �%¼ º¾½¿ aØ� q ª À=���  � � � z �Ø� zOÚ � aF 3 a � ¸ � q ª[�"º �%¼ º¾½¿ �Ø� q � À
PÁ� ¸ � �[�»º �%¼ º¾½¿ À ��X>� ¸ º �%¼ º¾½¿ Â � q � À (2.10)

where: P ª�Ã � 8 � X2ª�Ã �� q ª�Ã �'� � X2ª�Ã � � � � q ª�Ã � � aF ½ `D¿ � ª�Ã � 8 X2ª�Ã �� q ª�Ã ��� �+� q ª�Ã � �Ó� (2.11)
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The mean and width of the Gaussian core are given by
� zÙÚ and 3 , respectively. The parameter

q ª ÿ � � determines how far to the left (right) of
� zOÚ the Gaussian core extends, while

X ª ÿ � � is the

index of the inverse power law tail to the left (right) of the core.

2.9.2 Signal Ä 6�ÅÇÆ OeÈÊÉ9Ë Fit Procedure

For
���	��
��� S � decays the z distribution is peaked at zÏ8 ���fÖ�Ì

because some of the

collision energy is carried away by the � mass. The distribution has a width of about 0.01 due to the

detector momentum resolution and a radiative tail, which is more pronounced for the �k� than for the( � channels. The resulting z distribution is well-described by a double Crystal Ball function. The

shape of this function is extracted from fits to the simulated
���	��
&�&�pS � z distributions, for which

the same selection is applied as for data. The fit results for the four signal channels are shown in

Fig. 2.19.

2.9.3 Bhabha/ Ì -pair Background Fit Procedure

For the
���	��
�&� �k� channels, Bhabha events in which the softer electron is misidentified

as a muon or charged pion contribute to the background. For the
���	��
&��� ( � channels,

(
-pair

events in which the softer muon is misidentified as an electron or charged pion or decays in flight,

or an electron is generated in a material interaction contribute to the background. The z distributions

for these Bhabha and
(

-pair events consist of a threshold component which truncates near zÅ8  
and a peaking component near zK8  . The threshold component is modeled by an Argus distribution

and the peaking component is modeled by a Gaussian. A PDF consisting of the sum of these two

components is fitted to the z distributions of simulated Bhabha and
(

-pair events, which extracts

the PDF shape.
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Figure 2.19: Fit results for the simulated signal
���	��
���ÀS � events. The PDF is a double Crystal

Ball function. The mean and width parameters of the PDF are
� z9Ú and 3 , respectively. The

parameters q ª ÿ � � and
X ª ÿ � � are the tail parameters to the left (right) of the Gaussian core.

For all signal channels except the hadronic
( � channel, the number of simulated events

passing selection is very low and the extracted PDF shape parameters have large statistical uncer-

tainties. For the �k� channels, the efficiency for Bhabha events can be increased by requiring that the

� -daughter is identified as an electron instead of a muon (charged pion) for the leptonic (hadronic)

signal channels. For the leptonic
( � channel, the efficiency for

(
-pair events can be increased by

relaxing the requirement ��� ò ° �T �Ì�F | , where ��� ò ° is the difference between the two track

azimuthal angles in the CM as shown in Fig. A.2. To ensure that this does not result in a bias

of the z distribution, the correlation coefficient between ��� ò ° and z is computed in the region
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Figure 2.20: Fit results for the simulated Bhabha ( ��� channels) and
(

-pair (
( � channels) background

events. The PDF is the sum of an Argus component (dotted line) plus a Gaussian component. The
mean and width of the Gaussian are

� z�Ú and 3 , respectively. The Argus curvature and endpoint
are � and Ë , respectively. The Gaussian fraction of the PDF is Í�Î êÐÏ\ì .
 �Ì�� | � ��� ò ° �  k×�� | , ���fÖH�!�+A U @ y z �  ������

and is determined to be 0.0019. By varying the

requirement on ��� ò ° and performing fits to the corresponding z distributions, it is found that

the mean and width of the Gaussian, as well as the Argus endpoint parameter, are constant within

statistical errors. The Argus curvature, as well as the Gaussian fraction of the global PDF, do vary

significantly and these parameters are therefore extracted from a fit to the z distribution for which

the nominal requirement ��� ò ° �Z �Ì�F | is included. The fit results for the Bhabha and
(

-pair

backgrounds are displayed in Fig. 2.20.
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Figure 2.21: Fit of the � -pair background PDF to simulated events only. The dashed blue line is
the polynomial and the solid blue line is the polynomial convoluted with the detector resolution
function. The inset shows a close-up of the region 0.95

� z � 1.02 and the vertical red line indicates
the value of z ° �@Ñ .

2.9.4 Ë -pair Background Fit Procedure

The main background for all signal channels consists of � -pair events, which constitute

an irreducible background decaying to the same final state as the signal process. The � -pair z
distribution is a smooth function which approaches zero as z � z ° �@Ñ , where z ° �@Ñ � ���fÖ�Ì
is the effective kinematic endpoint for the lepton momentum in the decay � � � S � ]Ñ � Ñ � , boosted

into the
���	��
&�

rest-frame. Due to the detector momentum resolution the high energy tail of this z
distribution extends past the kinematic endpoint in the region where the signal peaks, as shown in

Fig. 2.21. It is therefore necessary to characterize the � -pair background z distribution as accurately

as possible in order to maximize the signal sensitivity. To do so, I describe the distribution by the

convolution of a polynomial and a detector resolution function. The polynomial is given by:  ~ ÓÒ � z � 8 �j �� z @ z ° �@Ñ � � Ë a �j �� z @ z ° �@Ñ � a � Ë É �j �� z @ z ° �@Ñ � É Ã (2.12)
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Figure 2.22: Fit results for the 77.7 fb �VU ����*W
&� data sample for the four signal channels [60]. The
thin green dashed line is the � -pair background PDF, the thick magenta dashed line is the peaking
background PDF, and the solid blue line is the sum of these components. The inset shows a close-
up of the region 0.95

� z � 1.02. The extracted value of z ° �@Ñ is shown along with its statistical
errors.

where the parameters Ë a and Ë É determine the shape of the polynomial, which vanishes at z 8
z ° �@Ñ . In order to characterize the � -pair background, it is necessary to determine z ° �@Ñ as well

as the detector lepton momentum resolution function. The polynomial shape parameters are not

strongly correlated with the signal yield and are therefore floated in the fit to the
���	��
&�

data sam-

ple. The derivation of the detector lepton momentum resolution function is discussed in detail in

App. B.1. The resolution function is found to be well-described by a double Crystal Ball function,

whose shape is extracted from simulated � -pair events. The accurate determination of z ° ��Ñ is

extremely important because it is strongly anti-correlated with the signal yield. To extract z ° �@Ñ ,

fits are performed to the
�%��*W
&�

data sample as shown in Fig. 2.22, which is not expected to contain
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Table 2.4: Summary of results of the fits to data control samples. Displayed are the extracted signal
yields and their statistical errors for each control sample and signal channel.

25.9 fb ÔÖÕ 2.6 fb ÔÖÕ 1.2 fb Ô×Õ
Channel ikj�l%mon Data ikj�p%m�n Off-Peak Data ikj�pEmon Data
leptonic e � 2.1

I
8.8 0.1

I
2.2 -2.2

I
1.7

hadronic e � 18
I

13 6.7
I

5.3 -0.3
I

2.3
leptonic

( � 15
I

9.6 -1.9
I

2.7 2.9
I

3.1
hadronic

( � 5.7
I

12 -4.6
I

3.3 -7.7
I

2.6

signal events. A global PDF consisting of the sum of the � -pair and peaking background PDFs is

fitted to the z distributions for each signal channel with the kinematic endpoint parameter z ° �@Ñ
floated and extracted by the fit. The results show excellent goodness of fit and result in uncertainties

of order
 "� �$É in z ° �@Ñ .

2.10 Fit Validation Studies

The fit procedure is validated by performing fits to data control samples in which no

signal is expected, in order to ensure that a signal yield consistent with zero is obtained. Three

control samples are used:
�%��*W
&�

data (25.9 fb �VU ), ���	��
� off-peak data collected 30 MeV below

the
���	��
&�

resonance (2.6 fb �VU ), and
���	��
�

data (1.2 fb �VU ). Results are summarized in Table 2.4,

which demonstrate that signal yields consistent with zero within
I� ��fG 3 are obtained for all control

samples and signal channels except for a discrepancy in the hadronic
( � channel in the 1.2 fb �VU���	��
&�

control sample. This discrepancy is discussed in Chap. 2.10.3.

2.10.1 Fit to 25.9 fb �VU Ä 6�Ø�Æ O Data Control Sample

The full
����*W
�

data sample is split into a 51.8 fb �VU control sample and a 25.9 fb �VU fit

sample. The � -pair background shape is extracted from the fit to the control sample, in which the
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Figure 2.23: Fit results for the 51.8 fb �VU ����*W
&� data control sample for the four signal channels.
The thin green dashed line is the � -pair background PDF, the thick magenta dashed line is the
peaking background PDF, and the solid blue line is the sum of these components. The inset shows
a close-up of the region 0.95

� z � 1.02. The extracted � -pair background parameters and their
statistical errors are displayed.

� -pair and peaking background yields are floated but the signal yield is fixed to zero, as shown

in Fig. 2.23. The fit procedure is repeated using the fit sample, in which the � -pair background

shape is fixed using the results from the control sample while the signal, � -pair and Bhabha/
(

-pair

background yields are floated as shown in Fig. 2.24. Signal yields consistent with zero within
I

1.6 3
are obtained for all four channels.
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Figure 2.24: Fit results for the 25.9 fb �VU ����*W
&� data fit sample for the four signal channels. The thin
green dashed line is the � -pair background PDF, the medium magenta dashed line is the peaking
background PDF, the thick red dashed line is the signal PDF, and the solid blue line is the sum of
these components. The inset shows a close-up of the region 0.95

� z � 1.02. The extracted signal
yield �Ôr�4 � and statistical uncertainty are displayed.

2.10.2 Fit to 2.6 fb �VU Ä 6�ÅÇÆ O Off-Resonance Data Control Sample

The � -pair background polynomial shape and endpoint are fixed to the values extracted

from the full
����*W
&�

sample. This is motivated by the fact that resonant � -pair background events

are not present in either the
����*W
�

or
�%�	��
&�

off-peak data, so the background shapes should be con-

sistent. Since z ° �@Ñ is extracted from fits to
����*W
&�

data, correction for differences in momentum

resolution between
���	��
&�

and
����*W
&�

data must be applied as discussed in App. B.2. The signal

yield, � -pair and peaking background yields are floated in the fits, and the extracted signal yields

are all consistent with zero within
I

1.4 3 , as shown in Fig. 2.25.
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Figure 2.25: Fit results for the 2.6 fb �VU � (3S) off-peak data sample for the four signal channels.
The thin green dashed line is the � -pair background PDF, the medium magenta dashed line is the
peaking background PDF, the thick red dashed line is the signal PDF, and the solid blue line is the
sum of these components. The inset shows a close-up of the region 0.95

� z � 1.02. The extracted
signal yield ��rJ4 � and statistical uncertainty are displayed.

2.10.3 Fit to 1.2 fb �VU Ä 6�ÅÇÆ O Data Control Sample

The � -pair background endpoint parameter z ° �@Ñ is fixed to the value extracted from the

full
����*W
&�

data sample, while the polynomial shape parameters Ë a and Ë É are floated in the fit, since

the � -pair background shape is different from the
����*W
&�

data sample due to the presence of resonant

� -pair production. Correction for differences in momentum resolution between
���	��
&�

and
����*W
&�

data is applied as discussed in App. B.2. The signal yield, � -pair and peaking background yields are

floated in the fits. For all channels except for the hadronic
( � channel, the extracted signal yields

are consistent with zero within
I

1.3 3 , as shown in Fig. 2.26. For the hadronic
( � channel, a large
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Figure 2.26: Fit results for the 1.2 fb �VU ���	��
&� data sample for the four signal channels. The thin
green dashed line is the � -pair background PDF, the medium magenta dashed line is the peaking
background PDF, the thick red dashed line is the signal PDF, and the solid blue line is the sum of
these components. The inset shows a close-up of the region 0.95

� z � 1.02. The extracted signal
yield �Ôr�4 � and statistical uncertainty are displayed.

negative signal yield is extracted. This occurs because there are no events in the signal region to

prevent the PDF from becoming negative in that region. As described below, this scenario is not

likely to occur in the fit to the full
���	��
&�

data sample.

As discussed in detail in App. C, a large number of simulated pseudo-experiments are

performed to further validate the fit procedure. This study confirms that the fit converges, that there

is no significant bias in the extracted signal yield, and that the calculated signal yield uncertainties

are accurate. This study also demonstrates that the scenario described above in which the PDF

becomes negative in the signal region does not occur in 1000 simulated samples corresponding to
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Table 2.5: Summary of systematic uncertainties in the signal yield �KrJ4 � , signal efficiency � r�4 �
and number of collected

���	��
&�
decays �Ùc ÿ É r � [60]. The uncertainties in the signal efficiencies

and number of
���	��
&�

decays include both statistical and systematic effects. Also shown is the
uncertainty due to potential bias in the fit procedure.

Quantity leptonic Ç�� hadronic Ç�� leptonic �b� hadronic �b�� r�4 � 5.8 events 8.2 events 6.7 events 11.5 events� r�4 � 1.8% 3.0% 1.9% 2.8%�c ÿ É r � 1.0% 1.0% 1.0% 1.0%
Fit Bias 1.6 events 1.3 events 0.8 events 1.3 events

the full
���	��
�

data sample, roughly 20 times larger than the sample used in the fit to 1.2 fb �VU �%�	��
&�
data.

2.11 Determination of Systematic Uncertainties

The decay branching fractions are determined using the extracted signal yield �ùr�4 � , the

signal efficiency � rJ4 � determined from simulated events, and the number of collected
�%�	��
&�

decays�c ÿ É r � . The uncertainties in these quantities are summarized in Table 2.5. There is also a systematic

uncertainty arising from potential bias in the fit procedure.

2.11.1 Signal Selection Efficiency

The signal efficiency is determined using simulated events, so there is a systematic un-

certainty arising from any potential discrepancies between data and simulated events. To assess

this uncertainty, the relative difference between the yields for data and simulated events is deter-

mined using � -pair control samples from a portion of the sideband of the z distribution defined by���f× � z �õ���fÖ . Due to a large discrepancy between the selection efficiencies for high momentum

muons, efficiency correction is applied to the
( � channels. This is accomplished by comparing the
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Figure 2.27: Yields for data and simulated events for the
(

-pair control sample. Since the control
sample requires two identified muons, the error in the muon selection efficiency is the square root
of the ratio of data to simulated event yields Ú ��Û�ÜÞÝhÜ @ �Áßáàãâ . This quantity is evaluated over
three regions of

A Õ @ y z . The correction factor is determined using the yield ratio over the range���fÖH×�� z �9 �����F , and the uncertainty is taken to be the larger of the differences between this yield
ratio and the yield ratios for the other two ranges.

yields for data and simulated events for a
(

-pair control sample as shown in Fig. 2.27. This proce-

dure determines that the simulated event muon selection efficiency is significantly higher than the

corresponding efficiency for data, and a correction factor of 1/1.0677 with an uncertainty of 0.3%

is applied to the simulated events. There is also a
�	���f×>Iõ ���*W��q

discrepancy in the yields of data

and simulated events for the hadronic �k� channel, due to a discrepancy in the efficiency of software

triggers used to select events for high-level processing. Therefore the simulated event yield is scaled

to match the data yield in the region
���f×�� z �����fÖ , and an uncertainty of half the correction (3%)

is assessed as the signal efficiency uncertainty for this channel. For the remaining channels, the

procedure results in signal efficiency uncertainties of 2-3% depending on the signal channel, due to

the uncertainties in the particle identification, tracking, trigger and kinematic selection efficiencies.

After efficiency correction is applied, a comparison of data and simulated event z distributions is
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Figure 2.28: Comparison of the z distributions between data and simulated events after efficiency
correction is applied. �{Û�ÜxÝhÜ and �Áßäàãâ denote the data and simulated event yields in the range���f×�� z � ���fÖ

. For the hadronic ��� channel, the simulated event yield has been scaled to match
the data yield, and half the correction factor is assessed as the uncertainty in the signal efficiency.
For all other channels the uncertainty is assessed by comparing the data and simulated event yields
in this range, where 3Vr ¬ r C 8 � �oÛ�ÜxÝhÜ � �Áßáàãâ ��@ ��Û�ÜÞÝhÜ , 3�r C � C 8 Ú  �@ �oÛ�ÜÞÝhÜ �  �@ �Áßáàãâ and3 CEå�C 8�35r ¬ r C�: 35r C � C .

shown in Fig. 2.28, in which the uncertainties for each channel are displayed.

Uncertainties in the � branching fractions as well as the statistical uncertainties in the

signal selection efficiency must also be taken into account. The signal selection efficiency can

be expressed as � rJ4 �Ü8 öCæÞçÞèéèöCêÞë�ì 8 öCæTçÞè9èz º×í�öCêÞë�ì �%� , where � 6 � rJr and �®� ¯ ö are the number of

events passing selection and the number of generated events, respectively, and BF denotes the rel-

evant � branching fraction. I use the 2008 PDG values [24] for the � decay branching fractions

and their uncertainties, which are stated in Chap. 2.8.2. The statistical uncertainty in the quantity
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Table 2.6: Summary of systematic uncertainties in the signal efficiency due to discrepancies between
data and simulation, the errors in the � branching fractions, statistical uncertainties, and the error in
the muon selection efficiency (for the

( � channels only).

Quantity leptonic Ç�� hadronic Ç�� leptonic �b� hadronic �Ö�
Data vs. Simulation (

�� "� � a ) 1.7 3.0 1.8 2.7� BFs (
�� "� �$É ) 2.9 4.6 2.8 4.6

Statistical (
�� "� �$É ) 2.8 1.6 2.6 1.73 � � Õ � (

�� "� �$É ) 3.0 3.0
Total ( î®ï�ðCÔ�È ) 1.8 3.0 1.9 2.8

� r ¯ ª 8 öCæTçÞè9èz º×í�öCêÞë�ì is given by Ú � � r ¯ ªÁ�j �� � r ¯ ª5�}�}@�� ��� � � � ¯ ö>� . The uncertainties due to dis-

crepancies between data and simulated events, uncertainties in the � branching fractions, statistical

uncertainties, and the errors in the muon selection efficiency (for the
( � channels only) are added

in quadrature to give the total signal selection efficiency uncertainties, as summarized in Table 2.6.

2.11.2 Signal Yield

The dominant contribution to the systematic uncertainty in the decay branching fractions

comes from the uncertainty in the extracted signal yields, which is due to uncertainties in the PDF

shapes. To assess these uncertainties each PDF shape parameter
A±�

is varied by its uncertainty and

the resulting change in signal yield � � = �Ù��rJ4 � is determined. The total systematic uncertainty in

the signal yield is given by � Cñå²C 8 Ú �� C ã �� , where
�� 8 � � U�ò�òÇò � ö Ú and C is the parameter

correlation matrix, giving a systematic uncertainty in the signal yield of 6-12 events depending on

the signal channel. The total number of PDF parameters consists of 6 parameters for the signal

double Crystal Ball function, 5 parameters for the peaking background Argus plus Gaussian PDF,

6 parameters for the double Crystal Ball detector resolution function, the � -pair kinematic endpoint

z ° �@Ñ , the shift and scale factors accounting for potential discrepancies in momentum resolution

71



Table 2.7: Summary of systematic uncertainties due to the PDF shape uncertainties. Displayed is
the uncertainty in the signal yield obtained by varying all parameters in a given category. The lepton
momentum resolution is denoted by 3 �ÓA � � . The total signal yield uncertainty is the quadrature sum
of the uncertainties for each of the six categories.

Category leptonic Ç�� hadronic Ç�� leptonic �b� hadronic �Ö�
Bhabha/

(
-pair PDF 0.3 4.4 3.6 6.5

Signal PDF 1.2 0.2 0.2 0.4
Detector Resolution Function 2.4 2.5 2.0 3.7� -pair Endpoint 4.9 6.2 5.1 8.5���	��
&�

vs.
����*W
&� 3 �ÓA � � 1.3 1.8 1.2 2.0���	��
&�

data vs. simulation 3 �ÓA � � 0.7 0.5 0.9 0.7
TOTAL 5.8 8.2 6.7 11.5

between the
���	��
�

and
����*W
�

data samples as discussed in App. B.2, and the shift and scale

factors accounting for potential discrepancies between the momentum resolution in
���	��
&�

data and

simulated events as discussed in App. B.3, resulting in 22 total parameters. The uncertainty in the

signal PDF, peaking background PDF, and detector resolution parameters are determined according

to their statistical uncertainties extracted by fits to the simulated events and their correlation matrices

are taken into account. The uncertainty in z ° �@Ñ is taken to be the statistical error in the fit to the

full
����*W
�

data sample. The uncertainties in the momentum resolution shift and scale parameters

between
����*W
&�

and
�%�	��
&�

data are taken as half the correction factors determined in App. B.2. The

detector momentum resolution function is shifted and scaled by the values determined in App. B.3

by comparing
���	��
&�

data and simulated events, in order to assess the uncertainties due to potential

discrepancies between the resolution in data and simulation. The signal yield uncertainties resulting

from the uncertainties in these PDF shape parameters are displayed in Table 2.7.
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2.11.3 Number of Collected Ä 6�ÅÇÆ O Decays

The number of collected
���	��
&�

decays in the data sample is determined to be � c ÿ É r � 8�j H kG��ÓÌ�I  ��fF��.�Ï "� # by counting the number of multihadron events in the data. This leads to a

1% systematic uncertainty, which is dominated by the uncertainty in the selection efficiency for

multihadron events.

2.11.4 Fit Bias

To assess the potential bias in the fit procedure, the study described in detail in App. C

using a large number of simulated pseudo-experiments is performed. A large number of simulated

background z distributions are generated from the background PDFs, and a Poisson-smeared yield

of simulated signal events is added. The mean of the Poisson distribution of the signal yield is set to

the extracted signal yield for those channels in which a positive signal yield is extracted; otherwise

it is set to zero. The fit is performed multiple times and the deviation from zero in the distribution

of extracted minus generated signal yield is taken as the uncertainty due to the fit bias, yielding

uncertainties of about 1-2 events for each of the four signal channels, as shown in Fig. 2.29.

2.12 Maximum Likelihood Fit Results and Extraction of Branching

Fraction Upper Limits

The maximum likelihood fit results for the full
���	��
&�

data sample are summarized in

Table 2.8 and displayed in Fig. 2.30. After including the systematic uncertainties in the PDF shapes

and those from the fit bias, the extracted signal yields are all consistent with zero within
I

2.1 3 . The

90% confidence level upper limits, most probable values, and errors on the signal decay branching
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Figure 2.29: Results of the study of bias in the fit procedure using a large number of simulated
pseudo-experiments. Plotted is the distribution of extracted signal yield �� �óñÝ minus generated
yield �»�� �¡ for the four signal channels. The uncertainty due to the fit bias is taken to be the
absolute value of the mean plus the error in the mean of the fit function, which is a Gaussian for the
leptonic �k� channel and hadronic

( � channel, and a bifurcated Gaussian for the other two channels.

fractions are measured by determining the dependence of the likelihood function  on the branching

fractions. For each signal channel individually, the relevant branching fraction ( ��� �����	��
�R� �k� �
for the ��� channels and �%� �����	��
&�.� ( � � for the

( � channels) is scanned in small increments,

and the maximum likelihood fit is performed with the signal yield fixed to the corresponding value

given by ��r�4 � 8 � r�4 � � ��c ÿ É r � � ��� . The resulting distributions of the negative log likelihood

as a function of branching fraction are well-described by
� ¢å£

-order polynomial functions as shown

in Fig. 2.31. The maximum likelihood estimator �b is the value of the unknown parameter
b
, in this
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case the signal decay branching fraction, which minimizes the negative log likelihood. Next, the

following quantities are evaluated [24]:

� a 	 hã�Bh �cbW� 8 ��F  ~h�� �cbW�}@  N (2.13)

� a 	]ô�	 h �cbW� 8 �cb.� �bJ� aF 3 a	�ôõ	 h � (2.14)

Here the subscripts
s ÐÐ�JÐ and

s9ö,s Ð indicate that only statistical and systematic uncertainties are in-

corporated,  N is the minimum value of the negative log likelihood, and it is assumed that the sys-

tematic errors are Gaussian distributed with uncertainty 3 	�ôõ	 h . The systematic errors have additive

contributions 3 ÿ � �	]ô�	 h which do not scale with the branching fraction, and multiplicative contributions� ÿ ° �	 hã�7h which are proportional to the branching fraction. Since the systematic uncertainties are being

incorporated for each signal channel individually, only the systematic errors which are uncorrelated

between the signal channels are taken into account at this step. The additive contributions include

the uncertainties due to the PDF shapes and the fit bias, while the multiplicative contribution is due

to the signal efficiency uncertainty. The total systematic uncertainty is the sum in quadrature of

these contributions:

3 a	]ô�	 h 8 · 3 ÿ � �	]ô�	 h ¼ a � b a · � ÿ ° �	 hã�7h ¼ a � (2.15)

The statistical and systematic � a values add according to:

 
� ah 
 h �cbW�Â8  

� a 	 hã�Bh �cbW� �  
� a 	]ô�	 h �cbW� Ã (2.16)

and the distributions of � a 	 hã�Bh �cbW� and � ah 
 h �cbW� are displayed for each channel in Fig. 2.32.

The next step is to combine the results of the two
���	��
&�� �k� and the two

���	��
&�&�Z( �
channels, which is performed by adding their distributions of � ah 
 h �cbW� . The systematic uncertainties

due to the number of collected
�%�	��
&�

decays, as well as the uncertainty in the muon selection
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efficiency (for the
( � channels only) are then incorporated using the same procedure as above.

The most probable values of the branching fractions are the values which minimize � ah 
 h �cbW� . The

negative and positive errors in the branching fractions are determined by finding
I � �cbW� such that��� ah 
 h �cb�� =1. In order to extract the branching fraction upper limits, the likelihood is determined

according to:

 �cbW� 8 � � � ¨÷Mø�÷ ÿ � � ¥ a Ã (2.17)

as shown in Fig. 2.33. The 90% confidence level upper limit §» is determined by solving:

� � ªN  �cbW� x �cbW�}@ ��ùN  �cbW� x �cbW� 8 Ö��Þq Ã (2.18)

which is equivalent to a Bayesian upper limit extraction in which the prior is taken to be the step

function given by: ú�û
� ��� Ã �J� 8

´µµ¶ µµ· � ( ��� �Ò�
) 

( ��� Ú � ) (2.19)

The results of the likelihood scan are summarized in Table 2.9.
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Table 2.8: Summary of the fit results for the four signal channels of the
�%�	��
&�

data sam-
ple [60]. Shown are the extracted signal yield �îr�4 � , the extracted Bhabha/

(
-pair background yield�%6 $ z $ � , and the extracted � -pair background yield � z $ � . The first error is the parabolic sta-

tistical error, the second error (displayed only for the signal yield) is the systematic error from the
PDF shape uncertainties and the fit bias.

Yield leptonic Ç�� hadronic Ç�� leptonic �b� hadronic �b���r�4 � F� �I+ kF>IÙG �� I� \*»I0× �� kGoI0Ö�IÒÌ *JF�Iß �Ì�I� kF�%6 $ z $ � FH��I� k� GH��Iß kG �H�oI� k� ��Ì�I� kF� z $ �  kÖHG� H �I� \*D F� k�HFH�oIß \*WÌ F���ÖHFH�»I� \*J� FH×HGHG� 'I� �Ì��
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Figure 2.30: Fit results for the 27.5 fb �VU � (3S) data sample for the four signal channels [60]. The
thin green dashed line is the � -pair background PDF, the medium magenta dashed line is the peaking
background PDF, the thick red dashed line is the signal PDF, and the solid blue line is the sum of
these components. The inset shows a close-up of the region 0.95

� z � 1.02.
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&��� ��� � . The red circles indicate the results of the maximum likelihood fits and the
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&�.� �k� � . The dashed red curve incorporates statiscal uncertainties only, the solid blue
curve also incorporates systematic uncertainties.

79



Table 2.9: Summary of the results of the likelihood scan [60]. Displayed are the 90% confidence
level upper limits, most probable values, and negative and positive asymmetric errors.

UL MPV ü Ô ü×ý��� �����	��
&�� �k� ) (
�� "� �$# ) �

5.0 2.2 -1.8 +1.9��� �����	��
&��p( � ) (
�� "� �$# ) �

4.1 1.2 -1.9 +1.9
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Figure 2.33: Likelihood as a function of the branching fractions �%� �����	��
&� � �k� � (left) and��� �����	��
&�î� ( � � (right) [60]. The dotted red curve includes statistical uncertainties only, the
solid blue curve includes systematic uncertainties as well. The shaded green regions bounded by
the vertical lines indicate 90% of the area under the physical ( ��� Ú � ) regions of the likelihood
curves.

2.13 Constraints on New Physics

The search for the charged lepton-flavor violating decays
���	��
�&� �k� and

���	��
&�&�p( �
finds no evidence for a signal. The observed signal yields are used to place the following 90%

confidence level upper limits on the decay branching fractions: ��� ���%�	��
&�&� ��� �'�Ï�����V�� "� �$# and

��� �����	��
&��p( � �'�0*,�- ��» "� �$# . These results represent the first upper limit on ��� �����	��
�&� �k� �
and a factor of better than 4 improvement in ��� �����	��
&��p( � � .

The derived branching fraction upper limits can be used to place constraints on new
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physics parameters using effective field theory. The decay
���	��
&�O� S � can be parameterized

as an effective 4-fermion Xk]X S � contact interaction with coupling constant q �	� and mass scale
� �	�

as shown in Fig. 2.3f. In [110, 111], the following relation between the lepton-flavor violating and

dilepton branching fractions is derived:

q a�n�� ��	� 8 ��� �����	��
&�&�pS � ���� �����	��
�&�TS � S � � F�ï aw q a� � c ÿ É r � � � �åS 8 � Ã (Á� (2.20)

The quantity q a�n� @�� ��n� is proportional �%� �����	��
&�&�ZS � � , so the derived upper limit on �%� �����	��
&�&�S � � translates to an upper limit on q a�n� @��R��n� . I use q 8 q � ��c ÿ É r � � 8  �@� k�HF��- 
and evaluate

��� �����	��
&�Ù� S � S � � 8 �c���fF� k×ùI ���- k���Ùq
, using the average of the 2008 PDG values [24]

��� �����	��
&��� �Y����� � 8 �	F��- k×�I+���fF��J��q
and ��� �����	��
&��� ( � ( � � 8 �	F��- k×.Iß���fF� ���q

. The

likelihood scan as a function of ��� �����	��
&�Ô� S � � described Chap. 2.12 is modified to give the

likelihood as a function of the quantity q a�n� @�� ��n� as shown in Fig. 2.34 (top), while taking into ac-

count the 7% uncertainty in the dilepton branching fraction of the
���	��
&�

. Using the same method

of integrating the likelihood function, the following 90% confidence level upper limits are derived:

q ae � @���e � �t���fFH�HG
TeV � � and q aÕ � @��R�Õ � �Z���fF� kF

TeV � � . These limits translate to an exclu-

sion region in the
� �n� vs. q �n� plane, as shown in Fig. 2.34 (bottom). Assuming strong coupling

( q e � 8ßq±Õ � 8  ), these results correspond to the 90% confidence level lower limits
� e � Ú 1.41 TeV

and
� Õ � Ú 1.47 TeV on the mass scale of BSM physics contributing to CLFV

���	��
&�
decays. The

corresponding 95% confidence level lower limits are
� e � Ú 1.36 TeV and

� Õ � Ú 1.42 TeV.

2.14 Other Lepton Flavor Violation Searches

Although flavor violation among charged leptons is unobservable in the SM, it is a general

feature of several new physics scenarios, including SUSY and theories with extra dimensions, that
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Figure 2.34: Likelihood as a function of the quantity q a�n� @����n� (top two plots), with all systematic
uncertainties included. The shaded green regions bounded by the vertical lines indicate 90% of the
area under the physical regions of the likelihood curves. Two-dimensional exclusion regions in the� �	� vs. q �n� plane (bottom two plots). The shaded red regions are excluded at 90% confidence level.

additional sources of LFV are introduced [72]. This new physics may be observable in the decays of

many particles, and searches have been performed for LFV in
(

, � ,
ä

, ` , � , � , © w and
moN

decays.

Although no signal has been observed to date, the results have been used to place constraints on new

physics at extremely high energy scales.

The best sensitivity to LFV branching fractions has been achieved in
(

decay searches.

These results come from dedicated experiments which take advantage of muon beams with ex-

tremely high fluxes and hence achieve extremely large statistical samples. The muons are brought
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Table 2.10: Summary of selected results of searches for LFV
(

and � processes [72].

Mode 90% CL Upper Limit Experiment Reference( � � � � � � � �  .�� "� �VU a SINDRUM I [77]( � � � � u  ��fFü�� "� �VU}U MEGA [78]( �Cþ _ � � �>þ _ G��- .�� "� �VUëÉ SINDRUM II [79]� � � � � u  H .�� "� � � BABAR [80]��� �Z( � u G��f×ü�� "� � � BABAR [81]��� �pS � S � S � �	FÂ��*W�'�� "� � � Belle [89]��� � �H� äVN ×������� "� � � Belle [82]� � �Z( � ä N  H .�� "� � � BABAR [83]

to rest after striking a target inside a detector, which measures the
(

decay products. Using this

method, searches for
(Å� � u ,

(0� ���Y� , and
(Å� � conversion in the presence of a nucleus have

been performed. The current upper limits on these processes are summarized in Table 2.10, and

are of order
 "� �VU}U �; "� �VUëÉ . These results have been used to place limits on the mass scale of

new physics contributing to LFV
(

decays of order
 "�H�%�� "�H�H�

TeV, as shown in Fig. 2.35. How-

ever, these mass scale constraints are derived using the assumption of strong coupling, which is not

necessarily valid. If the flavor-violating couplings of charged leptons are determined by a mixing

matrix in analogy with the neutrino mixing matrix, the elements of this matrix are unknown. It

is therefore possible that the flavor-violating coupling between the first two generations is smaller

than couplings of the first or second to the third generation. In addition, if the new physics is in

the Higgs sector, coupling between the light electrons and muons would be substantially suppressed

with respect to couplings of the electron, and especially the muon, to the tau. In either case the

assumption of strong coupling could be grossly violated, resulting in substantial reduction of the

constraints on the new physics mass scale. The implication is that the interpretation of upper limits
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Figure 2.35: Constraints on the mass scale of new physics from LFV
(

decay searches [112]. The
parameter ÿ determines the relative rates for various LFV

(
processes. If ÿ ���; the

( � � u and(O� ���Y� processes are enhanced, while if ÿOÚ�Ú  the
(O� � conversion process is enhanced. The

shaded regions are excluded by the indicated experiments, while the solid and dotted curves indicate
the targeted sensitivity reach of future experiments.

on LFV
(

processes in terms of constraints on new physics is highly model-dependent.

Searches for LFV � decays have also been carried out at the � -factories, BABAR and Belle.

These experiments have searched for several LFV � decays, which are summarized in Table 2.10.

Although not as sensitive as the upper limits on LFV
(

processes, these searches have obtained

sensitivities to branching fractions of order
 "� � � . The � � SQSæS

process is of particular interest

since the upper limit can be compared to the LFV
�

branching fraction upper limits using Eq. 2.2.

If the � �ZSQSæS
process were mediated solely by virtual

�
exchange as shown in Fig. 2.4, the upper

limit �%� �����	��
&�Ê�)S � �o� ��*,�- >�/�����J���! "� �$# would translate to �%� � � �)SQSæS��o�;�	F��fG��/���fF����
 "� �VU}U , significantly better than the current upper limit for this process. However, since the relative
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contribution of virtual
�

exchange to the � �TSQSæS
process is not known, it is not possible to compare

��� �����	��
&��TS � � and ��� � � �ZSæSQS��
in a model-independent way.

The conclusion of these considerations is that LFV may manifest in the decays of many

particles, and the relative rates for these processes are highly model-dependent. Therefore it is

important to search for LFV in as many decay channels as possible and compare results. If a signal

is observed, this comparison will aid in ellucidating the nature of the new physics contributing to

LFV, while null results may be used to constrain new physics scenarios.
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Chapter 3

Research and Development of Advanced

Sensors for the Vertex Tracker at a

Future Lepton Collider

3.1 Motivation

Although precise measurements at low energy can be used to probe the TeV-scale, the

primary strategy for new physics searches is to probe this mass regime by direct production of new

particles at higher collision energies. This requires the construction of a collider capable of attaining

TeV-scale CM energies, as well as a detector capable of reconstructing events accurately enough to

realize the full physics potential of such a collider. The LHC will provide proton-proton collisions

up to � s 8  \*
TeV, the highest collision energies achieved to date. This large CM energy and

the large cross section for production of new states make the LHC a discovery machine, capable
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Beam delivery systems

PositronsElectrons
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Figure 3.1: Layout and primary components of the proposed ILC. Electrons are produced, circulated
in damping rings to minimize their emittance, and injected into a linear accelerator (linac). Positrons
are produced by colliding some of these electrons on a target, resulting in bremsstrahlung photons
which convert to electron-positron pairs in the presence of the target nuclei. The positrons are
collected, circulated in damping rings and injected into a linac. Collisions take place at a single
interaction point (IP), with two detectors which are alternately placed at the IP. Image from B.
Barish.

of probing a wide variety of new physics scenarios and of searching for the Higgs boson over the

full anticipated mass range up to Ä 1 TeV [49, 50]. However, in order to provide precision probes

of the discoveries made at the LHC, an �H����� collider operating at CM energies of order 1 TeV is

required [51, 52]. The proposed ILC [61], depicted in Fig. 3.1, would initially provide ������� col-

lisions at a tunable CM energy up to 500 GeV and would be upgradeable to 1 TeV. As discussed

in Chap. 1.4.1, the precise measurements available in � � � � collisions are made possible by several

advantages of lepton colliders with respect to hadron colliders. Since the particles undergoing col-

lision are elementary particles, the initial state energy and momentum with respect to the lab frame

are known. The CM collision energy of a lepton collider is adjustable, which allows the energy

of a lepton collider to be tuned to the mass of some particle or resonance in order to investigate

its properties. Since ���E�H� processes are subject to fewer theoretical uncertainties and backgrounds

arising from non-perturbative QCD effects, the measurements at a lepton collider allow for more

precise determinations of observables including masses, couplings and spins. Furthermore, there
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are classes of new physics scenarios which the LHC data alone may not be able to distinguish1 . A

lepton collider such as the ILC is therefore likely required to take full advantage of the discoveries

made at the LHC, allowing for a more complete understanding of BSM physics [51, 52]. A notable

example of the complementarity between lepton and hadron colliders is the agreement between the

indirect and direct top quark mass measurements, discussed in Chap. 1.2.

The physics at a TeV-scale lepton collider will include precise measurements of the Higgs

properties if its mass is light and precision probes of BSM physics. This program places extremely

stringent demands on the detector, surpassing the performance of any existing detector in several

respects. The effort to construct such a detector is the subject of a world-wide study, which has

the goal of developing sensor technologies and detector designs of sufficient performance to fully

realize the physics program [62]. In particular, precise measurements of the properties of the Higgs

boson require excellent detector performance. If the Higgs is heavy ( ��� ÚÄ  \*��»¹ � # ), it will decay

predominantly to pairs of electroweak bosons, © � © � and
moNkmoN

. These electroweak bosons decay

predominantly to quark pairs, leading to pairs of jets (dijets). In order to measure the Higgs branch-

ing fractions ��� � � � © � © � � and ��� � � �)moNkmoN
), it is necessary to distinguish between dijets

resulting from © w decays and those from
m N

decays, which is performed by measuring the dijet

mass. In order to achieve sufficient dijet mass resolution to distinguish between © w and
m N

dijets,

the calorimetry must provide excellent jet energy resolution. The required jet energy resolution is

given by 3 � y & �}@ y & 8 ���f��@ Ú y & , where y & is the jet energy measured in GeV. This is significantly

better than the best jet energy resolution that has been obtained to date at the ALEPH experiment at

LEP, which achieved 3 � y &��}@ y & 8 ���f�HÖ�@ Ú y &R:Ù���fG�@ y & [113].¤
A notable example includes Supersymmetry and a theory with extra dimensions known as the Unified Extra Dimen-

sions model. Both models produce signatures consisting of jets, isolated leptons, and missing transverse energy and are
therefore difficult to disentangle using only LHC data [114].

88



An important physics requirement driving the momentum resolution of the tracking de-

tectors is the precise measurement of the Higgs mass independent of its decay mode. This can be

performed by searching for the Higgsstrahlung process ������� � � moN Ã m�N��pS � S � , in which the
m>N

decays to a pair of electrons or muons. By precisely measuring the momenta of the leptons from them N
decay, the Higgs mass can be measured by determining the mass recoiling against the lepton pair

since � s is known. The recoil mass resolution depends strongly on the track momentum resolution,

for which the ILC target is 3 �j �@BA C � 8 �E�Â "� ��� GeV �VU , where
 �@BA C

is the inverse of the track trans-

verse momentum measured in GeV �VU . This is an order of magnitude more precise than the best track

momentum resolutions that have been obtained to date of 3 �j �@BAVC�� 8 G��Ù "� � � (GeV/c) �VU [113]

and 3 �j �@BA$C�� 8 GO�+ "� � �Â:Ü�����, k��@BADC (GeV/c) �VU [115], achieved at the ALEPH and DELPHI

experiments at LEP, respectively.

In this chapter, research and development (R&D) of Silicon sensors for the vertex tracker

(VTX) at a TeV-scale lepton collider is presented. The performance of the VTX is driven in large

part by the requirement to accurately measure branching fractions of the Higgs, necessary for prob-

ing the Higgs mechanism as discussed in Chap. 1.1. The VTX is the innermost detector and con-

sists of multiple concentric barrels of Silicon pixel detectors surrounding the beam-pipe as shown

in Fig. 3.2 (left). The function of the VTX is the precise extrapolation of charged particle tracks to

their production points, which allows for the identification of heavy, long-lived particles such as X
and Ë quarks and � leptons. These particles travel a measurable distance before decaying and result

in secondary decay vertices which are displaced from the primary interaction point. The precise

track extrapolation provided by the VTX allows identification of these displaced vertices as shown

in Fig. 3.2 (right). Tracks originating from displaced vertices, when extrapolated back toward their
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displaced vertex

impact parameter
track extrapolation

Figure 3.2: Left: proposed layout of the ILC VTX. Five concentric barrels of Silicon sensors sur-
round the beam-pipe, which is the innermost cylinder. Right: event display zoomed in on the VTX
and projected in the plane orthogonal to the beam axis. The white circular arcs are layers of the
VTX and the straight green lines are charged tracks. The displaced vertex, extrapolation of a track
associated to the secondary vertex toward the primary interaction point, and impact parameter of
this track are indicated.

production point, have a larger distance of closest approach to the primary interaction point (called

the impact parameter) than do tracks originating from the primary vertex. The efficiency of the

VTX to identify heavy, long-lived particles via their displaced vertices, known as flavor tagging

capability, depends on the impact parameter resolution 324B6 , which is the primary figure of merit

of the VTX detector. If the Higgs is light ( ��� �Ä  \*�� GeV/c a ), it will decay to pairs of X and Ë
quarks, � leptons, as well as pairs of photons and gluons. The ability to identify and measure the

branching fractions for the Higgs decays
� � � � � � ,

� � Ë ]Ë , and
� � X ] X requires excellent

flavor tagging performance. Heavy particles also provide signatures of many new physics scenar-

ios, including SUSY with large � ½ `�� , the ratio of the vacuum expectation values of the two SUSY

Higgs doublets. In addition, excellent flavor tagging performance is required for the analysis of

pair production of heavy Higgs bosons in an extended model such as SUSY, which is the subject
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of the analysis presented in Chap. 4. In this study final states consisting of 4 X jets and 2 X jets +

2 � jets are considered. In order to isolate the 4 X jet signal from the multijet backgrounds which

have a production cross section Û �j "� � � larger than the signal process, it is necessary to identify all

four X jets. The signal efficiency for this channel is therefore proportional to the
*,¢�£

power of the X
identification efficiency. Excellent � tagging ability is also required to isolate the 2 X jet + 2 � jet

final state.

The impact parameter resolution is due to two effects whose contributions add in quadra-

ture, and can be expressed as 3²476�8 � � : X @BADC � ^7_-` bJ�»(21 , where
A$C

is the transverse momentum

in GeV and
b

is the track polar angle with respect to the beam axis. The constant term � depends

on the finite spatial resolution of the Silicon sensors and the radial distances of the Silicon barrels.

The contribution from this term is minimized by using sensors with excellent spatial resolution and

placing the innermost VTX layer as close as possible to the primary interaction point. The sec-

ond term proportional to
 �@BA C � ^7_-` b is due to multiple scattering. As a charged particle traverses

a material, it undergoes deflections resulting from small-angle scatters. These deflections are due

primarily to Coulomb interactions with the nuclei of the material. The RMS deflection angle of a

particle traversing a material of thickness
�

is given by [24]:

b � ° r 8  k���fG�� ="?�ÁË A � ± �� N �  � �������H×  ~h� �� N � Ã (3.1)

where the momentum, velocity, and charge of the particle are denoted
A

, �±Ë , and � . The radiation

length of the material is
� N and the quantity

� @ � N is known as the material budget. In order to

minimize the deflection angle it is necessary to minimize the thickness of the sensors used in the

VTX. At high
A C

the constant term provides the dominant contribution to 3 476 , while at low
A C

the

multiple scattering term dominates. Even at � s 8 ���f��[ ���� TeV, most of the particles in a hadronic
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Figure 3.3: Left: distribution of transverse momentum for particles produced in the process� � � � � � m N � X ]X S � S � at � s 8 ���H�
GeV. Image from M. Battaglia. Right: comparison of

the achieved impact parameter resolutions for several existing experiments [115–117] and the tar-
geted performance for the STAR heavy flavor tracker [118] and the ILC VTX [62]. The impact
parameter resolution at normal incidence is given by 3±476Ù8 � � : X @BADCE�%(21 with

ADC
measured in

GeV.

jet have transverse momenta less than a few GeV/c as shown in Fig. 3.3 (left), due to the large

particle multiplicities. In this regime the multiple scattering term dominates as shown in Fig. 3.3

(right), in which the achieved impact parameter resolutions at several experiments are compared to

the targeted ILC performance. Thin sensors are therefore required in order to minimize 3�476 for

particles in hadronic jets.

The targeted impact parameter resolution for the ILC VTX is 3±476�8 �	��:Ô "�J@BADC � ^7_á` bJ�Ê(21 .

Using this impact parameter resolution, the achievable X tagging performance is displayed in Fig. 3.4,

and surpasses that of any existing experiment. The targeted ILC resolution is also significantly bet-

ter than the best resolution achieved to date, that of the VXD3 detector of the SLAC Large Detector

experiment which achieved 3²476�8 �j \*±:K�H��@BADC � ^7_-` bJ�o(21 [117]. In Table 3.1, the performance of

the calorimetry, tracking, and vertex detectors is compared between the DELPHI, BABAR, and AT-

LAS detectors, and the targeted performance for the ILC detector. In terms of jet energy resolution,
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Figure 3.4: The X tagging performance envisioned for a future lepton collider (solid line), assuming
an impact parameter resolution of 3²476Ò8 �	�>:õ "�J@BADC � ^B_-` bJ�%(21 . Reference points from various
other experiments (solid circles) are included for comparison. The working point chosen for the
analysis of

LON\P>N
production is indicated by the star. Image from M. Battaglia.

track momentum resolution, and impact parameter resolution, the detector performance required by

a TeV-scale lepton collider substantially surpasses all detectors built to date.

The ILC impact parameter resolution requirement translates to a requirement for sensor

modules not exceeding
� @ � N 8 ���- 9q ( Ä  "�H��(

m) including support and cabling, and the sensor

thickness therefore cannot exceed
*��Ô�Ò���Å(21

. This constitutes one of the primary performance

drivers dictating the choice of detector type for the ILC VTX and requires the development of novel

sensor technologies. In this chapter I describe R&D of Silicon sensors for the vertex tracker at

a future lepton collider. The goal of this work is to demonstrate the feasibility of designing and

constructing a vertex tracker which satisfies the ILC performance specifications. In Chap. 3.2 I

provide a brief introduction to Silicon tracking detectors. In Chap. 3.3 I review R&D efforts aimed

at developing thin, high performance sensors using the CMOS pixel sensor technology. In Chap. 3.4

I discuss the development and performance of a small-scale vertex tracker prototype built using

multiple planes of thinned CMOS sensors, and I present the conclusions of this work in Chap. 3.5.
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Table 3.1: Comparison of the performances of the DELPHI, ATLAS and BABAR detectors and
the targeted performance for the ILC detector [62, 115, 116, 119]. The calorimetry figure of merit
(FOM) is the jet energy resolution 3 � y &��}@ y & , the tracker FOM is the resolution of the inverse
transverse momentum 3 �j �@BA C � , and the vertex tracker FOM is the impact parameter resolution 3 476 .
All values of energy y and transverse momentum

AVC
are expressed in GeV and GeV/c, respectively.

No jet energy resolution is quoted for BABAR because jet formation does not occur at � s 8ß� c .

Detector FOM DELPHI BABAR ATLAS ILC (target)3 � y &��}@ y & NQÍ �j�� ¯ NQÍ ���� ¯ :Ù�����, k× NQÍ É� ¯
3 �j �@BADC�� Gü�� "� � � : NQÍ N U��g	� ���- \*xq9: NQÍ a U�
g	� ���fG��� "� � � : NQÍ N UëÉg	� � ì��� � �Ô�� "� ���
35476 (

(
m)

F��o: # �g�� � ì��� �  k�o: � Ng	� � ì���� �  H R: Î Ég	� � ì��� � ��: U Ng	� � ì��� �
3.2 Introduction to Silicon Detectors

Several requirements drive the choice of sensor technology for use in vertex tracking de-

tectors. The sensors must have excellent spatial resolution in order to precisely extrapolate particle

tracks, they must be thin in order to reduce multiple scattering, and they must be capable of fast

readout. In addition, the placement of these sensors at small radii close to the beam results in large

particle fluxes. The sensors must therefore be capable of withstanding high radiation doses, and

they must be highly granular to facilitate pattern recognition in the environment of high hit density.

These requirements may be met a particular class of Silicon tracking detectors called monolithic

pixel sensors.

Silicon tracking detectors play a major role in all current and foreseen high energy physics

experiments, and excellent reviews of these devices are available in [120, 121]. The most basic

Silicon detector consists of a layer of Silicon sandwiched between two electrodes with an applied

voltage as shown in Fig. 3.5. Ionizing radiation incident on the sensor excites electrons from the

valence band to the conduction band, leaving ‘holes’ in their place. These electrons and holes drift
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Figure 3.5: A simple Silicon sensor composed of a Silicon layer sandwiched between two electrodes
with an applied voltage [120].

in opposite directions along the applied electric field lines and induce a current, which is amplified

and read out.

Although this simple example demonstrates the basic principle of charge generation and

collection in Silicon detectors, such a device is not of practical use. The reason is that in pure

Silicon, there is a large density of free charge carriers, resulting from the promotion of electrons to

the conduction band via thermal excitation. As a result, a large current flows through the Silicon as

a result of the applied voltage, even in the absence of incident radiation. The charge generated by

ionizing radiation, typically of order 10,000 electron-hole pairs per centimeter of Silicon traversed,

would therefore be undetectable in the presence of this large current. Practical devices therefore

require the use of impure Silicon, which is achieved using a process called doping.

Pure Silicon consists of a crystal lattice in which the atoms are interconnected via four

covalent bonds. In p-doped Silicon, some of the Silicon atoms are replaced by atoms with one fewer

valence electron. These atoms capture an electron from the valence band, thus contributing a hole in

its place which acts as a positive free charge carrier. In n-doped Silicon the dopant has an additional
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Figure 3.6: Schematic of a p-n junction [120]. P-type and n-type Silicon are placed in contact
(left). The net charge of the mobile electrons and holes (circled) is balanced by the charges of the
nuclei (middle). The p-n junction is reversely biased by applying the positive node to the n-side and
negative node to the p-side (right).

valence electron and contributes an electron to the conduction band. In both cases the net charge

of the doped Silicon is zero, since the additional mobile charges are balanced by the charges of the

nuclei. Modern devices use both p-doped and n-doped Silicon, sandwiched together to form a p-n

junction. An external potential is applied to the device with the positive node attached to the n-side

and negative node to the p-side, as shown in Fig. 3.6. This configuration is called a reversely biased

p-n junction, and forms the basis of modern Silicon detectors. The applied voltage draws the free

charge away from the junction, resulting in a depletion region in which the net charge is non-zero

and therefore an electric field is present. The width of the depletion region grows as the voltage is

increased, and the entire device can be depleted by applying a sufficient voltage. In a fully-depleted

device, the free charge carriers are removed but the electric field is still present. However, a small

leakage current flows through the device even in the absence of incident radiation, due to a sparse

population of electrons promoted to the conduction band via thermal excitation. Charge generated

by ionizing radiation drifts along the electric field lines, and results in a detectable modulation of
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Figure 3.7: Layout of single-sided (left) and double-sided (right) Silicon microstrip detectors [122].

the current flowing through the circuit.

3.2.1 Silicon Microstrip and Hybrid Pixel Detectors

The oldest and simplest realization of Silicon tracking detectors are called microstrip de-

tectors. These devices consist of a thin, highly-doped layer of p � -type Silicon on a high resistivity

(low doping concentration) n-type Silicon substrate2 , with a thin, highly doped n � -type layer form-

ing the backplane. Position information can be obtained by segmenting the p � Silicon and its

corresponding electrode into strips. The signal on each strip can be read out from the side of the

device, providing 1-dimensional position information as shown in Fig. 3.7 (left). Such devices are

called single-sided microstrip detectors. To provide 2-dimensional information, the n � -type Silicon

and its corresponding electrode are also segmented into strips oriented at an angle with respect to

the p � strips as shown in Fig. 3.7 (right), resulting in double-sided microstrip detectors. Silicon mi-

crostrip detectors have been implemented in numerous high energy physics experiments, including

the LEP experiments as well as the two general purpose experiments at the LHC, ATLAS [116] and

CMS [123]. However, microstrip detectors are not suitable for environments of extremely high hit¨
Devices consisting of a thin layer of n � type Silicon on a p-type substrate are also used.
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Figure 3.8: Schematic side-view of a hybrid pixel sensor (left) and diagram of the hybrid pixel
sensors used at the CMS experiment (right) [124].

density, such as near the beam-pipe where the vertex tracking detectors are placed. This is because

high particle fluxes result in ambiguities in the position of the particle hits, due to the projective strip

geometry. To solve this problem, the sensor must be finely segmented in two-dimensions, resulting

in an array of pixels. However, in such devices the signal on each pixel cannot be read out from

the side of the sensor as in microstrip detectors. Therefore a separate electronics readout chip is

used, which consists of an array of readout circuits corresponding to the sensor pixels. This chip is

placed on top of the sensor, and the pixels and their corresponding readout circuits are electrically

connected via small balls of solder called bump bonds. This device is called a hybrid pixel detec-

tor, depicted in Fig. 3.8. Hybrid pixel detectors were first used at the WA94 [125] and DELPHI

experiments at CERN, and have been adopted by the ATLAS and CMS experiments, in the environ-

ments of high hit density near the beam-pipe. Although the technology has been very successful,

hybrid pixel detectors are also not suitable for application in the vertex tracker at a TeV-scale lepton

collider. The primary reason is that the readout chip introduces additional material budget which

exceeds the requirements at a future lepton collider. In addition, the pixels cannot be made smaller
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than the size of the bump bonds and readout circuits and the spatial resolution is therefore limited.

It is therefore necessary to consider alternative Silicon detector technologies.

3.2.2 Alternative Silicon Detector Technologies

A variety of Silicon detector technologies have been proposed to overcome the obstacles

discussed above. The oldest such technology is the charge-coupled device (CCD); the application of

CCDs in vertex trackers is discussed in [126]. CCDs are pixel sensors realized on a high-resistivity,

partially depleted substrate. To read out the signals, the charge on each pixel is shifted laterally

across the detector by applying a sequence of bias voltages to an array of electrodes on top of the

pixels. The charge is transferred to an output electrode connected to an amplifier, so that the readout

electronics can be placed next to the sensor. CCDs have been used successfully in vertex tracking

detectors for several experiments, including the VXD3 detector at SLD, which has achieved the best

impact parameter resolution to date [117]. However, CCDs have several important drawbacks which

limit their applicability for a future lepton collider. First, the devices typically cannot withstand large

radiation doses. This is because radiation causes defects in the Silicon which trap charge as it moves

across the detector, resulting in loss of signal. CCDs must also be cooled, which requires additional

material which contributes to multiple scattering.

One promising technology for the vertex tracking detector at a future lepton collider is

the DEPFET3 [127] device. This technology offers a high-resistivity, fully depleted device with

integrated in-pixel amplification. Furthermore, these devices may be thinned to achieve the material

budget constraints at a future lepton collider. The DEPFET device consists of an array of transistors,

with an n-doped implant buried beneath each transistor. Charge generated by ionizing particlesý
DEpleted P-channel Field Effect Transistor
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collects on the buried implant and modifies the gate voltage, modulating the current flowing through

the transistor. A custom chip placed next to the sensor is used for the readout of the pixels. One

drawback of this process is that it relies on a proprietary process currently available only at the Max

Planck Institute in Munich, Germany, which originally proposed and developed the technology.

3.2.3 CMOS Monolithic Active Pixel Sensors

Another promising technology, which is used for the studies described in this thesis, is

the CMOS4 monolithic active pixel sensor (MAPS). CMOS pixel sensors were first developed in

the 1990’s as an alternative imaging device to CCDs [128]. This technology adapted the existing

CMOS manufacturing process, originally developed in the 1960’s. Since then the CMOS process

has undergone decades of industry-driven R&D for use in various digital logic devices, including

microprocessors, RAM and storage memory. CMOS sensors for tracking applications were first

adapted in 2001 [65], and have undergone significant R&D efforts performed in large part at IPHC5

in Strasbourg, France. These studies demonstrate that CMOS sensors are capable of achieving low

noise, adequate readout speed, excellent spatial resolution and adequate tolerance to radiation [122,

129, 130]. These devices are currently undergoing R&D for application in the heavy flavor tracker

upgrade of the STAR experiment [118] at the Relativistic Heavy Ion Collider, which will use thin

CMOS sensors and a detector geometry similar to that envisioned for the ILC VTX.

The crucial advantage of CMOS MAPS is that the readout electronics and sensitive vol-

ume are integrated on a single substrate, resulting in monolithic devices. This allows amplification

and signal processing electronics to be embedded in the individual pixels. A diagram of a CMOSr
Complementary Metal Oxide Semiconductor.�
Institut Pluridisciplinaire Hubert Curien
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Figure 3.9: Layout of a CMOS monolithic active pixel sensor [122]. The readout electronics and
the sensitive epitaxial layer (epi-layer) are integrated on the same Silicon substrate. The figure is
not to scale.

MAPS is shown in Fig. 3.9. A 300-500
(

m thick layer of low-resistivity bulk Silicon functions

as the substrate and provides rigidity and mechanical support. A 10-20
(

m thick layer of epitax-

ial p-type Silicon (epi-layer) with lower doping concentration is grown on top of the bulk Silicon.

The full sensor and epi-layer thickness are determined by the CMOS manufacturing process. The

epi-layer functions as the sensitive volume of the detector. It contains an array of n-doped im-

plants which form potential wells for electrons and act as charge collection diodes, surrounded by

p � -doped implants which form potential barriers and are used to integrate the in-pixel electronics.

Due to the manufacturing process, the maximum achievable depletion voltage is limited to a few

volts. The detector is therefore mostly undepleted, with the exception of a shallow depletion zone

of order Ä 1
(21

near the charge collection diode. Electrons generated by ionizing radiation diffuse

thermally throughout the epi-layer, in contrast to drifting along electric field lines as in depleted

detectors. Electrons which approach the boundaries with the p-doped Silicon are reflected by the

potential barriers, and they are collected on the diodes if they reach the shallow depletion zone
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Figure 3.10: The 3-T circuit architecture (left) and the voltage at the charge collection node (red
circle) as a function of time (right). The reset transistor (M1), source follower transistor (M2), and
row select transistor (M3) are indicated. Images from G. Deptuch.

before recombining.

The baseline readout electronics for each pixel is formed by three NMOS transistors (3-T)

embedded in the p � -doped implants. The 3-T circuit architecture is depicted in Fig. 3.10 (left) and

the voltage at the charge collection node as a function of time is shown in Fig. 3.10 (right). The

readout cycle consists of the following sequence. First, the reset transistor is opened, which draws

the voltage at the charge collection node to the bias voltage VDD. After the reset, leakage current

flows through the diode, hence lowering the voltage at the charge collection node. Additional charge

generated by ionizing radiation which reaches the depletion zone results in a sharp voltage drop. The

source-follower transistor buffers the voltage signal to the pixel output. The signal is read out from

the pixel by opening the row select transistor. Next the reset is issued again, and the cycle repeats.

The full pixel array is read out serially by applying the proper voltage sequence to the row and

column selection switches. A network of metal traces embedded in the passivation oxide on top of

the sensor delivers the bias voltages and clock signals and reads out the signals from the pixels.

The drawbacks of the CMOS pixel technology stem from the limited depletion voltage
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that can be applied to the sensitive volume. This results in longer charge collection times and a

reduction of the total collected charge with respect to a depleted detector of the same thickness. In

addition, CMOS sensors cannot withstand the extremely high annual radiation doses of order
 "� U �

neutrons/cm a which are expected at the innermost layer of the LHC vertex tracker. Such doses

result in defects in the Silicon which decrease the charge carrier lifetime and result in signal loss.

However, these problems are not prohibitive for application in the vertex tracker at a future lepton

collider. The achievable charge collection time is of order 100 ns. This is sufficient to provide the

required time resolution, since the beam structure foreseen for the ILC will provide intervals of 185-

1000 ns between bunch crossings [61]. Although the collected charge is reduced, CMOS sensors

can achieve extremely low noise, and sensors with signal-to-noise (S/N) ratios in excess of 30 have

been produced [130]. Although currently available CMOS sensors are not capable of withstanding

the radiation dose in an environment such as the LHC, they are capable of withstanding the sub-

stantially smaller doses at a high energy lepton collider. This annual dose is expected to be of order "� U N neutrons/cm a at the innermost vertex tracker layer. The CMOS pixel technology also offers

several advantages with respect to other detector technologies. Decades of industry-driven R&D

have resulted in a production process capable of achieving low-noise devices with small feature

size and low power dissipation, which are cheap and widely available via standardized commer-

cial processes. CMOS pixel sensors also have the potential for sophisticated in-pixel functionality,

and for on-chip data processing such as analog-to-digital conversion (ADC) by placing ADCs at

the periphery of the chip. Most importantly, the monolithic structure removes the need for addi-

tional readout electronics chips. Furthermore, since the charge generation is confined primarily to a

thin 10-20
(

m epi-layer, the devices can be thinned to meet the material budget constraints. These
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numerous advantages motivate the R&D effort to produce CMOS sensors capable of meeting the

physics requirements at a future lepton collider.

3.3 Backthinning Studies

Because the sensitive layer of a CMOS MAPS device is 10-20
(21

thick, it is in prin-

ciple possible to produce thin sensors by removing most of the supporting bulk Silicon, a process

known as backthinning, without affecting the sensor performance. Previous studies [131, 132] have

yielded some successful results by thinning full Silicon wafers, but they have also reported prob-

lems in charge collection due to the thinning process. We carry out a research program in order to

demonstrate the feasibility of producing thin CMOS sensors without degrading their performance

by characterizing individual sensors before and after backthinning and comparing results [63]. The

Mimosa-V chip produced at IPHC Strasbourg in the 0.6
(21

AMS-OPTO process, described in

detail in [133, 134], is chosen for this study. This chip is chosen because the large reticle size of �Ì>1ü1 �/ kÖ>1ü1
allows individual diced sensors to undergo the backthinning processes. The chip

features four independent sectors, each consisting of an array of 510
�

512 pixels. The epi-layer

is 14
(

m thick, the full wafer is 550
(

m thick, and the center-to-center distance between adjacent

pixels, known as the pixel pitch, is 17
(

m. The experimental test setup is shown in Fig. 3.11. The

chip is attached to a mezzanine card, which is mounted on a custom readout board. The readout

board features four 14 bit ADCs which simultaneously digitize the signals from the four sectors, and

a Field-Programmable Gate Array (FPGA) which generates the clock signals and collects the data

from the ADCs. To study the effect of backthinning on the sensor performance, an individual chip

is first attached to the mezzanine card using a removable glue. After the characterization procedure
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Figure 3.11: Experimental test setup for the CMOS pixel sensors. The sensor (1) is mounted to the
mezzanine card (2) which is installed on the custom readout board (3). The readout card features a
FPGA (4) and four ADCs (5). The laser diode (6) is also indicated.

described in Chap. 3.3.1 is performed, the chip is removed from the mezzanine card by removing

the wire bonds and then placing it in a heated solvent bath which removes the glue. The chip is then

sent to Aptek Industries [135], where it undergoes the backthinning process. The chip is mounted to

stainless steel grinding plates using hot wax and backthinning is performed using a wet grind pro-

cess, followed by a polishing procedure. As will be demonstrated below, this procedure can achieve

sensor thicknesses of Ä 40-50
(

m without degrading the sensor performance. After backthinning,

the chip is permanently mounted on the mezzanine card and the characterization procedure is re-

peated. Comparison of the results before and after backthinning allows us to determine the effect of

backthinning on the sensor performance.
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Figure 3.12: A cluster reconstructed with a CMOS pixel sensor. The signal value is represented as
the height of the column corresponding to each pixel. The tall red columns are pixels associated to
the cluster, the remaining pixels fluctuate due to the detector noise.

3.3.1 Sensor Characterization Procedure

The characterization procedure consists of testing with a radioactive source, lasers of

various wavelength, and a 1.5 GeV �J� beam. The first step is the measurement of the detector

gain using a radioactive source. In our setup, the voltages at the pixel outputs are amplified and

digitized using ADCs, and the signal on each pixel is thus measured in units of ADC counts. In

order to measure the charge collected on the pixels, the charge corresponding to an ADC count

must therefore be measured. This is performed using a radioactive � � Fe source which emits 5.9 keV

X-rays. If the X-ray deposits its energy in the shallow depletion region near the charge collection

diode, the full charge corresponding to 1640 electrons is collected by the readout diode. This value

is calculated by dividing 5.9 keV by 3.6 eV, the average energy required to produce an electron-hole

pair in Silicon. If the X-ray deposits its energy elsewhere, only a fraction of the total energy is

collected and is spread among several neighboring pixels. This results in either a single pixel or a

group of contiguous pixels with large signal values, known as a cluster and depicted in Fig. 3.12.
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To measure the energy deposited by ionizing radiation, a cluster search is performed by scanning

the detector for pixels with S/N values exceeding a given threshold. These pixels are designated as

cluster ‘seeds’, and the neighboring pixels are tested for addition to the cluster by requiring that they

exceed a second, lower S/N threshold. The sum of the signal values of the pixels associated to the

cluster is known as the cluster pulse height, and measures the total collected charge generated by the

ionizing radiation. The distribution of pulse heights resulting from reconstructing a large numbers

of clusters induced by the radioactive source has a peak resulting from the X-rays whose energy is

fully collected, as shown in Fig. 3.13 (top). A Gaussian is fitted to this peak, and the mean of the

Gaussian gives the number of ADC counts corresponding to 5.9 keV. By dividing 1640 electrons

by this value, the ADC count calibration is determined, yielding typical values of 6-8 electrons per

ADC count.

The next step is the characterization of the sensors using lasers of various wavelength.

Here we make use of the fact that the penetration depth for photons in Silicon is strongly dependent

on wavelength. We use an 850 nm laser which has a penetration depth of about 20
(

m and a 1060 nm

laser which has a penetration depth of about 1 mm. By measuring the collected charge generated

by these lasers, it is possible to probe charge generation confined primarily to the epi-layer using

the 850 nm laser and charge generation throughout the full wafer thickness using the 1060 nm laser.

The setup consists of a laser diode pig-tailed to a 6
(

m optical fiber terminated on an aspheric lens

doublet, providing a collimated beam with a nearly Gaussian profile which is incident on the sensor.

The data is analyzed by selecting a fixed 25
�

25 pixel matrix centered on the beam maximum and

determining the average pulse height over several hundred events. The resulting cluster pulse height

distributions are shown in Fig. 3.13 (middle).
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An important figure of merit for Silicon tracking detectors is the amount of charge gener-

ated by a charged particle traversing the sensor, since this is directly related to the track reconstruc-

tion efficiency of the full tracking detector. The Bethe-Block equation [24] determines the energy

deposited per unit length by a charged particle in a material, known as specific ionization and de-

noted by xJy @ x�z , as a function of the particle momentum
A

(see Fig. 2.9). The xJy @ x�z vs.
A

curve

has a minimum near 1 GeV/c which depends on the particle type. A particle with a momentum in

the neighborhood of this minimum is known as a minimum ionizing particle (MIP). It is convenient

to define the sensor figure of merit as the collected charge induced by a MIP, since this determines

the minimum amount of charge that will be generated by a charged particle traversing the sensor.

The collected charged induced by MIPs is studied at the Advanced Light Source (ALS) [136] facil-

ity at LBNL. A 1.5 GeV � � beam is extracted from the booster ring and strikes the sensor under test.

The readout cycle consists of a reset followed by a period of integration time, during which leakage

current flows through the diode. The voltage signal on each pixel is sampled three times in intervals

of 84 ms, called frames, after the reset. The readout sequence is synchronized with the 1 Hz booster

extraction cycle and the beam strikes the sensor just before the second frame. The empty frames are

used to measure the noise and the voltage drop on each pixel between frames induced by the leakage

current, known as the pedestal values. For each pixel, the signal in the first frame is subtracted from

the signal in the second frame to remove the signal base level. The pedestal values of each pixel are

then subtracted to isolate the signal generated by the incident electrons. The distribution of cluster

pulse height follows the Landau distribution, which describes the stochastic process of energy loss

of a particle as it undergoes multiple interactions while traversing a layer of material. The resulting

cluster S/N distributions are shown in Fig. 3.13 (bottom). The amount of charge corresponding to
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Table 3.2: Summary of results of the backthinning of 2 CMOS sensors thinned to 50
(

m and
39
(

m [63]. Displayed are the relative changes after backthinning in the mean noise, mean of
a Gaussian fitted to the 5.9 keV X-ray peak of a radioactive � � Fe source, mean collected charge
induced by the two lasers, and the most probable value of a Landau function fitted to the collected
charge distribution from the 1.5 GeV e � ALS test beam. All figures are expressed in percent values
and given in terms of mean

I
RMS for the four sectors of a single chip.

Thickness ( ��� ) Noise �	� Fe 850 nm 1060 nm 1.5 GeV Ç%Ô
50 +3

I
7 -7

I
8 -16

I
6 -16

I
10 -9

I
7

39 +8
I

13 +2
I

2 -10
I

6 +130
I

42 +2
I

4

the most probable value of a Landau function fitted to the data provides the desired figure of merit,

the charge induced by a MIP.

3.3.2 Backthinning Results

The results of the comparison of sensor performance before and after backthinning for

two chips, one thinned to 50
(21

and one to 39
(21

, are summarized in Table 3.2 and displayed in

Fig. 3.13. Data from the radioactive � � Fe source and 1.5 GeV ��� beam indicate that neither the ADC

count calibration nor the response to minimum ionizing particles is significantly affected by the

backthinning process. The detector noise also does not change significantly after backthinning. The

laser output has been monitored using a Silicon photodiode and is found to be stable to about 10%.

Results from the 850 nm laser therefore show that no significant change in the charge generation

and collection in the epi-layer is caused by the backthinning process. However, a large increase

in the collected charge induced by the 1060 nm laser is observed for the chip thinned to 39
(21

.

This may be due to changes in the optical properties of the back-plane due to backthinning, but this

does not alter the sensor response to charged particles. We therefore conclude that no significant

performance degradation is observed after backthinning CMOS pixel sensors to 50
(

m and 39
(

m,

which meets the ILC material budget requirements.
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Figure 3.13: Comparison of the performance of CMOS pixel sensors thinned to 50
(

m (left) and
39
(

m (right) before and after backthinning [63]. The performance before thinning is indicated by
the solid red histogram, the performance after thinning is indicated by blue points with error bars.
Displayed are the cluster pulse height distributions from the radioactive � � Fe source (top), from the
850 nm laser (middle), and the S/N distributions from the 1.5 GeV e � beam (bottom).
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3.4 A Small-Scale Vertex Tracker Prototype

After demonstrating that the performance of CMOS pixel sensors is not affected by thin-

ning them to meet the ILC material budget requirements, it must be demonstrated that these sensors

are capable of providing the tracking and vertexing performance required by the ILC physics pro-

gram. For this purpose we have constructed a small-scale vertex tracker prototype called the T966

pixel telescope, which consists of multiple planes of thinned CMOS sensors. The detailed setup and

performance of this pixel telescope are documented in [64]. Although extensive studies have been

carried out [62] in order to determine the required specifications for the tracking and vertexing per-

formance of the ILC VTX, it is essential to validate these studies with real data collected in realistic

operating conditions and hit occupancy levels. To accomplish this, the performance of the T966

pixel telescope is studied using a proton beam at the Fermilab Meson Test Beam Facility (MTBF)

and an electron beam at the LBNL Advanced Light Source.

3.4.1 Setup and Readout

The T966 telescope was deployed at the MTBF in Summer 2007, which provides a

120 GeV proton beam extracted from the Main Injector of the TeVatron and attenuated through

a pinhole collimator. The telescope consists of four planes of thinned CMOS sensors spaced 15 mm

apart as shown in Fig. 3.14. This geometry is similar to that envisioned for the ILC VTX, which

will consist of 5 or 6 layers spaced 11 mm apart located at radii from 15 to 60 mm. In addition to

the four telescope layers, remotely-controlled mechanical stages allow an additional ‘detector under

test’ (DUT) to be placed 20 mm downstream from the telescope, and a Copper target to be placed

30 mm upstream. This target is used for studying the vertexing performance by reconstructing ver-
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Figure 3.14: Left: photograph showing the layout of the small-scale vertex tracker prototype. Shown
are the four layers of the tracker and the detector under test (DUT), mounted on the carrier board. A
thinned CMOS sensor is indicated by the red square. Right: event display of the tracker prototype at
the 120 GeV proton beam at the Fermilab MTBF. A six-track vertex resulting from a proton-Copper
interaction is displayed [64].

tices formed by interactions between the incident protons and the target. The telescope is composed

of Mimosa-V chips thinned to (50
I

7)
(

m by Aptek Industries. Each chip is glued to PC boards

mounted to a carrier board and held fixed with precision mechanics. The carrier board is interfaced

to the same custom readout board used for the backthinning studies discussed in Chap. 3.3. This

assembly is mounted inside an optical enclosure, installed and aligned with the beam-line so that

the protons traverse the four telescope planes at normal incidence. The system is cooled to approxi-

mately 20 | C by flowing cold air through the enclosure. Finger scintillators mounted just in front of

the enclosure provide the trigger and define a fiducial area of approximately 1 cm a corresponding

to the detector surface. The readout cycle consists of a reset followed by two frames of one sector

of each sensor. The data is processed online by a control PC using a dedicated LabView program

which subtracts the pixel signals in the first frame from the second to remove the base levels, per-

forms pedestal subtraction, noise computation and cluster identification and records the addresses

and pulse heights of the identified clusters. The data is then converted into the Linear Collider
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Figure 3.15: Screen display of the online-monitoring software for the tracker prototype. Displayed
are the noise distributions, cluster pulse height distributions, number of clusters per event, and the
coordinates of the clusters for the four detector planes of the tracker. The structures at large pulse
height values are due to noisy pixels and lines which are removed in the offline analysis.

Input Output (LCIO) [137] format for offline analysis, which is performed using the LCIO-based

C++ Marlin framework [138] discussed below. The proton beam intensity varied from an average

hit density of 0.07 up to 0.7 hits/mm a with local densities up to 5 hits/mm a . For comparison, the

average hit density is expected to be in the range 0.2-1.0 hits/mm a for � � � � collisions at 500 GeV

with local hit densities up to 5 hits/mm a . In order to provide online monitoring of the tracking

detectors, I contributed a custom C++ based program. A screen display of this software is shown in

Fig. 3.15. The sparsified data consisting of the addresses and pulse heights of the clusters is written

to ASCII files, and this data is copied event by event to a temporary buffer. The online monitoring
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program reads this buffer and calculates the number of reconstructed clusters in each event, their

pulse heights and 2-dimensional coordinates, and the noise values of the pixels in the detector, and

displays this information in histograms. This information is useful in determining that the detectors

are functioning as expected as well as ensuring that the proton beam is striking the detectors.

3.4.2 Simulation and Reconstruction

Simulation of the T966 telescope is performed with the GEANT-4 software [106], which

generates particle impact points in the sensors and the resulting energy depositions in the sensitive

volume, while accounting for surrounding material. This simulated data is stored in the LCIO

format, the same format used to store data, and passed to a Marlin module which performs CMOS

pixel simulation. The Marlin framework is used to analyze both the simulated events and data

collected with the tracker, facilitating the comparison of data and simulation. Individual software

modules perform the dedicated tasks of cluster searching, hit reconstruction, pattern recognition and

track fitting, and vertexing.

Hits are reconstructed on each detector as clusters with pulse heights exceeding a thresh-

old S/N ratio. The selected clusters have an average pixel multiplicity of 2.35 and S/N ratio of 10.3,

in good agreement with simulation as shown in Fig. 3.16. The position of the particle hit is taken to

be the center of gravity of the charge on the pixels associated to the cluster. Simulation predicts that

the spatial resolution of a single detector, known as the single point resolution, is (1.7
I

0.02)
(

m

for a cluster S/N value of 20, in excellent agreement with the measured value of 1.7
(

m obtained

while operating the detector cold as reported in [133]. This excellent spatial resolution is achieved

by interpolating the charge collected on several pixels.

The hit positions are adjusted to a common reference system defined by the position and
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Figure 3.16: Comparison between tracker data (points with error bars) and simulation (histogram)
of the pixel multiplicity in reconstructed clusters [64].

orientation of the layer 1 detector. The origin of the reference frame is the center of the layer

1 sensor, while the orientation is specified by three axes pointing along the vertical and horizontal

directions of the sensor plane and one orthogonal to the plane. To adjust the hit positions on the other

detectors, the relative translational offsets with respect to the origin ( ��z , � ö , � � ) and rotational

offsets with respect to the three axes defined by the layer 1 orientation ( � b º , � b ô , � b�� ) must be

determined, giving 6 alignment parameters per detector plane. This is performed using a track-

based alignment procedure performed using a large sample of well-isolated tracks. The alignment

parameters of each detector plane are adjusted while minimizing the sum of the squared distances

between each track hit and the track position extrapolated to the plane of the given hit for all tracks. I

wrote software which stores and reads these alignment parameters from a database using the Linear

Collider Conditions Database (LCCD) [139] toolkit, a LCIO-based C++ framework which offers

full database functionality and straightforward implementation. These alignment parameters are

stored in LCIO files and are read from the database at run-time. Due to mechanical fluctuations

resulting from thermal variations from day to night, the alignment procedure is repeated for each
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Figure 3.17: The tracker alignment parameters for four days of data collection [64].

day of data taking and variations of 6-7
(

m are observed, as shown in Fig. 3.17. This variation is

consistent with the measured stability of the mechanical mounting.

3.4.3 Tracking Procedure and Results

Particle tracks are reconstructed from the identified hits using a straight track model. Hit

pairs on separate detector layers are used to form a track candidate provided that the extrapolated

track slope does not exceed a threshold value, which eliminates lower momentum particles resulting

from interactions upstream from the tracker and combinatoric backgrounds. Hits on the remaining

planes are tested for compatibility with the extrapolated track, which is then refitted using all asso-

ciated hits. Remaining hits which are not associated to a track are used for a second pass pattern

recognition. This tracking procedure has been validated using simulated events, in which the track

density is matched to that in data. This procedure predicts that the fraction of correctly assigned hits

to tracks with at least three hits is 0.93
I

0.01. The single point resolution is measured using tracks

with four associated hits, by examining the distribution of the distances on each plane between the

track-associated hit and the track extrapolation on that plane. This procedure yields single point
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resolutions of (2.85
I

0.04)
(

m and (2.29
I

0.18)
(

m using tracks with average cluster S/N values of

10 and 15, respectively, in good agreement with the result from simulation of (2.90
I

0.02)
(

m and

(2.08
I

0.02)
(

m.

The impact parameter resolution of the pixel telescope is studied using tracks with associ-

ated hits on layers 2, 3 and 4. The distance between the track extrapolated to layer 1 and the closest

hit, called the residual, is measured for a large sample of tracks. Because the spacing between lay-

ers 1 and 2 is 15 mm, the same distance envisioned between the interaction point and the innermost

layer of the ILC VTX, this procedure provides a realistic determination of the extrapolation resolu-

tion achievable at the ILC. The resulting residual distribution has a Gaussian width of (5.7
I

0.1)
(

m,

while simulation predicts (5.6
I

0.1)
(

m, as shown in Fig. 3.18 (left). This width is the quadrature

sum of the extrapolation resolution and the single point resolution of the layer 1 detector. To deter-

mine the extrapolation resolution the single point resolution is taken from simulation and subtracted

in quadrature from the width of the residual distribution, yielding 3 e º h�� 8 ��*,�fÖÔIÜ���- ���( µ and

3 e º h�� 8 ��*,�fF�I9���f���>( µ for average cluster S/N values of 10 and 15, respectively. The T966

telescope was also tested with the 1.5 GeV �W� beam at the LBNL ALS, where an extrapolation res-

olution of 3 e º h�� 8 �	×��f�VI�����*W�V( µ was obtained [63]. These results are displayed in Fig. 3.18 (right)

along with the targeted performance for the ILC VTX. This data demonstrate that the extrapolation

resolution required by the ILC physics program has been achieved with a small-scale, standalone

vertex tracker prototype composed of thin CMOS pixel sensors operated under realistic conditions

with airflow cooling.

To study the dependence of the extrapolation resolution on the detector S/N, we vary the

cluster pulse height S/N threshold, and plot the width of the residual distribution as a function of
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Figure 3.18: Left: The distribution of residuals on the layer 1 detector for data collected at the
120 GeV proton beam. Data is shown as points with error bars and simulation as the solid histogram.
The extracted width of a Gaussian fitted to the data is (5.7

I
0.1)

(
m. Right: measurements of the

impact parameter resolution at the 1.5 GeV electron beam and the 120 GeV proton beam (points
with error bars) compared to the targeted ILC resolution of 324B6 8 �	�o:� "�J@BADC���(21 [64].

the average cluster pulse height S/N. As shown in Fig. 3.19 for data and simulation, the width of the

residual distribution decreases from
�	���fÖ>IÒ���- ��E(

m to
��*,�fG»I0���f����(

m as the average cluster pulse

height S/N increases from 9.6 to 15.2. For comparison, the best S/N values achieved by CMOS

pixel sensors to date exceeds 30 [130, 140].

Another experimental challenge for the ILC VTX is to perform tracking in an environment

of high track- and hit-density. As mentioned above, one of the primary functions of the ILC VTX is

to identify tracks resulting from the decay of a meson containing a X quark. These decays result in

multiple charged tracks which are collimated, since the X quark is highly boosted due to the large CM

collision energy. The result is a large track- and hit-density in the core of a hadronic X jet, and it is

important to ensure that the tracking performance of the VTX does not degrade significantly in this

environment. We study the dependence of the tracking performance on the hit density by measuring

the fraction F of tracks with residuals greater than 2.5 3 from zero as the hit density is varied. The

hit density is quantified by the ‘distance-of-closest hit’ x���� , which is defined for each track as the

smallest distance between any hit not associated to the track on planes 2, 3, or 4 and the track
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Figure 3.19: The width of the layer 1 residual distribution as a function of the average pulse height
S/N of the clusters used to reconstruct the tracks. Data is shown as points with error bars and
simulation as a solid line [64].

extrapolated to that plane. The most probable value of x���� in the pixel telescope data is 0.19 mm,

while in the core of a X jet in the � � � � � � m N Ã � � X ] X process at 500 GeV this value is estimated

to be 0.4 mm. The fraction F is 0.04, 0.05 and 0.085 for x�����Ú 100
(

m, 75
(

m
� x���� � 100

(
m,

and x���� � 75
(

m, respectively, which is consistent with simulation and provides a measure of the

rate of outliers in the pattern recognition for high hit occupancy environments. This demonstrates

that the tracking performance does not degrade significantly in an environment of extremely high

hit-density.

3.4.4 Vertexing Procedure and Results

Vertexing studies are performed by placing a 4 mm thick Copper target 30 mm upstream

from the first layer of the pixel telescope. Protons that interact with the Copper target result in sec-

ondary particles, leading to multiple inclined tracks. These tracks are used both for alignment pur-

poses and to study the vertexing capability of the telescope. For this study the cluster S/N threshold

is reduced and the track slope requirement is relaxed in order to retain the inclined tracks. Vertices
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Figure 3.20: Distribution of the longitudinal coordinate of the reconstructed vertices in data with
the target in place (black points with error bars) and in a data control sample in which the target has
been removed (shaded histogram) [64].

are fitted using the VT [141] Kalman filter vertex fit algorithm developed for HERA-B [142] and

LHCb [143], which has been ported into a dedicated Marlin module. First, the tracking procedure is

performed and the resulting track collections are used to search for seed vertices. The requirements

for a seed vertex are two tracks consistent with originating from the same interaction point, which

must satisfy minimum hit multiplicity and minimum slope requirements to remove combinatoric

backgrounds as well as tracks resulting from protons that did not interact with the target. The re-

maining tracks are then tested for compatibility with the seed vertex. My contribution to this part of

the analysis was to extend the vertex search algorithm to include a second-pass pattern recognition.

The fitted vertex is considered as a track hit, and pairs of hits on the telescope planes that are not

associated to a track are used to form additional track candidates. The vertex is then refitted using all

associated tracks. The distribution of the coordinate of the reconstructed vertices along the beam-

axis � shows a clear peak at the target location in addition to a flat distribution due to combinatoric

backgrounds as shown in Fig. 3.20. This analysis is applied both to simulated events and to a data

control sample in which the target has been removed, which is used to estimate the combinatoric

backgrounds. The distribution of the vertex � coordinates is shown for data with and without the

120



Vertex Track Multiplicity
1 3 5 6

V
e

rt
ic

e
s

0

10

20

30

40

50

60

70

80

8742

Figure 3.21: Vertex track multiplicity for simulation (unshaded histogram) and data (points with
error bars). The shaded histogram shows the contribution from combinatorial backgrounds, deter-
mined by taking data without the target [64].

Copper target, which demonstrates that the data control sample is consistent with the sidebands of

the data target sample. In Fig. 3.21 the vertex track multiplicity for data and the simulation is com-

pared and excellent agreement is obtained. The average track multiplicity in the data is 2.74
I

0.09,

after subtracting off the contribution from the combinatorial backgrounds as determined by taking

data without the target. This value is in excellent agreement with the simulation, which predicts an

average track multiplicity of 2.73
I

0.04.

The resolution of the vertex position along the particle line of flight � , known as the lon-

gitudinal vertex resolution, is determined from the VT algorithm to be (260
I

10)
(

m for vertices

32 mm from the closest telescope detector plane. This value is validated using simulated events in

which a proton beam strikes the target, the resulting inclined tracks are reconstructed using the same

algorithm as for the data, and the position of the secondary vertex is determined using the VT algo-

rithm. The resulting pull distribution of the longitudinal vertex coordinate � (the difference between

the reconstructed and simulated � coordinates of the simulated secondary vertices, normalized to the

(260
I

10)
(

m measurement uncertainty determined from data), has a Gaussian width of 1.03
I

0.05,

confirming the accuracy of the resolution determined from the data. This resolution is compared to
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the expected longitudinal vertex resolution for the full ILC detector using GEANT-based simulation

software discussed in detail in Chap. 4.2.2. I have simulated a sample of X jets in the energy range

100-150 GeV which are reconstructed using a model of the full ILC detector, in which the primary

interaction point is 15 mm from the first sensitive layer. The LCFIVertex software package, dis-

cussed in Chap. 4.3.3, is used to reconstruct the secondary vertices in the X jet, and the longitudinal

vertex resolution, reweighted by the vertex track multiplicity to match that of the pixel telescope,

is determined to be (170
I

20)
(

m. This value is consistent with the resolution obtained from the

tracker data, taking into account that the distance between the interaction point and the first sensi-

tive layer, as well the inter-plane spacing and number of detector layers, are different from the ILC

VTX.

3.5 Conclusions

The effort to design and construct a detector capable of meeting the strict performance re-

quirements necessary to fully realize the physics potential of a TeV-scale lepton collider constitutes

an extreme experimental challenge. We have demonstrated the feasibility of producing thin CMOS

monolithic active pixel sensors which meet the ILC material budget constraints and used them to

construct a small-scale vertex tracker prototype. Tracking studies performed with charged particle

beams demonstrate that the impact parameter resolution required by the ILC physics program is

achievable with a vertex tracker based on thinned CMOS MAPS. The tracker prototype is also used

to reconstruct vertices from interactions of a proton beam on a Copper target, and a longitudinal

vertex resolution consistent with that expected for the full ILC detector is obtained.
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Chapter 4

Investigation of a Dark

Matter-Motivated Supersymmetry

Scenario at a Future Lepton Collider

4.1 Motivation

The primary strategy for searching for new physics is to directly produce new particles

by building accelerators capable of achieving large collision energies. This approach is motivated

by indications that Higgs production and BSM physics may be within reach of a lepton collider

operating at � s 8 ���f�²�ü TeV. Constraints on the Higgs mass have been derived from data collected

at LEP operating at � s 8  k�����ÏF���Ö
GeV (LEP2), and the lack of observation of the Higgs has

been used to place the 95% confidence level lower limit � ��Ú  H \*,��*
GeV/c a [144]. In addition,

just as precise measurements of electroweak observables obtained at LEP operating at � s 8 � Ý
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are indirectly sensitive to the top quark mass as discussed in Chap. 1.2, these measurements are also

indirectly sensitive to the Higgs mass [145]. Electroweak data from the LEP2 experiments has been

used to indirectly measure the Higgs mass as ��� 8  kFHÖ � Î �� � ÷ GeV/c a , giving the 95% confidence

level upper limit �!� � FH×H�
GeV/c a [13]. The proposed ILC would initially achieve a maximum

collision energy of 500 GeV and would produce the Higgs directly via the Higgsstrahlung process

provided that �"� �Ä *��H� GeV/c a , above the indirect limit from LEP2. This fact provides one of the

primary motivations for building a TeV-scale lepton collider.

In addition, a TeV-scale lepton collider may also produce new particles, and in particular

SUSY particles. If SUSY is to solve the hierarchy and gauge coupling unification problems, the

SUSY mass scale must satisfy �Òr � r ¬ �Ä 1 TeV. As discussed below, the neutralino DM candidate

particle is expected to have a mass of order 100 GeV/c a . In addition, constraints on the mass of the

lightest observable SUSY particle can be derived from the measurement of the anomalous magnetic

moment of the muon, which is sensitive to corrections mediated by loop diagrams involving SUSY

particles. If SUSY is to explain the observed 2.6 3 deviation between the SM prediction and the

measured value given by q e º gÕ � q r °Õ 8 ��*J�ÂIõ kG����Ù "� �VU N [146], the lightest observable SUSY

particle is required to have a mass in the range µ �Ä 400-500 GeV/c a [51]. Although LHC data will

be necessary to conclusively determine the SUSY mass scale, these considerations provide good

reasons to be optimistic that SUSY might be within reach of a TeV-scale lepton collider.

In order to motivate and direct the detector R&D effort for a future lepton collider, it is

necessary to perform detailed simulation studies of physics processes. This is necessary both to

assess the performance and sensitivity of the detector and to optimize its design. Because it is not

known which physics lies beyond the SM, it is necessary to choose multiple well-defined BSM
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scenarios and points in the parameter space of these scenarios, known as benchmark points, for

detailed study. These studies serve to ensure that the detector will be capable of making measure-

ments with the required precision regardless of which benchmark point is realized in nature. In

this analysis, which is documented in [68], a SUSY benchmark point is investigated which is mo-

tivated by cosmological observations of DM. A study of this scenario using a parametric detector

simulation has been performed in [147], but in this study I use full simulation and reconstruc-

tion with a realistic, detailed detector model. At this benchmark point, the SUSY DM candidate

is the lightest neutralino � N U and the neutralino relic density is determined by the rate of the an-

nihilation process � N U � N U � P>NO� XQ]X @ �D�Á��� . This rate depends on the properties of the
P�N

CP-

odd SUSY Higgs bosons, which are investigated by examining the � � � � � L N P N � XQ]X\XQ]X and

� � � � � L N P N � X ]X � � � � processes. In order to identify these processes above large multijet

backgrounds, a vertex tracker capable of realizing the X and � tagging performance discussed in

Chap. 3.1 is required. The goal of this analysis is to determine the achievable precision of measure-

ments of the
P»N

properties, which are used to constrain the neutralino DM candidate relic density.

To do so I use a suite of software packages which generate physics events resulting from �������
collisions inside the detector, simulate the detector response to the particles produced in the event,

and reconstruct the resulting events using the simulated detector data.

4.1.1 Cosmological Evidence and Constraints on Dark Matter

During the
F�� ¢å£

century, compelling evidence of the existence of DM has been gath-

ered [148]. The first evidence of DM came in the 1930’s from Fritz Zwicky’s observations of the

Coma galaxy cluster [149]. By observing the motion of galaxies in the cluster and applying the virial

theorem, Zwicky obtained an estimate of the total mass of the cluster. This estimate was larger by
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Figure 4.1: Left: velocity-of-rotation curve of the M33 galaxy [150]. The radial velocity is plotted as
a function of the distance from the center of the galaxy, measured in kiloparsecs (1 kpc=

���fFHGÔ�  "� É
light years). The data is represented as points with error bars and is fit with the solid line. The
dotted line represents the expected velocity-of-rotation curve if only luminous mass were present in
the galaxy. Right: Hubble image of the galaxy cluster Abell 1689 [151]. The cluster is composed
of numerous galaxies, visible as yellow clumps. The red and blue circular arcs are distant galaxies
whose light has been distorted by the massive cluster.

two orders of magnitude with respect to the expected mass based on the number of galaxies and

the luminosity of the cluster. This provided evidence that most of the mass in the cluster was non-

luminous, or dark. The most conclusive evidence for the existence of DM comes from observations

of galactic velocity-of-rotation curves, such as that of the spiral galaxy M33 [150], shown in Fig. 4.1

(left). The dependence of the radial velocity of stars on their distance from the galactic center de-

viates significantly from that expected by the observed distribution of luminous matter, indicating

the presence of a large amount of unseen mass. This result has been corroborated by multiple

observations of galaxies whose velocity-of-rotation curves show the same discrepancy [152].

Further evidence for the existence of DM comes from observations of the phenomenon
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Figure 4.2: Composite image of the bullet cluster [153]. The two pink clumps near the center of
the image indicate luminous matter primarily in the form of hot gas. The two blue clumps on either
side indicate the mass distribution determined using weak gravitational lensing data.

of gravitational lensing [154], in which a massive celestial object acts as a lens by causing light to

bend in the presence of its gravitational field. An example of this phenomenon is the observation of

the galaxy cluster Abell 1689 [151], imaged by the Hubble Space Telescope and shown in Fig. 4.1

(right). The massive galaxy cluster in the foreground causes bending of the light emitted by galaxies

in the background, which pass through the ‘gravitational lens’ en route to Earth. The amount of light

bending can be used to estimate the amount of mass in the Abell 1689 cluster, which far exceeds

the amount of luminous mass. This result has been corroborated with multiple observations of

gravitational lensing effects which indicate the presence of large amounts of unseen mass.

In addition, a particularly striking piece of evidence comes from the observation of the

bullet cluster [153] as shown in Fig. 4.2. This cluster was formed as two galaxy clusters collided

and passed through one another. The luminous mass is composed primarily of hot gas that emits

X-rays which are detected by the Chandra observatory [155]. Gravitational lensing data is used

to determine the distribution of the total mass in the cluster, which is spatially separated from the
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Figure 4.3: Full sky image of the CMB temperature map from the WMAP experiment [33].

luminous matter and indicates that most of the mass in the cluster is dark. These results have led to

near-unanimous consensus in the scientific community of the existence of DM.

The most precise measurements of DM come from observations of the leftover radiation

from the Big Bang, known as the cosmic microwave background (CMB). The Cosmic Background

Explorer (COBE) experiment [156] was the first to measure the minute temperature fluctuations

of the CMB. These measurements, in combination with those performed by several subsequent

experiments including WMAP [33], have yielded extensive information related to cosmological pa-

rameters and in particular the DM relic density. The recently launched Planck satellite [157] will

further refine these measurements. According to the Standard Model of cosmology, dark matter

in the early universe provided gravitational ‘seeds,’ leading to clumping of luminous matter. The

resulting matter distribution in the early universe is reflected in the pattern of temperature fluctua-

tions of the CMB photons, due to redshifting in the presence of the gravitational fields generated

by these clumps of matter. By accurately mapping out the spatial temperature distribution of the

CMB as shown in Fig. 4.3, WMAP has provided an extremely precise measurement of the amount
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of DM in the universe, quantified by the dark matter relic density � ó °�� a 8 ���- H "�.IÒ�����H��G
[33].

Here � ó ° 8$# ó ° @ # ò , where # ó ° is the dark matter mass density and # ò is the critical clo-

sure density of the universe. If the total mass-energy density in the universe # h 
 h exceeds # ò then

the universe will eventually stop expanding and begin to collapse, eventually resulting in a ‘Big

Crunch.’ If # h 
 h � # ò , the universe will continue to expand forever. The dimensionless quantity�
is defined by

L N 8  "�H� �
(km/s)/Mpc and is equal to 0.72

I
0.03 [33], where

L N is the Hubble

constant. For comparison, the density of luminous baryonic matter is �z � a 8 ������FH�EI �����H�H��G [33],

which demonstrates that DM constitutes Ä 83% of the matter in the universe. Further constraints on

DM can be derived by general considerations as discussed in Chap. 1.3. DM must be neutral, since

otherwise it would have been observed via its electromagnetic interactions. It also must be stable

on the timescale of the age of the universe, since otherwise it would have decayed by now.

Although there has been significant progress in the exploration of DM, there is still a great

deal that is not understood about it. Most importantly, it is not known what DM is composed of.

Several candidates have been proposed for the DM, which fall primarily into two categories: Mas-

sive Compact Halo Objects (MACHOs), dark celestial objects such as black holes, neutron stars,

white or brown dwarf stars, and Weakly-Interacting Massive Particles (WIMPs), elementary parti-

cles which interact via the weak interaction. MACHO searches have been performed by monitoring

the light from distant stars and searching for intervening objects which obscure the starlight. These

searches show that MACHOs cannot compose more than a small fraction of the observed DM relic

density [158]. Hot dark matter WIMPs, consisting of light particles such as neutrinos, are ruled out

because they would travel with relativistic velocities beginning in the early universe. This would

result in smearing of the distribution of luminous mass, in contradiction with observations of matter
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clumping in the universe. Observations of the CMB by WMAP imply �KV � a �ß�����, \* at 95% con-

fidence level [33], and neutrinos therefore cannot constitute more than a small fraction of the DM.

This leaves cold WIMPs as the experimentally preferred explanation of dark matter. Assuming that

cold WIMPs were produced thermally in the early universe and are left over from near complete

annihilation, the current WIMP density � � is given to within Ä  "� % by [159]:

� � � a 8 s N
# ò�@ � a ± *J�ä ³ � z i�/6  % 3 � d d'&)( � ���- b  �®}% 3 � d d*&+( � (4.1)

Here
s N is the entropy density of the universe, ³ � is the number of relativistic degrees of freedom

when the WIMP is no longer in thermal equilibrium, and z i � FH� . The WIMP annihilation cross

section is 3 � d d , & is the relative velocity of the WIMPs in the CM system, and the brackets denote

the thermal average of the product of these two quantities. If the WIMP density is equated with

the measured DM density � ó ° 8 ���fFH� , the result
% 3 � d d�&+(e� ���fÖ�  � } is obtained. This translates

to an estimate of the WIMP mass using the relation
% 3 � d d�&)( 8 ä q a @�× � a� , which leads to � � 8

Û �j "� a � GeV/c a assuming a weak-scale coupling constant q [66]. Although this argument gives

only an estimate of the WIMP mass, this estimate points to the same mass scale at which new

physics related to electroweak symmetry breaking is expected to manifest. This provides suggestive

evidence that new physics and DM are related.

4.1.2 New Physics and Dark Matter

There are many theories of the DM candidate, but none can be incorporated within the

SM, providing convincing evidence of the existence of BSM physics. This is supported by the fact

that there are several BSM scenarios, including SUSY and some theories with extra dimensions,

which introduce a neutral, stable, weakly-interacting massive particle which would be a natural DM
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candidate. If this scenario is correct, then WIMP DM is likely to be produced at the next generation

of particle colliders operating at the TeV-scale. No single measurement can determine the identity of

the DM; instead, it is only with the multiple measurements available at satellites, particle colliders,

and direct DM searches, leading to an understanding of the BSM scenario which incorporates the

DM candidate, that this question can be resolved [66]. This provides an integral role for colliders in

the quest to understand DM.

As discussed in Chap. 1.3, SUSY solves many of the problems intrinsic to the SM. SUSY

explains the origin of the sixteen order-of-magnitude discrepancy between the Higgs mass and the

Planck mass, known as the hierarchy problem, by regulating the quadratic divergences in radiative

corrections to the Higgs mass. SUSY also causes the three gauge coupling constants to unify at a

mass scale near the Planck mass, which is necessary if these forces originate from a Grand Unified

Theory (GUT). Most relevant to the discussion of DM however is the fact that R-parity conser-

vation implies that the lightest Supersymmetric particle (LSP) is stable, providing a natural dark

matter candidate particle. R-parity is defined by {p8 �j�� �� É ÿ z � ª � � a 	 , where B is baryon num-

ber, L is lepton number and s is spin. All SM particles have { 8 �  , while SUSY particles have

{ 8 �� 
. R-parity conservation is imposed because without it, the proton would decay at a rapid

rate, in contradiction with observation. As discussed in Chap. 1.3, the Minimal Supersymmetric

Model (MSSM) describes the simplest way to extend the SM to include SUSY. In most regions of

the MSSM parameter space, the LSP is the lightest neutralino � N U which is neutral, stable, and is

predicted to have a mass of order 100 GeV/c a . This particle therefore possesses all of the necessary

characteristics of the dark matter candidate. If this scenario is correct, the � N U particle will be pro-

duced and studied at the next generation of TeV-scale colliders. Of particular interest is the fact that
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this data can be used to predict the neutralino relic density � � � a . Although the � N U cannot decay

due to R-parity conservation, it can undergo annihilation with another SUSY particle. Assuming

that neutralinos were produced thermally in the early universe and that their number density
X � has

decreased over time due to annihilation processes,
X � as a function of time is given by [159]:

x X �xJÐ 8 �o��L N X � � % 3 � d d &)( �YX a� �WX ae�, � Ã (4.2)

where
X e-, is the neutralino number density in thermal equilibrium. The first term on the right hand

side of the equation is due to the dilution which results from the expansion of the universe, while

the second term accounts for the change in number density due to annihilation processes. The

Boltzmann equation allows
X e-, to be determined, and the velocity distribution is determined by the

Maxwell distribution. The only remaining unknown in Eq. 4.2 is the neutralino annihilation cross

section 3 � d d , which is determined by the mass and couplings of the � N U and of the particles which

interact with it. By measuring these properties at TeV-scale colliders and determining 3 � d d , it is

possible to determine the present value of
X � and hence determine � � � a . Comparison between

the neutralino relic density predicted from collider data and the measured dark matter relic density

from CMB observations may allow us to determine is DM is composed of SUSY particles. Agree-

ment between these two quantities would constitute a major achievement and breakthrough in our

understanding of DM.

The physics processes which determine 3 � d d and in turn � � � a depend on which point

in the MSSM parameter space is realized in nature. Because the MSSM contains over 100 free

parameters, it is convenient to work within the context of the specific model known as mSUGRA,

which is defined by only 5 free parameters: µ N , µ U�¥ a , P , � ½ `�� , and sign(
(

). It is assumed that all

SUSY particle masses are determined by µ N and µ U�¥ a , the scalar and fermion mass parameters at
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the GUT scale, which are evolved down to the TeV-scale via the renormalization group method to

give the spectrum of physical masses.
P

is a trilinear coupling term, � ½ `f� is the ratio of the vacuum

expectation values of the two Higgs doublets, and sign(
(

) is the sign of the higgsino mass parameter.

This reduced parameter space provides a convenient framework for defining benchmark points for

detailed study. In Fig. 4.4 (left), the two-dimensional µ N vs. µ U�¥ a slice of the mSUGRA parameter

space is displayed. In the bulk region at low µ N and µ U�¥ a , the dominant physics mechanism con-

tributing to ��� � a is the annihilation process � N U � N U �ZSæS
, which proceeds through t-channel exchange

of a slepton
ûS
as shown in Fig. 4.5a. In this region the predicted value of � � � a agrees with the result

from WMAP, but this region is disfavored because it tends to give a Higgs mass which is too light

and part of the region is ruled out by measurements of the X �)s"u
process [57]. As µ N and/or µ U�¥ a

is increased the sparticle masses increase, and in particular the slepton mass increases and causes the

rate of � N U � N U �TSQS
to decrease. This decrease in annihilation rate causes �»� � a to exceed the observed

relic density unless an additional mechanism contributes to the neutralino annihilation rate. In this

analysis we consider the LCC-4 benchmark point defined in [66] in the rapid annihilation funnel re-

gion displayed in Fig. 4.4 (left). LCC-4 is defined by µ N =380 GeV, µ U�¥ a =420 GeV,
P

=0, � ½ `f� =53,

sign(
(

)=+1 and � h 
 g =178 GeV, giving � � � ¤ =169.1 GeV and �Å��� =419.4 GeV. At this benchmark

point � � � a is determined by the s-channel annihilation processes � N U � N U � P N � X ]X @ � � � � as

shown in Fig. 4.5b, leading to � � � a =0.108 computed using the microMEGAS 2.0 [160] software,

in agreement with the relic density measurement from WMAP. This scenario will be first investi-

gated at the LHC, but the achievable precision on � � � a is extremely limited, of order 400% [66].

An �����H� collider operating at � s 8 1 TeV is necessary to achieve a measurement of � � � a with

precision approaching that from the WMAP experiment. At LCC-4, � � � a depends strongly on the
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P>N
mass as as shown in Fig. 4.4 (right). For � ��� 8 F � � the annihilation rate becomes maximal

and � � � a �)�
, but agreement with the observed relic density can be obtained if �Ï��� is close to but

not equal to
F � � � ¤ . Because the slope of � � � a vs. �/��� is steep, a Ä 10% measurement of � � � a

requires a Ä 0.5% measurement of �0�5� . Measurements of the
P N

width and decay branching ratios

provide additional information relevant to the determination of � � � a . In this analysis, I determine

the achievable precision on the
P�N

mass, width and decay branching fractions at a 1 TeV �������
collider by studying the ������� � LON\PoN�� X\]X\XQ]X and �Y����� � LON"PoN�� XQ]X �D�E��� processes. The

sensitivity of this analysis depends crucially on the ability to tag X and � jets to isolate signal events

from the large multi-quark jet backgrounds, and the jet-flavor tagging performance of the vertex

tracker is therefore critical. I also determine the improvement in the achievable precision on � � � a
provided by these measurements of the properties of the

P N
.

The rest of this chapter is organized as follows. In Chap. 4.2, I review the simulation and

reconstruction process used in the analysis. In Chap. 4.3, I review several software tools key to this

analysis. The analysis of the ������� � LONQP>N � XQ]XQX\]X process is presented in Chap. 4.4 and the

analysis of the ������� � LON\PoN�� X\]X �D�E��� process is presented in Chap. 4.5. Constraints on the

neutralino relic density are presented in Chap. 4.6, and the conclusions of this work are presented

in Chap. 4.7.
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Figure 4.4: Left: two-dimensional µ N vs. µ U�¥ a slice of the mSUGRA parameter space [67]. The
pink shaded region at large µ N is excluded because electroweak symmetry breaking does not occur
in this region, while the brown shaded region at large µ U�¥ a is excluded because it leads to a charged
LSP. The remaining light green shaded region is compatible with the DM relic density as measured
by WMAP. The arrows and dotted lines indicate the regions preferred by the exclusion limit on the
Higgs mass µ.� , measurements of the X �tsku

process, and the anomalous magnetic moment of the
muon ³ �ÒF . The LCC-4 benchmark point in the rapid annihilation funnel region, as well as the
bulk region, are indicated. Right: dependence of �>� � a on �/�5� . The horizontal red lines indicate
the

I� 3 limit on � � � a as measured by WMAP and the vertical blue shaded regions indicate the
regions of �Å��� compatible with the observed � � � a .
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Figure 4.5: Neutralino annihilation processes which contribute to �Â� � a . (a) Pair annihilation to a
lepton pair via t-channel exchange of a slepton. This process dominates in the bulk region at lowµ N and µ U�¥ a . (b) Pair annihilation to Xk]X or �D�E��� via s-channel exchange of the

P�N
SUSY Higgs

boson. This process dominates at LCC-4 in the rapid annihilation funnel region.
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4.2 Analysis of Simulated Physics Events

Analysis of simulated physics events proceeds according to the following procedure:y Generation of � � � � collisions occurring inside the detector and of the decay products result-
ing from the collision,y Simulation of the interactions between the final-state particles and the detector, and determi-
nation of the detector response,y Reconstruction of physics objects such as tracks and clusters using the simulated detector
data, as well as higher-order reconstruction including particle reconstruction, jet clustering,
and jet-flavor tagging,y Analysis of the reconstructed physics objects to extract the desired observables.

4.2.1 Generation

The first step of the process is to generate physics events resulting from an �W����� colli-

sion, which is performed using the Pythia 6.205 [161] software, taking into account beamstrahlung

effects [162]. The input required by Pythia includes the physics processes to be examined and the

values of the mSUGRA parameters, which are used by the Isasugra 7.69 [163] software to determine

the physical mass spectrum. Also required are the beam properties, including the 1 TeV CM energy.

The physics processes of interest include the signal process � � � � �ZL N P N
, which has a production

cross section 3 8  ���* fb and relevant branching fractions �%� �cL!N�� XQ]X � 8���� �cP>NÊ� XQ]X � 8 ���f×�Ì
and ��� �cLON � �D�Á��� � 8T��� �cPoN � �D�E��� � 8 ���- k�

. Also included are the SM background

processes, ������� � © � © � Ã moNkmoN Ã Ð ]Ð , and inclusive X"]X\XQ]X production. These have production cross

sections computed using CompHep 4.4.0 [164] of 0.17 pb, 3.0 pb, 0.19 pb, 0.63 fb, respectively,

where the contribution to inclusive Xk]X\XQ]X production from the
m N m N

channel has been subtracted

off. I choose the mSUGRA parameters corresponding to the LCC-4 benchmark point and assume

that the collider is operated for 5 years at a luminosity of
*O�Ï "� É � cm � a s �VU , yielding 2 ab �VU of
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Figure 4.6: Simulated full view (left) and 1/4 view (right) of the Large Detector Concept, one of the
four proposed detectors for the ILC [62]. The detector components are discussed in Chap. 4.2.2.

data (taking 1 yr=
 "�JÎ

sec). The output of Pythia is a list of events, with each event consisting of

a list of particle types and their 4-vectors corresponding to each particle produced in the collision,

as well as information which specifies the decay chain. These events are stored in the standardized

stdhep [165] file format and passed as input to the simulation software discussed below.

4.2.2 Simulation

Next, the interactions between the final-state particles generated by Pythia and the detector

are simulated using Mokka 06-03 [166], an ILC-specific implementation of GEANT-4, the same

simulation software used to simulate events for single sensors and the vertex tracker prototype

discussed in Chap. 3.4. The input required by Mokka includes the stdhep file produced by Pythia,

as well as a realistic, detailed model of the full detector. In this study we adopt the proposed

Large Detector Concept (LDC) described in detail in [167] and depicted in Fig. 4.6. The LDC

is based on a large volume Time Projection Chamber (TPC) which provides continuous charged
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particle tracking, surrounded by a Silicon-Tungsten electromagnetic calorimeter (ECAL) which

is finely segmented both transversely and longitudinally to allow 3-D shower reconstruction. A

five-layer Silicon pixel vertex detector (VTX) provides precise extrapolation of charged particle

tracks to their production points and is surrounded by two layers of Silicon strip detectors (SIT) to

facilitate track matching between the VTX and TPC. The ECAL is surrounded by a highly granular

iron-scintillator hadronic calorimeter (HCAL) which measures the energy of neutral hadrons. The

HCAL is in turn surrounded by a Superconducting coil providing a 4 T magnetic field. The flux of

the Superconducting coil is returned by a large iron return yoke located outside of the coil, which is

instrumented with multiple layers of resistive plate chambers for the identification of muons. This

detector design is optimized for excellent jet energy resolution using the particle flow algorithm

(PFA), discussed in Chap. 4.3.1, and also provides excellent angular resolution, necessary for the

accurate measurement of dijet invariant masses as required in this analysis. The VTX is optimized

for excellent impact parameter resolution, necessary for the high performance X and � tagging which

is used to isolate signal events from the large multi-quark jet backgrounds. The GEANT-4 softwares

determines the energy deposited by the final state particles in the detector and simulates the detector

response to these energy depositions. Effects such as ionization processes, multiple scattering,

bremsstrahlung, Compton scattering and the photoelectric effect are included in this simulation.

The resulting simulated detector data is stored in the LCIO persistency framework and passed as

input to the reconstruction software discussed below.

4.2.3 Reconstruction

Reconstruction of physics objects is performed using the LCIO-based C++ Marlin frame-

work. This is the same framework used to analyze both simulated and real data from single sensors
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and the pixel telescope. The excellent agreement obtained between simulation and data from sin-

gle sensors and the pixel telescope using GEANT-4 simulation and Marlin reconstruction validates

the software framework and allows us to extend it to study the full LDC detector. Using as in-

put the LCIO file provided by Mokka, physics objects are reconstructed in a modular framework

which proceeds from low-level to high-level physics objects. Pattern recognition and track fitting

are performed using two methods, using MC truth information (‘truth patrec’) and using full pattern

recognition and tracking (‘full patrec’) with the FullLDCTracking [168] package, and the perfor-

mances of these two approaches are compared. Reconstruction of clusters resulting from energy

depositions in the calorimeter and matching of these clusters to tracks is performed by the Pan-

dora v02-00 software [169], which implements the PFA discussed in Chap. 4.3.1 and reconstructs

the final-state particles. Clustering of these reconstructed particles into jets is performed using the

Durham algorithm [170] and the jet energy resolution is improved using a constrained kinematic

fit algorithm discussed in Chap. 4.3.2. Jet-flavor tagging is performed using the LCFIVertex pack-

age [171] discussed in Chap. 4.3.3, and a custom � identification algorithm discussed in Chap. 4.3.4

is used to analyze the ������� � L[N\P>N/� XQ]X �D�E��� process. The quantitative properties of the

reconstructed particles and jets are stored in the ntuple data structure and analyzed using ROOT.

4.2.4 Analysis

ROOT is used to analyze the ntuples produced by Marlin. This analysis includes the

selection criteria, fit procedure, and extraction of the desired physics observables: the mass, width

and decay branching fractions of the
P�N

, as well the achievable uncertainties in these quantities.
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4.3 Software Tools

4.3.1 Particle Flow Algorithm and Jet Energy Resolution

Precise measurement of the
P N

mass requires excellent jet energy resolution exceeding

that of any existing detector, which may be achieved at a future lepton collider using a PFA [172].

The PFA improves the jet energy resolution by using the optimal detector subsystems to separately

measure the components of a hadronic jet. The momenta of charged particles, which carry the

largest fraction of the jet energy, are measured using the TPC, whose resolution exceeds that of ei-

ther calorimeter by 1-2 orders of magnitude. Photon energies are measured using the ECAL, while

neutral hadrons are measured using the HCAL, the detector subsystem with the poorest energy res-

olution. In order to perform this algorithm the calorimeters must be capable of 3-D shower recon-

struction and must therefore have fine longitudinal and transverse segmentation, which is necessary

in order to separate charged and neutral clusters and to match charged clusters to their correspond-

ing tracks. This feature is implemented in the LDC calorimetry, and I have studied the achievable

jet energy resolution using the PFA provided by Pandora v02-00 [169]. I have simulated a sample

of single X jets with energies ranging from 10 to 210 GeV, over the polar angle range 0.4
��bÔ�Òä

/2

and find 3 � y & �}@ y & 8 �c���f��*>IÙ������F��}@ � y :��c�����, k�oIÅ�����H����� , which is consistent with the required

jet energy resolution.

4.3.2 The Constrained Kinematic Fit Algorithm

The required precision on the
P N

mass constitutes an experimental challenge because the

jet energy resolution for signal events is of order 3-5%, X -jets contain numerous particles which

may be lost or assigned to the wrong jet, and energy may be lost due to neutrino production in
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semileptonic � decays. To improve the dijet mass resolution, a constrained kinematic fit algorithm

is applied. I have implemented the PUFITC [173] algorithm developed for the DELPHI experiment

in a dedicated Marlin module. The algorithm adjusts the measured jet momenta according to:

�A5º 8 � � �A ° � X �A w � Ë �A � Ã (4.3)

where
�A�º

is the fitted momentum,
�A °

is the measured momentum,
�A w and

�A � are two unit vectors

transverse to each other and to
�A °

and � , X , and Ë are free parameters in the fit. The fitted momenta

must satisfy a set of constraints while minimizing the fit � a given by:

� a 8 ¢ � � � � � � N � a @ 3 a� � X a� @ 3 awÊ� Ë � @ 3 a� Ã (4.4)

where the index þ runs over the number of jets in the event, � N is the expected energy loss parameter,

3 � is the energy spread parameter and 3%w and 3 � are the transverse momentum spread parameters. I

impose the following constraints:
A º 8 A ô 8 � , and y IoA/� 8 � s , where the last condition accounts

for initial state radiation directed along the beam axis � . The dijet masses for selected signal
LÒNQP>N

events have a Gaussian resolution of 23 GeV/c a using ‘truth patrec’ and 27 GeV/c a using ‘full

patrec’ before the constrained kinematic fit applied. These resolutions improve to 13.7 GeV/c a and

13.8 GeV/c a after applying the kinematic fit algorithm.

4.3.3 0 -tagging with the LCFIVertex Package

The total background production cross section is larger than that of the signal by a factor of

order
 "� �

, but the background rejection factors achieved using kinematic selection alone (discussed

in Chap. 4.4 and Chap. 4.5) are of order 10-100. This implies that the identification of jets containing

X quarks, known as X -tagging, is crucial in order to achieve the required signal-to-background ratio.
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Figure 4.7: Performance plot of flavor tagging of jets from
m.N

decays with the LCFIVertex Pack-
age [62]. The purity vs. efficiency curves are plotted for X quarks (red squares), Ë quarks (green
triangles), and Ë quarks with X quark background only (blue circles). The latter is relevant for the
measurement of Higgs branching fractions.

In this analysis X -tagging is performed using the LCFIVertex package [171], which uses track and

vertex information fed into a neural network to distinguish between X , Ë , and light quark (
ï 8+Æ Ã x Ã s )

jets. The X tagging procedure has been discussed in Chap. 3.1, which describes how the VTX

identifies tracks with large impact parameters and associates these tracks to a secondary vertex. This

approach alone is not sufficient to distinguish between X and Ë jets, which both contain secondary

vertices, so a more sophisticated algorithm is required. Jets from X decays differ from jets from

Ë decays in several ways, including: the secondary vertex mass tends to be larger because µ wîÚ
µ � , the fraction of the jet energy associated to the secondary vertex tends to be larger, and the

number of tracks associated to the secondary vertex tends to be larger. These variables, along with

several additional discriminant variables, are fed into a neural network which outputs a discriminant

variable ¦ w which is peaked at 1 for X jets and 0 for jets of other flavor. By requiring ¦ wÂÚ ¦ � ø hw a

sample of X jets is selected from a sample of hadronic jets. As the value of ¦ � ø hw is increased, the

purity of the X jet sample increases but the selection efficiency decreases. The achievable purity and

efficiency for a sample of X jets, Ë jets, and Ë jets in the presence of only X jet backgrounds selected
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by the LCFIVertex software is shown in Fig. 4.7. The X tagging performance of the LCFIVertex

software is comparable to the targeted performance depicted in Fig. 3.4.

4.3.4 The Ë -Identification Algorithm

In order to measure the branching fraction ��� �cP N � � � � � � , it is necessary to identify

� leptons, which are difficult to distinguish from light quark jets. The signature of a � lepton is

1 or 3 charged particles plus possible additional neutral particles, which is similar to the signature

of a light quark jet. In order to distinguish � jets from
ï

jets I have implemented a simplified

version of the � identification algorithm developed for CMS [174]. Jets from � decays differ from

jets from
ï

decays in several ways, including: the invariant mass of the tracks associated to the

secondary vertex in a � jet tends to be larger because µ � Ú�µ , , a � jet tends to contain a charged

particle with a large impact parameter due to the long lifetime of the � , and � jets tend to be more

collimated. The first two of these properties are quantified by taking the invariant mass of tracks

associated to the secondary vertex and the impact parameter of the track with the greatest transverse

momentum, while the third is quantified by the variable ¦ 4Br åVª 8 ¢1 � ¼ NQÍ � N y C�� ¢1 � ¼ NQÍ UëÉ y C . Here,�Ô{M8 Ú � �®v � a � � ��� � a denotes the angular deviation from the jet axis, defined by summing

the momentum vectors of all the particles in the jet, and y C is the transverse energy deposited in

the region defined by the summation range. The variable ¦ 4Br åVª therefore measures the transverse

energy deposited in an annulus centered around the jet axis, which tends to be smaller for � jets than

for
ï

jets because they are more collimated. Using these three variables, a discriminant variable ¦ �
is calculated, which peaks at 1 for � jets and 0 for

ï
jets, as shown in Fig. 4.8 (left). By requiring

¦ � Ú ¦ � ø h� and varying the value of ¦ � ø h� the efficiency for � and
ï

jets is displayed in Fig. 4.8

(right).
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Figure 4.8: For both diagrams, red is � jets and black is
ï 8 Æ Ã x Ã s jets. Left: distributions of the

tau probability variable ¦ � for � jets and
ï

jets satisfying number of charged particles � ò ´ � � 4.
Right: efficiency for � and

ï
jets to satisfy � ò ´ � � 4 and ¦ � Ú ¦ � ø h� .

4.4 The 243527698 :<;'=>;?8 @+A@)@+A@ Channel

The �����H� � LON\PoNù� XQ]XQX\]X process is analyzed to measure the mass �0��� and width

l±��� of the
P N

boson. These quantities are determined by measuring the invariant mass of the XH]X
dijets from the

L N
and

P N
decays. The signature of the signal events is a final state consisting of

4 X -jets, which tend to be distributed nearly isotropically since the
LÅN

and
P>N

are (pseudo-)scalars

produced nearly at rest. The main sources of background are �J���H� � moN"moN
, © � © � , Ð ]Ð , and

inclusive X\]X\XQ]X production. The
m>NkmoN

and © � © � production processes can result in 4-jet final

states in which some of the light quark or Ë jets are misidentified as X jets. The Ð ]Ð production process

can result in 4 jet final states plus a lepton, which can either be lost or accidentally assigned to one

of the jets. Inclusive X ] XQX ]X production results in a 4 X -jet final state, but the production cross section

for this process is small and the resulting dijet masses tend to be small. The
m�NkmoN

, © � © � and
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Ð ]Ð production processes tend to produce decay products in the forward and backward direction with

respect to the beam axis, resulting in low transverse energy events with high thrust values (defined

in [175]). They also tend to have fewer total and charged particles, and lower total energy recorded

in the event. An additional powerful discriminant is provided by the variable ® É � , the value of the

® ò � C variable of the Durham jet clustering algorithm [170] above which the algorithm returns 3

jets and below which it returns 4 jets. These backgrounds can therefore be significantly suppressed

with rejection factors of order 10-100 using kinematic selection criteria, which are summarized in

Table 4.1. Distributions of the kinematic variables used in the selection criteria are displayed in

Fig. 4.10.

Because the total background production cross section is of order
 "���

times larger than

that of the signal, the kinematic suppression described above is not sufficient. Further background

suppression is achieved by requiring four X jets in the event, where a X jet is required to have total

number of particles � Cñå�C Ú 10, number of charged particles � ò ´ � Ú 5, and ¦ w�Ú 0.5, where ¦ w is

the X jet probability determined by the LCFIVertex algorithm. The ability to require four X jets in

the event is made possible by the excellent X tagging performance provided by the advanced vertex

tracker based on thin sensors. These selection criteria result in a X jet selection efficiency of 0.79

using ‘truth patrec’ and 0.72 using ‘full patrec,’ where the neural net has not been retrained while

using ‘full patrec.’ The rejection factor is sufficient to suppress the non X jet backgrounds.

For events passing selection, particles are grouped into four jets using the Durham al-

gorithm, and paired into two dijets using the pairing which minimizes the difference between the

masses of the two dijets � ÿ U �&�& and � ÿ a �&�& . This procedure determines the correct pairing with an

efficiency of 71%, and the signal
L N P N

events in which the incorrect jet pairing (IJP) is chosen
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Figure 4.9: The dijet mass distribution for selected signal and background events [68]. Signal events
in which the incorrect jet pairing (IJP) has been chosen are considered as a source of background.
The dashed black line indicates the background fit function, the solid black line indicates the signal
plus background fit functions.

are considered as a source of background. At this point the constrained kinematic fit algorithm

described in Chap. 4.3.2 is performed, and the jet momenta are adjusted. Both dijets are required

to satisfy 200 GeV/c a � � &�&ü� 550 GeV/c a and the difference between the two dijet masses is re-

quired to satisfy
� � ÿ U �&�& � � ÿ a �&�& �V� 50 GeV/c a in order to remove poorly reconstructed events. The

efficiencies for signal and background events to pass final selection is displayed in Table 4.2.

The dijet mass distribution for events passing selection is displayed in Fig. 4.9, which

contains two entries per event. A fit procedure is performed in order to extract the mass and width

of the
P>N

boson. The signal is described by two Breit-Wigner distributions with a fixed mass

splitting of 1.4 GeV/c a and with the same normalization and width, convoluted with a Gaussian
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resolution function. The width of the Gaussian function is fixed to the values given in Chap. 4.3.2

after applying the constrained kinematic fit algorithm. The background is described by a third order

polynomial whose shape is determined by fitting to background events alone. The fit is performed

with four free parameters: the signal yield, background yield, �Ï��� and lÁ�5� . I find �Å�5��8 ��*D kÖ��ÓÌDI ����J�
GeV/c a and l � � 8 �j \*,�fÖ�I+F��fÖ��

GeV/c a using ‘truth patrec,’ where the quoted uncertainties

are statistical only. Using ‘full patrec’ the uncertainties on � � � and l � � increase to 1.3 GeV/c a
and 3.4 GeV/c a respectively.

4.5 The 243527698 :<;'=>;?8 @+A@+BC3DBE6 Channel

The �Y����� � LON"P>NO� XQ]X �D�E��� process is analyzed because its rate is related to the

branching fraction ��� �cP N � � � � � � . This quantity is important to constrain other SUSY param-

eters related to � � � a , as will be discussed below. The signature of this process is a final state with

two X jets and two � leptons, where the decay products are again distributed isotropically. The same

backgrounds as for the ������� �ZLON"PoN�� XQ]X\XQ]X are included and are suppressed using the kinematic

selection criteria summarized in Table 4.1. For events passing this kinematic selection, the particles

are grouped into four jets. Exactly two of these jets must be tagged as X jets, which are required to

satisfy the same total and charged particle multiplicity requirements as above but must satisfy the

tighter requirement ¦ wÊÚ 0.9. The mass of the X ]X dijet must satisfy 300 GeV/c a � ��w^w � 600 GeV/c a
and the mass of the two non- X jets must satisfy 250 GeV/c a � � &�& � 600 GeV/c a . The angle

b
be-

tween the two X jets and between the two non- X jets must satisfy
�����f×Ô� }�~�^ bÔ�Ò� , and the number

of charged particles with energy greater than 5 GeV that are not associated to either X jet must not

exceed six. One of the two non- X jets must be tagged as a � , where a � is required to have less than
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Table 4.1: Summary of kinematic selection criteria for the X�]X\XQ]X and X\]X �D�E��� signal channels. The
thrust and sphericity event shape variables are defined in [175]. Empty entries indicate that no
requirement is placed on the given variable for the given signal channel.

Quantity F+GF'F*GF Channel F+GFx� ý �bÔ Channel
Total event energy y CEå�C Ú 700 GeV 500 GeV

� y Cñå�C!� 1000 GeV
Total transverse energy y C Ú 350 GeV 200 GeV

� y C � 900 GeV
Total number of particles � Cñå�C Ú 80 40

� � CEå�C!� 180
Number of charged particles � ò ´ � Ú 30 15

� � ò ´ � � 100
Event thrust thrust

�
0.9 thrust

�
0.85

Event sphericity sphericity Ú 0.1® ò � C threshold ® É � Ú 0.002

4 energetic charged particles and must satisfy ¦ � Ú 0.8, where ¦ � is the � probability determined

by the algorithm described in Chap. 4.3.4. The final step in the selection procedure is to define

a variable ¦ ó 4Br ò which discriminates between Xk]X\XQ]X and X\]X �D�E��� events. The variable ¦ ó 4Br ò is a

discriminant based on the total energy and total number of energetic charged particles not associated

to either X jet, and the maximum of the two values of ¦ � associated to the two non- X jets. The event

is required to satisfy ¦ ó 4Br ò Ú 0.9. The final selection efficiencies for signal and background are

displayed in Table 4.2 and distributions of the kinematic variables used in the selection criteria are

displayed in Fig. 4.10. I find that 88 signal events and 76 background events pass selection, giving

a relative statistical uncertainty of
� � r�4 � @ � � r�4 � � � z $ � � �VU 8 ���- k� in ��� �cLON"@QP>N�� �D�E��� � .

4.6 Constraints on the Neutralino Relic Density

Assuming that the
P»N

mass and width are measured with the precision determined by

this analysis, and in combination with a set of particle mass and coupling measurements available

at the LHC and at a 1 TeV � � � � collider, the dark matter relic density at the LCC-4 benchmark

point can be determined to a relative uncertainty of 0.18 within the full MSSM [66]. A significant
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Table 4.2: Summary of efficiencies for the X�]X\XQ]X and X\]X �D�E��� signal channel selection. For theL N P N � XQ]X\XQ]X process, the first efficiency is obtained using ‘truth patrec,’ the second efficiency in
parentheses is obtained using ‘full patrec.’ The difference between these two efficiencies is due to
the observed decrease in X -tagging efficiency using ‘full patrec.’

Process F GF�F GF Selection F GFT� ý � Ô SelectionLONQP>N�� XQ]X\XQ]X 0.24
I

0.01 (0.17
I

0.01) 0L N P N � XQ]X � � � � 0 0.14
I

0.02moNkm�N � © � © �  "� ��� ���! "� � �Ð ]Ð ×��! "� � � F��! "� � �
inclusive X"]X\XQ]X *ü�! "� �$É F��! "� �$#
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Figure 4.10: Distributions of kinematic variables for signal and background events used for signal
selection. (a) White is signal

L N P N � XQ]X\XQ]X events scaled by a factor of 100, (b) red is signalLONQP>NÅ� XQ]X �D�E��� events scaled by a factor of 100, (c) blue is © � © � and
moNkm�N

events, (d)
green is Ð ]Ð events, and (e) yellow is inclusive X ] XQX ]X events scaled by a factor of 10. The solid black
(dashed red) vertical lines and arrows indicate the selection criteria for the

LÙN\PoN�� XQ]X\XQ]X (
L[N\P>N��

XQ]X �D�Á��� ) signal channel.
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Figure 4.11: Left: dependence of the
L N

and
P N

branching fractions on the stau trilinear couplingP � [68] as computed using HDECAY 2.0 [176]. Right: The probability density function of � � � a
within the full MSSM [66, 68]. The wider black histogram includes the measurements of the

PÔN
properties with the precision derived in this analysis plus a set of measurements available at the LHC
and a future 1 TeV ������� collider, and the thinner blue histogram includes the additional constraint� P � ��� 250 GeV. The Gaussian fit function has a width of 0.08.

contribution to this uncertainty is provided by MSSM scenarios in which � � � a is reduced by the

annihilation mechanism � N U � N U �tL[N�� û� U û� U , which occurs in addition to the s-channel annihilation

process via the
P»N

resonance. The
L N

coupling to the
û� U scales as

P �IH�J ì	Kì�����L � ( ì�����KH�J ìML , where
P � is

the stau trilinear coupling and q is a parameter which defines the mixing between the
� N

and
LON

MSSM Higgs states. This implies that at large values of
� P � � , ��� �cL N � û� U û� U � becomes sizable,

leading to enhancement of the s-channel neutralino annihilation process through the
L N

resonance.

In Fig. 4.11 (left), the dependence of the
L N

and
P N

branching fractions on
P � is displayed, which

shows that a measurement of �%� �cL�N»� û� U û� U � allows a constraint on
� P � � to be derived. Because

the
LONÙ� û� U û� U � �D� � N U ��� � N U processes leads to the same final state, ��� �cL�N0� û� U û� U � can

be constrained using the X"]X �D�E��� analysis discussed above. The achievable relative uncertainty

of 0.15 allows the constraint
� P � ���ZFH���

GeV to be derived, which suppresses the tail at low

� � � a , as shown in Fig. 4.11 (right). This constraint improves the achievable relative uncertainty
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on the neutralino relic density to 0.08, which is close to the current precision from the WMAP

measurement.

4.7 Conclusions

This analysis presents a study of the � � � � � L N P N
process simulated at a future lep-

ton collider operating at � s =1 TeV. Full simulation and reconstruction are used to investigate a

mSUGRA benchmark point at which the dark matter relic density �»� � a is determined by the rate of

neutralino annihilation via � N U � N U �ðP>N�� XQ]X @ �D����� . The rate of this process depends critically on

the mass and width of the Supersymmetric
P�N

Higgs boson, and I find that with 2 ab �VU of data the

achievable accuracies on the
PÂN

mass and width are 1.0 GeV/c a and 2.9 GeV/c a , respectively. I find

that the branching fraction ��� �cP N � � � � � � can be determined with a relative uncertainty of 0.15.

These measurements, in combination with a set of measurements available at the next generation of

colliders, allow the dark matter relic density to be determined with a relative uncertainty of 0.08.
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Chapter 5

Conclusions

In this thesis I have investigated aspects of the role of lepton colliders in probing new

physics. Although data collected at hadron colliders such as the LHC is likely to lead to new physics

discoveries, lepton colliders provide complementary data which is used to make precise measure-

ments and provide sensitivity to rare processes. I have discussed two complementary strategies

for probing new physics at lepton colliders, which involve searching for processes forbidden in the

Standard Model in data collected at low energy, and searching for direct production of new particles

at a collision energy of 1 TeV.

I have presented a search for the lepton-flavor violating decays
���	��
�&� �k� and

���	��
�&�
( � in a sample of

�j H kG��ÓÌ�I+ ��fF��Ê�� "� # �%�	��
&� decays collected with the BABAR detector. These de-

cays are unobservable in the Standard Model but may be observable in several beyond-the-Standard

Model scenarios, and observation of these processes would therefore provide a clear signal of new

physics. No statistically significant signal is found and the results are used to place the best upper

limits to date on the lepton-flavor violating
���	��
&�

decays ��� �����	��
�.� ��� ���|�����ù�0 "� �$# and

152



��� �����	��
&�î� ( � �ù� *,�- ��Ï "� �$# at 90% confidence level. These results are interpreted using

effective field theory in terms of constraints on the effective coupling constant q �n� and mass scale� �	� of a generic 4-fermion X"]X S � contact interaction mediating the decay
�%�	��
&�&�TS � . In the strong

coupling limit in which q e � 8¸q2Õ � 8  
, the derived branching fraction upper limits translate to

the 90% confidence level lower limits
� e � Ú  ���*D 

TeV and
� Õ � Ú  ���*WÌ

TeV on the mass scale

of beyond-the-Standard Model physics contributing to lepton-flavor violating
���	��
&�

decays. These

results probe new physics at the TeV-scale using data collected at a collision energy of 10.35 GeV.

In order to probe the Higgs mechanism of electroweak symmetry breaking and the nature

of physics beyond the SM and its relation to cosmology, it is necessary to construct a TeV-scale

lepton collider and a detector capable of realizing its physics potential. I have discussed research and

development efforts aimed at producing a vertex tracker capable of the required physics performance

at such a collider. This includes the effort to produce thin, advanced Silicon sensors using the

CMOS monolithic active pixel sensor technology. This is necessary to provide the required track

extrapolation resolution and hence the required jet-flavor tagging performance. We find that thinning

the sensors to 40-50
(21

, which meets the material budget constraints at a future lepton collider,

does not significantly degrade the performance of the sensors. These thinned sensors are used

to produce a small-scale tracker prototype, which is tested using a 1.5 GeV electron beam and

a 120 GeV proton beam. The results of tracking studies indicate that the tracker is capable of

meeting the required impact parameter resolution specified by 3 476 8 �	�»:ß "�J@BA C ��(21
, where

A C
is measured in units of GeV/c. The tracker is also capable of reconstructing vertices resulting from

interactions between the beam protons and a Copper target, and the longitudinal vertex resolution is

found to be
�	FHG��»I� "�J�.(21

.
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Finally, I have investigated the role of a TeV-scale lepton collider in understanding dark

matter using simulation studies. A Supersymmetric scenario is chosen in which the dark matter is

composed of neutralinos, and the neutralino relic density is determined by the rate of the process

� N U � N U � P N � XQ]X @ � � � � . This rate depends strongly on the properties of the
P N

heavy Higgs

boson. I find that with an integrated luminosity of 2 ab �VU , the achievable uncertainties on the
P N

mass and width are 1.0 GeV/c a and 2.8 GeV/c a , respectively, and the achievable relative uncer-

tainty on ��� �cP>N�� �D�E��� � is 0.15. These measurements, together with a set of measurements to

be performed at the Large Hadron Collider, allow the neutralino relic density to be determined with

a relative uncertainty of 0.08, comparable to the current uncertainty from the Wilkinson Microwave

Anisotropy Probe. This analysis will further our understanding of dark matter by combining com-

plementary measurements at colliders with those from cosmological observations. Comparison

between the neutralino relic density and the observed dark matter density will have profound im-

plications on our understanding of dark matter by allowing us to determine if it is composed of

Supersymmetric particles.
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Appendix A

Comparison of BABAR Data and

Simulated Events

In this section comparisons of data and simulated event distributions are shown for events

passing selection for the four signal channels in the 27.5 fb �VU �%�	��
&� data sample. Events are

displayed which pass all selection criteria except for the variable being plotted. Data is denoted by

points with error bars, simulated SM background processes are denoted by histograms with solid

or dotted black outlines and simulated signal processes are denoted by histograms without outlines.

The signal branching fraction has been set to
 "� �$É . For those channels and distributions in which a

selection requirement is used, the events removed by the requirement are covered with diagonal red

lines. All momenta are measured in the CM frame and the polar angle is measured with respect to

the � � beam axis. Good agreement between data and simulation is achieved. The legend is given in

Fig. A.1.
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(3S) Dataϒ

τ e→(3S) ϒ

τµ →(3S) ϒ

-e+e→-e+e

-µ+µ→-e+e

-τ+τ→(3S)ϒ

-τ+τ→-e+e

Figure A.1: The legend for data and simulated events.
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Figure A.2: Difference between the two track azimuthal angles in the CM frame.
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Figure A.3: Momentum of the primary lepton, normalized to the beam energy.
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Figure A.4: Momentum of the � -daughter, normalized to the beam energy.
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Figure A.5: Polar angle of the primary lepton in the lab frame.
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Figure A.6: Polar angle of the � -daughter in the lab frame.
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Figure A.7: Cosine of the polar angle of the missing momentum in the lab frame.
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Figure A.8: Cosine of the polar angle of the missing momentum in the CM frame.
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Figure A.9: The ratio

���A UÁ� �A a �j��@�� � s������A U �������A a ��� , where
�A5�

are the track momenta.
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Figure A.10: Total visible energy normalized to the CM collision energy.
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Figure A.11: Transverse momentum of the � -daughter normalized to the beam energy.
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Figure A.12: Number of layers of the IFR muon system penetrated by the � -daughter.
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Appendix B

Studies of the BABAR Detector

Momentum Resolution

In this appendix I review the results of my study of the BABAR detector momentum res-

olution. In App. B.1 the resolution function is derived using � -pair events simulated at the
����*W
&�

mass. Comparison of the the momentum resolution between
���	��
&�

and
�%��*W
&�

data is presented in

App. B.2, and comparison between
���	��
&�

data and simulated events is presented in in App. B.3.

B.1 Determination of the Momentum Resolution Function

In this section, the lepton momentum resolution function is derived using simulated � -pair

events generated at the
����*W
&�

mass. Because the momentum resolution depends on the true gen-

erated momentum
  Ý�N)O$  , the simulated event samples are divided into four bins defined by 0.75

�  Ý�N)O5  @QPSR�� 0.80, 0.80
�   Ý�N)O5  @QPTR�� 0.85, 0.85

�   Ý�N)O5  @QPTR � 0.90 and 0.9
�   ÝIN)O$  @QPTR�� 0.95.

To account for any possible bias in the resolution function resulting from the kinematic selection, the
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fits are performed separately for � -pair events passing selection in the four signal modes. For each

signal channel and for each bin in
  ÝIN)O$  , a double Crystal Ball function is fitted to the distribution�Y  N$ +U�V �7  Ý�N)O$  �}@QPTR . Because all parameters of the resulting fit function except for the width

parameter 3 do not depend strongly on
  ÝIN)O$  , the best-fit value of these parameters averaged over

the four bins of
  Ý�N)O5  for a given signal channel is chosen. The double Crystal Ball function is

then refitted with these parameters fixed and only the width floated, as shown in Figs. B.1, B.3, B.5

and B.7. The width parameter 3 is extrapolated linearly to
  Ý�N)O5  @QP R 8 ���fÖHG

, approximately 1 3
to the left of the cut-off as shown in Figs. B.2, B.4, B.6 and B.8.
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Figure B.1: Detector resolution function fit results for the leptonic ��� channel. The fits are di-
vided into 4 bins of

  Ý�N)O5  @QPTR . A double Crystal Ball function is fitted to the distribution�Y  N$ +U�V �7  Ý�N)O$  �}@QP R for the electrons from the � decay for each bin of
  Ý�N)O$  @QP R .
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Figure B.2: Double Crystal Ball width parameter 3 for the leptonic ��� channel, plotted as a function
of
  Ý�N)O5  @QPTR .
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Figure B.3: Detector resolution function fit results for the hadronic �k� channel. The fits are
divided into 4 bins of

  Ý�N)O$  @QPTR . A double Crystal Ball function is fitted to the distribution�Y  N$ +U�V �7  Ý�N)O$  �}@QP R for the electrons from the � decay for each bin of
  Ý�N)O$  @QP R .
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Figure B.4: Double Crystal Ball width parameter 3 for the hadronic �k� channel, plotted as a function
of
  Ý�N)O5  @QPTR .
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Figure B.5: Detector resolution function fit results for the leptonic
( � channel. The fits are di-

vided into 4 bins of
  Ý�N)O5  @QPTR . A double Crystal Ball function is fitted to the distribution�Y  N$ +U�V �7  Ý�N)O$  �}@QP R for the muons from the � decay for each bin of

  Ý�N)O$  @QP R .
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Figure B.6: Double Crystal Ball width parameter 3 for the leptonic
( � channel, plotted as a function

of
  Ý�N)O5  @QPTR .
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Figure B.7: Detector resolution function fit results for the hadronic
( � channel. The fits are

divided into 4 bins of
  Ý�N)O$  @QPTR . A double Crystal Ball function is fitted to the distribution�Y  N$ +U�V �7  Ý�N)O$  �}@QP R for the muons from the � decay for each bin of

  Ý�N)O$  @QP R .
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Figure B.8: Double Crystal Ball width parameter 3 for the hadronic
( � channel, plotted as a func-

tion of
  Ý�N)O5  @QPTR .
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B.2 Comparison of Momentum Resolution Between _XWZY\[^] and _XW`_S[^]
Data

To assess potential differences in the momentum resolution between
���	��
&�

and
����*W
&�

data, Bhabha and
(

-pair control samples are compared between these two data samples. For the

Bhabha sample, a PDF consisting of a triple Gaussian plus an Argus distribution is fitted to theA e @ y z distribution for the
����*W
�

data sample. This PDF is then fitted to the
���	��
&�

data sample, but

with all mean parameters shifted by a common parameter ‘shift’ and all width parameters scaled by a

common parameter ‘scale’. The curvature of the Argus distribution and the triple Gaussian fraction

of the total PDF are also allowed to vary between
���	��
&�

and
����*W
�

data, as shown in Fig. B.9.

For the
(

-pair sample, a PDF consisting of a double Crystal Ball function plus two Gaussians

is fitted to to the
A Õ @ y z distribution for the

����*W
&�
data sample. The same PDF is fitted to the���	��
&�

data sample, but with all mean parameters shifted and all width parameters scaled, as shown

in Fig. B.10. The fit results are summarized in Table B.1. The detector resolution functions for

electrons and muons extracted from
����*W
�

data are shifted and scaled by the values determined

using this procedure when fitting to
�%�	��
&�

data.

B.3 Comparison of Momentum Resolution Between _XWZY\[^] Data and

Simulated Events

To assess potential differences in the momentum resolution between
���	��
&�

data and sim-

ulated events, Bhabha and
(

-pair control samples are compared between these two samples. Data

collected 30 MeV below the
���	��
&�

resonance (off-peak data) is used in order to exclude resonant
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Table B.1: Summary of results of the comparisons of momentum resolution between
���	��
&�

and����*W
&�
data and between

���	��
&�
data and simulated events. All mean parameters of the resolution

function are shifted by the parameter ‘shift’ and scaled by the parameter ‘scale.’

Sample Shift Scale���	��
&�
data vs.

����*W
�
data Bhabha

�c���fGoI0G��f������ "� ���  �����F��>IÙ�����H���(
-pair

�c���f�oI0G��f������ "� �$#  ������HFoIÙ�����H��G���	��
&�
data vs. simulated events Bhabha

�c���f�>I0����*W�Ê�! "� ���  ��������>IÙ�����, \*(
-pair

�j�����fÖoI0���fG��'�� "� � �  ����, �Ì�IÙ�����H��Ö
(

-pair production. For the Bhabha sample, a PDF consisting of a double Crystal Ball function plus

an Argus distribution is fitted to the simulated events. In the corresponding fit to data, the mean

and Argus endpoint are shifted and the width is scaled. The Argus curvature � and double Crystal

Ball fraction of the total PDF are also allowed to vary between
���	��
�

data and simulated events,

as shown in Fig. B.11. For the
(

-pair sample, a PDF consisting of a double Crystal Ball function

plus a double Gaussian is fitted to the simulated events. In the corresponding fit to data, all mean

parameters are shifted and all width parameters are scaled as shown in Fig. B.12. The fit results are

summarized in Table B.1. The values of the shift and scale parameters are used to assess the system-

atic uncertainty resulting from the discrepancies in the mean and width of the detector resolution

function between data and simulation.
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Figure B.9: Comparison of Bhabha control samples in
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data. The fit function is
an Argus distribution (dotted line) plus a triple Gaussian.
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Figure B.11: Comparison of Bhabha control samples in
���	��
&�

data and simulated events. The fit
function is an Argus distribution (dotted line) plus a double Crystal Ball function.
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Figure B.12: Comparison of
(

-pair control samples in
���	��
�

data and simulated events. The fit
function is a double Crystal Ball function plus two Gaussians.
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Appendix C

Validation of BABAR Fit Procedure Using

Simulated Pseudo-Experiments

A large number of simulated pseudo-experiments are performed in order to further vali-

date the fit procedure used in the BABAR analysis. For each of the four signal channels, the peaking

background yield is extracted from the fit to the full
����*W
&�

data sample and scaled to the
���	��
&�

data

sample by the ratio of integrated luminosities times the
 �@�s

scaling factor
�j "���f�H×

GeV
@� "���f�H�

GeV
� a .

The � -pair background yield is determined by counting the number of events in each channel of���	��
&�
data and subtracting off the expected peaking background contribution. To determine the

shape of the � -pair background PDF, z ° �@Ñ is fixed to the value extracted from the fit to the full����*W
&�
data sample, while the polynomial shape parameters Ë a and Ë É are determined by fitting

to
���	��
&�

data over the sideband region defined by 0.75
� A U @ y z �

0.95. Background samples

are generated from the background PDFs with Poisson-smeared expected yields for each
�%�	��
&�

signal channel. A Poisson-smeared number of simulated signal events is added from the sim-
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ulated z distributions of the four signal channels, with the mean of the generated signal yield

�»�� �¡ 8 � Ã � Ã  "� Ã  k� Ã F�� . The fit is performed while floating the signal, � -pair background and

peaking background yields, as well as the two polynomial shape parameters, the same parameters

that are floated in the fit to
���	��
&�

data. The extracted signal yield, error and pull (the extracted

signal yield minus the generated signal yield divided by the signal yield uncertainty) are determined

and the procedure is repeated 1000 times for each channel and value of � �� �¡ . The resulting pull

distributions of the extracted signal yield are shown in Figs. C.1, C.3, C.5 and C.7. The mean and

sigma of a Gaussian fitted to these pull distributions are plotted as a function of �Ô�� �¡ in Figs. C.2,

C.4, C.6, C.8.

For an idealized fit procedure, the mean of the Gaussian fit to the pull distribution should

be zero and the width should be one. In this study small deviations from zero in the mean of the

Gaussian of of order
I� "�

% are observed. The sign and magnitude of this bias varies between

channel and as the generated signal yield is varied. Deviations from one in the width of the Gaus-

sian, typically of order +5-10%, are also observed. The biases and deviations from unit width are

small enough that the resulting systematic uncertainty does not significantly affect the sensitivity,

so bias correction is not be applied. The systematic error due to potential bias in the fit procedure is

discussed in Chap. 2.11.
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Figure C.1: Pull distributions for the leptonic ��� channel. � ßáàá� is the signal yield extracted by
the fit and 35¡ is the signal yield uncertainty. ���� �¡ is the mean number of simulated signal events
added to the simulated background sample.
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Figure C.2: The mean and sigma of a Gaussian fitted to the pull distributions for the leptonic ���
channel as a function of the mean generated signal yield �%�� �¡ .
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Figure C.3: Pull distributions for the hadronic �k� channel. � ßáàá� is the signal yield extracted by
the fit and 35¡ is the signal yield uncertainty. ���� �¡ is the mean number of simulated signal events
added to the simulated background sample.
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Figure C.4: The mean and sigma of a Gaussian fitted to the pull distributions for the hadronic ���
channel as a function of the mean generated signal yield �%�� �¡ .
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Figure C.5: Pull distributions for the leptonic
( � channel. � ßáàá� is the signal yield extracted by

the fit and 35¡ is the signal yield uncertainty. ���� �¡ is the mean number of simulated signal events
added to the simulated background sample.
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Figure C.6: The mean and sigma of a Gaussian fitted to the pull distributions for the leptonic
( �

channel as a function of the mean generated signal yield �%�� �¡ .
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Figure C.7: Pull distributions for the hadronic
( � channel. � ßáàá� is the signal yield extracted by

the fit and 35¡ is the signal yield uncertainty. ���� �¡ is the mean number of simulated signal events
added to the simulated background sample.
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Figure C.8: The mean and sigma of a Gaussian fitted to the pull distributions for the hadronic
( �

channel as a function of the mean generated signal yield �%�� �¡ .
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