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Abstract

We search for di-muon decays of a low-mass Higgs bos8i the fully reconstructed de-
cay chain ofr’(2S,3S) — 72~ 7 (1S), T(1S) — yA®, A° — u*u~. The A’ is predicted by
several extensions of the Standard Model (SM), includiregNlext-to-Minimal Supersym-
metric Standard Model (NMSSM). NMSSM introduce€g&-odd light Higgs boson whose
mass could be less than 10 Ge¥ The data samples used in this analysis contai@ 92 (°
T(2S) and 1163 x 1¢° 7(3S) events collected by thBaABAR detector. Ther’(1S) sample
is selected by tagging the pion pair in tifé2S, 3S) — #*7~7(1S) transitions. We find no
evidence forA® production and set 90% confidence level (C.L.) upper limitgsrenproduct
branching fractioB(7'(1S) — yA®) x B(A° — u*u") in the range of (8- 9.7) x 10°° for
0.212 < myp < 9.20 GeVc?. We also combine our results with previoBsBAR results of
7(2S,3S) — yA°%, A’ — 41~ to set limits on the ective coupling () of theb-quark to the
A°, £2x B(A® — ptu"), at the level of (R9— 40) x 10°° for 0.212< mpo < 9.2 GeV/c?.
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Preface

The Higgs boson is essential to explain the origin of mask@®lementary particles within
the Standard Model (SM) via Higgs mechanism through speatas breaking of the elec-
troweak symmetry. The Large Hadron Collider (LHC) experim&nCERN has found an
evidence of a Higgs-like state which has a mass df26 Geyc?. However, a light Higgs
boson is also predicted by many extensions of the SM inctutlie Next-to-Minimal Su-
persymmetric Standard Model (NMSSM). The Higgs sector efNIMSSM contains a total
threeCP-even, twoCP-odd and two charged Higgs bosons. The ligh@3bdd Higgs boson
(A% could have a mass below the production threshold, avoiding the constraints of Large
Electron-Positron (LEP) Collider experiment. Such low-m&ggs boson can be detected
at theB-Factory via radiative’’(nS) — yA® (n = 1,2, 3) decays. Thes# resonances have
narrow width and are produced below tB8 threshold, providing a clean environment for
new physics searches.

In 2005, HyperCP experiment observed three anomalous evetfiis>* — pu*u~ final
state, that have been interpreted as candidates for CP-ggd Mith the mass of 213+ 0.5
MeV decaying into a pair of muons. In 2008, the CLEO experinpantormed a search for
AP production in the di-tau and di-muon in the final state in thdiative decays of’(1S) and
ruled out the hyperCP prediction. Similar searches have pedarmed byBABAR experiment
in several final states, includirig(2S, 3S) — yA%, A° — u*u~, and more recently by BESIII
experiment inJyy — yA°%, A° — u*u~, and by CMS experiment ipp — A%, A° — utu-.
These results have ruled out the hyperCP prediction as wellsadstantial fraction of the
NMSSM parameter space.

This thesis describes a search for the di-muon decays #%hethe radiative decays of
di-pion taggedr’(1S) meson:Y'(2S, 3S) — n*7~ T (1S), T'(1S) — yA%, A° — u*u~. The data
samples used in this analysis were collected(@6) andT’(3S) resonances bBABAR detector

XVii



XViii Chapter 0. Preface

at the PEP-Il asymmetric-energye™ collider located at SLAC National Accelerator Labora-
tory. A cleanT’(1S) sample is selected by tagging the di-pions inT{2S, 3S) — #* 7~ T’ (1S)
transition, resulting in a substantial background reauctompared to direct searches in
7(2S,3S) — yA® decays. We find no evidence for t#é production in ther(2S, 3S) data
samples, and set 90% C.L. upper limits on (& (1S) — yA®) x B(A° — u*u~) for 1(2S),
7(3S) and combined data df(2S, 3S) in the mass range of. 212 < my < 9.20 GeVc2.
These results are combined with previdgrmBAr measurements df(2S, 3S) — yA°, A° —
utu~ to set limits on &ective Yukawa coupling of bounb-quark to theA®. The results of
this analysis have been published in Phys. Re87[031102 (R) (2013), [arXiv:1210.0287].

This thesis is organized in six chapters as discussed hellow

Chapter 1 gives an overview of the SM and its limitations, and desaitheeoretically
the most attractive replacement — Supersymmetry. The MihBupersymmetric Standard
Model (MSSM) solves the hierarchy problem of the SM, butsf&il explain whyu-parameter
is of the order of electroweak scale which is so far from thet matural scale — the Planck
scale. The NMSSM solves this problem while generatingtarm and introduces an extra
CP-even andCP-odd light Higgs bosons. Finally, this chapter reviews thempomenology of
the A,

Chapter 2 provides a short description of the PEP-II electron-positcollider and the
BaBAR detector, which collected tHE(2S, 3S) datasets for this analysis.

Chapter 3 describes the datasets used in this analysis, and the tecditn of the
T(2S, 3S) decay chains?’(2S, 3S) — 77~ T(1S), '(1S) — yA®, A° — u*u~. It describes
the discriminative variables used to separate the sigoal frackground. Monte Carlo (MC)
simulated events are used to study the detector acceptadagpéimize the event selection
criteria. A blind analysis technique is used in this work endhthe full data samples are kept
blind until all the selection criteria are finalized. A ramddorest (RF) classifier is used to
improve the purity of’(1S) events from?(2S,3S) — #*z~T(1S) transitions. Finally, It
estimates the remaining backgrounds after applying akéhection criteria.

Chapter 4 discusses the signal and background probability densitgtions (PDFs),
which are used to extract the signal from data. The fit proeed validated by using a
cocktail sample of’(2S, 3S) generic and 5% of’(2S, 3S) onpeak datasets, as well as a large
number of Toy MC datasets. The full data sampl@’ (&S, 3S) are unblinded after finalyzing
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all the selection criteria and the ML fitting procedure. Thgnal yields are extracted using
the unblindedr’(2S, 3S) datasets. We also describe a trial factor study used to ctaripe
true significance, i.e. the probability for pure backgrosadple to fluctuate up to a given
value of the signal yield.

Chapter 5 describes the possible systematic uncertainties andgbeices for this anal-
ysis.

Chapter 6 presents the 90% confidence level (CL) Bayesian upper limith@mproduct
branching fraction o3(7'(1S) — yA%) x B(A° — u*u~) as a function ofn, including the
systematic uncertainties. The combined upper limits aftdsult with previou8ABAR results
of 1'(2S,3S) — yA®, A° — u*u~ are also presented. Finally, we present a summary of the
results and a brief conclusion.






Chapter 1

Theoretical & Phenomenological
Framework

This chapter begins with an overview of the Standard Mod#)(8f particle physics, in-
cluding the Higgs mechanism which breaks the elctroweaknsgtry spontaneously in the
model and provides masses to W& andZ° gauge bosons and the fermions. Sectioh
reviews some limitation of this model and describes one efabssible theoretically attrac-
tive replacement — supersymmetry. The Minimal supersymm8tandard Model (MSSM)
solves the hierarchy problem of the SM, but fails to explaitywhe value of the.-parameter
is of the order of electroweak scale, which is so far from teetmatural scale — the Planck
scale. The Next-to-Minimal Supersymmetric Standard M@N@&ISSM) cures this problem
and predicts £€P-odd light Higgs boson whose mass could be less than twicen#tss of the
b-quark. Finally, sectiorl.5 reviews some phenomenology related to the light scalar $digg
boson.

1.1 The Standard Model

The SM of Particle Physics describes all the known fundaaigdrticles and their inter-
actions [I-5]. It is a well established theory, which has passed all tmatsy by the high
energy collider and precision experiments so far. Withia thodel, all the known matter is
composed of spin/2 fermion constituents: the leptons and the quarks. Theresiartypes

1



2 Chapter 1. Theoretica. Phenomenological Framework

of lepton flavors forming three generations, which are dadlectron (e), muornu) and tau

(r) with electric charge = -1 (in the unit of the elementary charge of e), and the corre-
sponding neutrinos,, v, andv, with Q = 0. The quarks also comes in siXi@irent flavors:

up (u), down (d), charm (c), strange (s), top (t) and bottoinm dbd have fractional charges
Q = +5,-%,+4,-1,+% and -3, respectively. These fermions interact with each other via
exchange of gauge bosons of integral spin-1. The gauge fieltie SM describe the three
interactions: the electromagnetic interaction, the gnmeraction and the weak interaction.
The electromagnetic interaction is mediated by the phogprtlie weak interaction is medi-
ated by the weak vector bosowé® andZ®, and strong interaction is mediated by the eight
gluons €;). The gravity is not incorporated by the SM, because it iy veeak compared to

other interactions.

The fermions and the gauge bosons acquire mass via Higgsamisoh p—9] through
spontaneous breaking of electroweak symmedri(3)c x SU2). x U(l)y — SU(3)c x
U(1)em In addition to providing the masses to the fermions andAtfieandz® gauge bosons,
the Higgs mechanism predicts an additional electricallytra scalar Higgs boson. A Higgs
like state has recently been discovered by the CMS and ATLA®maxents at CERN, and
its mass is measured to be 126 @E&\[10).

1.1.1 Gauge Theories

The gauge theory is a special class of quantum field theotyrttraduces an invariance prin-
ciple used to describe the interaction among all the funadéamheonstituents of matter. The
interactions between the fundamental particles are éidiay symmetry principles, which are
intimately connected with the ideas of conserved physigahtjties. The connection between
symmetries and conservation laws is described in the frarewf Lagrangian field theory.
The gauge symmetry of a physical system is realized thrdugymtvariance of the Lagrangian
under gauge transformations, which are characterizeddygiaup. Global-invariance (phase
invariance) under gauge transformation leads to a condetvarge. The local gauge invari-
ance (space-times dependence of parameter of the systaimy bhgrangian introduces a
vector field, called gauge field, which governs the intecactiThe quanta of the gauge fields
are the gauge bosons mediating the interactions.



1.1. The Standard Model 3

1.1.1.1 Gauge theory of electromagnetic interaction

The electromagnetic interaction is described by quantweuoteldynamics1]. The global
invariance otJ(1) in the QED introduces the conservation of the electrargt (Q). The local
gauge invariance of the gauge theory gives rise to the gaelgectirresponding to a massless
gauge boson (photor)), which describes the interactions among the fundamehtaiged
particles. The coupling constani)(describes strength of the interaction between the photon
and the fermions. Howevat,is a function of energy when quantum correction are consdler
At low energy, thex is given by the fine structure constaat= €?/4nfic = 1/137. Due to

the abelian nature of the U(1) symmetry group, photon isgdtéess, and do not interact with
each other directly. The electromagnetic interaction g Irange interaction.

1.1.1.2 Gauge theory of strong interaction

The strong interaction is described by quantum chromodyce(@CD) [L2]. The symmetry
group of QCD isS U(3)c, whereC refers to colour and 3 refers to the three possible colour
states of the quarks, normally termed as red, green and Blaur symmetry is exact, so
QCD calculations are independent of the colour of the qudrks.example, probability of a
red quark scatteringfba green quark is the same as the probability of a red quartesicat
off a blue quark. The local gauge invariancesdfi(3)c gives rise to eight types of the gluonic
fields. QCD is a non-abelian theory, where the gluons carrlg botour and anti-colour, in
contrast to the photon in QED which does not carry the electrarge. Gluons interact with
each other directly and as strongly as they do with quarke. tDthis gluon-gluon interaction,
the strong force increases with distance resulting in cenfent of quarks. This means, the
qguarks do not exist freely in Nature, but bind together bystiheng force and form the mesons
(q9) and the baryonsgqg), whereq stands for a quark argistands for an anti-quark.

1.1.1.3 Gauge theory of electroweak interaction

The electromagnetic and weak interactions are combined B&(2), x U(1)y gauge the-
ory of electroweak interaction, developed by Glashow, \Werg and Salaml] 13]. The
subscript L” indicates that only the left-handed (right-handed) comgrds of the fermion
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(antifermion) fields take part in weak interactions. Therfiems appear as left-handed dou-
blets and right-handed singlets under 86(2).. Global gauge invariance under t8&J(2),
gauge transformation leads to the conservation of the wsesdpin, T. Requiring the local
S U(2). gauge invariance of the Lagrangian of the system introdacesak-isospin triplet
of the gauge fieIdsz‘,, i =1,2,3. TheSU(2), is a non-abelian group which leads to the
self-interactions of the gauge fields. The global gaugeriamae under th&J(1)y transforma-
tion leads to the conservation of weak-hyperchakgeHowever, the local gauge invariance
of U(1)y introduces vector gauge fiel&,. The weak-hyperchargé, third component of
weak-isospinis, and electric charg& are related by the Gell-Mann-Nishijima relation:

Q=Ts+ %Y. (1.1)

1.1.2 Electroweak symmetry breaking in the SM: The Higgs Mechanism

The gauge invariance &U(2)_xU(1)y requires massless gauge bosons, since the presence of
a mass term for the gauge boson violates gauge invaridiég, & is the not invariant under

A, — A,-d,x, Wherey is a function of position in space time. 3 must be zero in a gauge
symmetric Lagrangian). This fliiculty is circumvented by the Higgs mechanism through
which electroweak symmetry breaking is achieved spontasigd6]. The SM contains a
weak-isospir U(2),. doublet of complex scalar Higgs fields (with weak-hypergear=1),

{Z] 12)

in the Lagrangian of the system. The most general renoratdézandS U(2). x U(1)y in-
variant Lagrangian allowed, involving only the gauge basand scalar fields is given by

L= W, W - 2B, B + (D,0)/(D0) -~ V(@), (1.3)

W, = 9, Wi — 3,W, — ge MWW,

ny

B, =0.,B,-9,B,,
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11
Dp = 6,1 + élngwlll + Elg Ya" (14)

WhereWL (i = 1,2,3) are the three massleS4J(2). gauge bosons, the masslestl (1)y
gauge boson, and the scalar potential is given by

V(D) = p2|d' D] + 2| DD, (1.5)

hereg andg’ are the gauge coupling constant$safi(2), andU (1)y, respectively. For a choice

of 1 > 0 andu? < 0, the state of minimum energy for the potential V is not abzéut at
|OT®| = —u?/24 = v?/2 (Figurel.1). The scalar field thus develops a non-vanishing vacuum
expectation value (VEV), which is degenerate. A single gadfithe VEV can be chosen,
which is essentially a choice of a preferred “direction”he Higgs-doublet phase space. The
usual choice is

1( o
D(X) = - [V+ H(X)], (1.6)

whereH(X) is a physical scalar filed. The choice of this new groundestgpontaneously”
breaks theS U(2). x U(1)y symmetries tdJ(1)gy, while maintaining the renormalizability
and unitarity of the theory. As th€(1)y gauge symmetry remains unbroken in this trans-
formation, the associated gauge boson, the photon, remaissless. However, three of the
degrees of freedom of the scalar doublet (correspondingtdsBone bosons) are “eaten by”
or transformed into the longitudinal polarization compatseof the weak-isospin triplet of
bosons, giving th&v* andZ° bosons their masses by = svgandMz = 1v(g? + g2,
respectively I]. The mass eigenstates are expressed in terms of the gaymeskites as
bellow:

W; = LW Fiwg),

u

Z? = W3cogy — B,sinby,

A, = Wisindy + B,cogy, (1.7)



6 Chapter 1. Theoretica. Phenomenological Framework

whereA, is the gauge field of the electromagnetic interaction, &nd the Weinberg mixing
angle. The remaining degree of freedom corresponds to aveas=utral scalar particle, the
Higgs bosonH®. The mass of this scalar is given by, = 2v°1.

V(e)

T~

Figure 1.1: One dimensional projection of Higgs potentigli)) as a function of scalar field
(¢). The (V(®)) develops a vacuum expectation value (VEVyat 0 whenu? < 0.

AN '/

|
|
|
|
|
I o
, H

Figure 1.2: The Yukawa coupling of the Standard Model Higgsdm to the fermions.

The Higgs mechanism also provides masses to the quarksgondsevhile including the
following S U(2)_ x U(1)y gauge invariant terms for the first generation of leptonscuatks
in the Lagrangian
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+

Lroon= —Ge [(V—e 8, [ZO] e+ & (¢ ¢°) (Ve]L],

+

_ 40
Lquark = —0d (U H)L [ZO] dr - Qu (U H)L [ (:i ] Ug + hermitian conjugatéh.c).  (1.8)

—g° +) 0 -i

Here( (;5 ] = —ity (20) , Wwheret, = ( _ O] is the isospin version of the Pauli matrix.
- [

Second and third generations of leptons and quarks havasepressions. After breaking

the symmetry spontaneously as discussed above, the Higlgs packs up a vacuum expec-

tation value given by equatioh6. This will generate the mass term of the fermion, and an

interaction term with the Higgs particle

-LLepton = —Meee— %éd—lo,

My

\)

Louark= —mydd — m,0u— —ddH°® — ™ uH®, (1.9)
with the identificatiorm = giv/ V2, wherem is the mass of each fermionge, g, andgy are
the Yukawa coupling constants (Figute?). Thus, the strength of Higgs boson couplings to

fermions is proportional to the corresponding particle seas

1.2 Drawback of the SM

The SM is the result of many experimental observations aogrpss in the theoretical under-
standing of Nature. Most of the theoretical results of the&jvee with the experimental data.
However, the SM can not be quantified as a “theory of evergthiThere is no method to
incorporate gravity which becomes important at energyescapproaching the Planck scale
(Mpjanck = (87Gy) Y2 ~ 2.4 x 10" GeV/c?) and so the SM must be considered asfé@ctive
theory at energies below this scale. Some of the importaawlolicks of the SM and their
possible solutions are described bellow:
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1.2.1 Hierarchy problem of the SM

The mass of the SM Higgs boson is expected to be of the ordeleofreveak scale~
O(My)). The self-coupling fects in the scalar Higgs field involving higher-order ferm
loops are quadratically divergent (Figute3(a)). A cut-df scaleAquosf ON the momentum
integral can be introduced to prevent these radiative cbore from going to infinity. The
Higgs couples with fermion pair via an Yukawa interactiomt@f —g;H f f in the Lagrangian.
At one loop each fermion contributes a correction of mass,terhich is [L4]

g% Acutoff
AN, = — | — A2 4 enl ( )] 1.10
HO, f 8712 Acutoff + N My ( )

These corrections blow up ak s — 0. To explain them|240 ~ O(My) we need either
Acutoff S 1 TeV, or extreme fine tuning (adjusting the valuegefaccordingly) so that the
correction is of the electroweak scale. Thifidulty is known as hierarchy problem of the
SM. Supersymmetric extension of the SM solves the hieraprbplem of the SM while
introducing the superpartners of each fundamental pestitiat difer by half integral-spin
[15]. The superpartners of the fermions also couple to the Hiyga quartic interaction of
the form—-gs|H?S|?, and thereby contribute to the Higgs mass corrections girdaops as
shown in Figurel.3(b). The loop correction contributes to the Higgs mass by:

g Acutof f
Ao = 3803] Nbwors = 2mBIn( =220 )| (1.11)
It is seen from equatioh.10and 1.11that if every fermion is accompanied by a scalars with
couplinggs = 2g?, the quadratic divergences cancel exactly. After addiegetiuation1.10
and 1.11 the total correction is reduced to

gz ACU (0}
ARy 1 = (8 = n)in( mts”). (1.12)
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Figure 1.3: Loopsféiecting the squared Higgs mass from (a) fermions trilineaptings and
(b) scalar quartic couplings.

1.2.2 Unification

The SM unifies the electromagnetic and weak interactionseatlectroweak scale. This mo-
tivation can also be extended to the grand unification sd#&lel[/] where the electromagnetic,
weak and strong interactions are unified togeth8} {hrough the supersymmetric extensions
of the SM.

1.2.3 Dark Matter

There is ample evidence from observation like the rotationve of galaxies that luminous
matter in the universe accounts for only a small fractiomeftbtal matter-energy density. The
unknown matter content of the universe is called the darkenéM) [19-21]. It accounts
for about 23% of the total matter density of the observablearse, while the ordinary matter
accounts for only 4%, with the remainder being attributted to dark energy. $Medoes
not have viable candidate for DM particles. However, theeextension of SM including
supersymmetric models which contain viable candidatefdr We should mention that,
such models do not explain the existence of dark energy,wtoatributes to about 73% of
the total energy of the universe.
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1.3 The Minimal Supersymmetric Standard Model

As we see in the last section that one of the best motivateshsiins of the SM of particle
physics is the introduction of Supersymmetry (SUSY4,[15, 22]. The SUSY solves the
hierarchy problem of the SM and unifies the three forces atelenagnetic, weak and strong
at the Grand unified scale. The Minimal Supersymmtric Stechtléodel (MSSM) is a min-
imal supersymmetric extension of the SRB]. It is also based on the gauge symmetry of
SURB)c x SU(2). x U(1)y. It transforms bosonic states into fermionic states and versa
via an operato

QI|Boson = |[Fermion Q|Fermion = |Boson. (1.13)
If the Q and its hermition conjugat®’ hold following commutation relations
{Q Q" =P,
{Q.Q={Q",Q"} =0, (1.14)

[P, Q] =[P*,Q"] =0,

then the theory is able to describe the chiral fermions ag #ine observed in Naturelp).
Here,P* is the four-momentum, which is the generator of space-trarestations. Irreducible
representations of such types of algebra are called supptgsteis and describe the single
particle state. A supermultiplet includes an equal numbbésranionic (hg) and bosonicrfg)
degrees of freedom, which means that every SM particle resdtvn superpartner, which
has the same quantum numbers except their spin whitér diy 2. The superpartner of
fermions are scalar particles called sfermions, that ofjgdnoson are spin/d particles called
gauginos, and that of the Higgs bosons are syitnparticles called Higgsinos.

A gauge or vector supermultiplet contains a massless vbotwn (g = 2) and the super-
partner of this boson, a spinZlWeyl fermion @ = 2). The Weyl fermion does not have its
own antiparticles in contrast to the Majorana fermion tsatd own antiparticle. The known
SM gauge bosons and the corresponding gauginos are cahtairector supermultiplet in
the MSSM.
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A chiral supermultiplet contains a spiri2Zl\Weyl fermion 6= = 2) and two real scalars
(eachng = 1, spin 0), which can be described by a complex scalar fiel@ Higgs bosons,
Higgsinos, and spin/2 fermions and sfermions are part of such chiral superfigidfe
MSSM.

The MSSM postulates two compl&U(2). doublet scalar superfields, denotedHhyand
Hg with weak-hypercharge¥ = +1:

~ |:|+ . |:|0
H,=1| .1, Hy=1| .91. 1.15
’ (H"] i (Ha] (19

The superpotential of the MSSM involving the Higgs fieldsiiseg by [15]:

W = (90)" Q. Hy — (94)"diQj.Ha — gl& L. Hy + uHu.Ha, (1.16)

where the labels j are family indexes of quarks and leptons. Thegy andge are the Yukawa
coupling constants of up-type quarks, down-type quarkdeptdns, respectively. Theterm
mixes the two Higgs superfields.

The gauge-invariant Higgs scalar potential built from tiwe Higgs doublets in Equa-
tion 1.15is consistent with the electroweak sector of the SM and spraausly breakS U(2), x
U(1)y down toU(1)gwm. Itis given by:

V= %(gz+g'2)(|Hd|2—|Hu|2)+%gﬂH;’;Hu|2+u2(|Hd|2+|Hu|2)+mﬁd|Hd|2+mZHu|Hu|2+uB(Hu.Hd+h.c.),

(1.17)
Wheremﬁd, rr12Hu andB are soft supersymmetry breaking parameters. This scatanfal is
minimized by the vacuum expectation values (VEV’s) of thgd fields

_i Vi _i 0
<Hd>—\/§[o) <Hu>—\/§(vz], (1.18)

which spontaneously breaks the electroweak symm&td(2), x U(1)y —» U(1)em. A con-
ventional notation is used to relate the two VEVs byptanv,/v,. The two VEVs can then
be defined as; = (Hg) = vsing andv, = (H,) = vcog (wherev = V2 + V2 = 2my/g ~ 246
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GeV). The physical MSSM Higgs sector consists of two ne@Rakven H° andhC), a neu-
tral CP-odd (A) and a pair of chargedd) Higgs bosons. The MSSM also contains four
neutralinosﬁ’z’%), among which the{‘fis the lightest supersymmetric particle (LSP) in the
R-parity conserving model, and is a viable candidate of DM.

1.3.1 Theu problem in MSSM

The MSSM superpotential (Equatidn16) contains au-term, which mixes thed, and Hg
chiral superfileds, is the only dimensional coupling in topexpotential. The value gf is
expected to be of the order of electroweak scale, which isymasters of magnitude smaller
than the next natural scale, the Planck scale. A possikblgigolfor this problem can be found
in the framework of the Next-to-Minimal Supersymmetrict@tard Model (NMSSM).

1.4 The Next-to-Minimal Supersymmetric Standard Model

The NMSSM adds a singlet chiral superfield) o the MSSM P4-26]. The superpotential of
the NMSSM contains a trilinear term along with B term instead of th@-term of MSSM
superpotential in Equatioh.16 basically defined as

WNMSSM:( ..... )+/1NHAU. q+ NS, (119)

wherel andk are dimensionless Yukawa couplings, afdandHg are up and down types of
Higgs superfields. The associated soft terms, which breakupersymmetry explicitly, are
AANHHg + %AKN3. In the presence of these soft supersymmetry breaking terrecuum
expectation value (VEV) dfl, which is of the order of electroweak scale generatestacta/e
u-term with e = A(N), which solves thegi-problem’ of the MSSM 27]. As a result, the
NMSSM Higgs sector contains a total of thi€ée-even, twoCP-odd and two charged Higgs
bosons. This model also contains a total of five neutral fenlinistates,)(‘fz’uﬁ, which are
LSP (in the R-parity model) and viable candidates of DM. Thgddisector of the NMSSM
contains six independent parameters:

/17 K, A/la AK’ tarﬁ’ ,Ueff’ (1'20)
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where the sign conventions for the fieltdland tap should be always positive, while A, A
anduef¢ may have either sign.

The mass of the lighte€P-odd Higgs bosonAP) is controlled by the soft-trilinear cou-
pling A, and A, and vanishes in the Peccei-Quinn symmetry limit»> O [28], or a global
U(1)r symmetry in the limit of vanishing soft ternd,;, A, — 0, which is spontaneously bro-
ken by the VEVSs, resulting in a Nambu-Goldstone boson in pleesum R9]. This symmetry
is explicitly broken by the trilinear soft terms so that th&is naturally small. In a generic
case, the fermion coupling to the light pseudoscafafield can be defined by an interaction
term:

L= —xf%AOT(i%)f, (1.21)

where X; is the coupling constant, which depends on the type of femwah a masan;
[30, 31]. In the NMSSM, Xy = cogatars for the down-type fermion pair and, = cog/acolB
for the up-type fermion pair, whetg is the mixing angle between the singlég) component
and MSSM like doublet componem\ssy of the A%. With this mixing angle, the lighter
CP-odd state of thé\’ is defined as:

AO = COSQAAMSSM-F SingAAs. (122)

Such light state of thé\’ is not excluded by the LEP constrain®2], where theCP-
even Higgs bosor), could decay dominantly into a pair @P-odd scalars3bs, 29, 33-37].
The LEP experiment has also excluded a SM-likdecaying tobb for m, < 114 GeVc?
and placed a strong constraints @@ — Zh — Zbb as well as the féective coupling of
CZi = (952192, BN — bb) [34]. The Large hadron collider (LHC) experiment will also
not be able to discover such scalar statdsdiecays primarily into a pair d&P-odd scalars
with m2 bellow theBB threshold B3, 36, 37]. In this case, thé\’ can be accessible via the
decays 80, 31, 38-42] while using the large datasets of the current generatidgtleéctories,
such asBaBArR, CLEO and Belle experiments.
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1.5 Phenomenology of the light scalar states

The lightest state of thé? in the NMSSM is constrained to have the mass bellowhbe
threshold, 2, [26], to avoid the detection at LEP. A pseudo-scalar axion lganmmass
around 360-800 Me&\? and decaying into a lepton pair with a Higgs-like couplingiso
predicted by models motivated by astrophysical obsemat#3]. The low mass Higgs boson
could explain the origin of mass of the light elementary iple$, the mystery related to the
Dark matter and Dark energy which contributes more than 9@#andensity of the universe.
In the framework of dark matter, the dark matter particlesaanihilate into pairs of the dark
photons, which subsequently decay to SM patrticles. In amahmodel §4], the dark photon
mass is generated via the Higgs mechanism, adding a darls Biggpn in the theory. The
mass hierarchy between dark photon and dark Higgs boson e®nstrained experimentally,
so the dark Higgs boson could be light as wdb|[ These light scalar states could be within
the reach of present particle accelerators, such aB-fractory at SLAC.

The branching fractions aB(1'(nS) — yA% (n = 1,2,3) are related to thefkective
Yukawa coupling {;) of theb-quark to theA® through B#6-48]:

B(r(ns) - yA%) _ f2 M,
B(r(nS) - I*1-) ~ 271&(1_ s ) (1.23)

wherel = e or u ande is the running fine structure constant. In the SM, the valué.aé
defined as:
f2sm= V2GemiCqcp ~ (2 3)x 1074, (1.24)

whereCqcp = 0.7 — 1.0 [49] includes the QCD loop corrections and relativistic cori@ts
to B(1'(nS) — yA®) [48], as well as the leptonic width df(nS) — I*1- [50]. However, the
coupling of boundb-quark to theA” in the NMSSM isf2 yssu= V2GemEX3Cqocp. The
Yukawa coupling also depends upon the axion consfam the axion model of Nomura
and Thaler 43]. A study of the NMSSM parameter space predicts the bragctaction of
T(1S) — yA° to be in the range of 16 — 10* depending upon tha® mass, taf and cosx
[41].

In the SM, interactions between the leptons and gauge b@sersame for all the lepton
flavors, and therefore the quantity.R= I'yas)—i/Tras)—ir With [, 17 =€, u, 7 andl” # |,
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is expected to be close to one. In the NMSSM, any significaniatiens of R, from unity
would violate lepton universality, which may arise due tegemce of thé\® that couples to
the T°(1S). BABAR has measured the value of R’(1S)) = 1.005+ 0.013(staty 0.022(syst)
using a sample of (128+1.2)x 10° 7(3S) events, which shows no significant deviation from
the expected SM valuél]]. If the light CP-odd Higgs bosom® has a mass in the range of
9.2 < myp < 12 GeVc?, the NMSSM can account for the anomalous muon magnetic momen
[52].

For large value of tgs the A° will primarily decay to heavier down-type fermion that is
kinematically available. The branching fractions®8f— f f as a function of tghiandmo are
summarized in§3]. The same referenc&3] also summarizes the expect8dr’(3S) — yA°)
for various SUSY model parameters, with the constraint tiratmodel does not require the
“fine tuning” [34]. BABAR has previously searched fé&f production in the radiative decays
of r(nS) — yA® with n = 1,2, 3, where theA® decays to muonssH], taus b5, invisible
[56, 57], or hadrons $8]. Similar searches have also been performed by CLEO in the di-
muon and di-tau final states in radiati¥¢1S) decays $9], and more recently by BESIII in
the decay chain of/y — yA°, A° — u*u~ [60], and by CMS experiment ipp — AP,
A — utu [61]. BABAR results p4] for A° — utu~ decay rules out approximately 80% of
the NMSSM parameter space in thgo < 2m, range at tgf = 3. Referenceq?] interprets
the BABAR [54] and CLEO p9] results in terms of the limit oy as a function ofm, and
predicts that these results fit with an approximate limiXgk 0.5 for targ = 5.

This thesis describes a search for a di-muon resonance ifiultheeconstructed decay
chain of 7(2S,3S) — #*7~T(1S), T(1S) — yA°, A° — u*u~. This search is based on a
sample of (98 + 0.8) x 10° 7(2S) and (1168 + 1.0) x 10° T’(3S) mesons collected with
the BABAR detector at the PEP-Il asymmetric-energg collider located at SLAC National
Accelerator Laboratory. A sample &%(1S) mesons is selected by tagging the di-pion transi-
tion, which results in a substantial background reductmmgared to direct searchesAffin
T(2S,3S) — yA° decays. We assume that tA®is a scalar or pseudo-scalar particle with a
negligible decay width compared to the experimental resmiu






Chapter 2
The BABAR experiment

BABAR is a high luminosityete™ asymmetric energy collider experiment located at SLAC
National Accelerator Laboratory, California, USA. It wasnparily designed to study the
CP-violation in B-meson decays, and therefore, for most of its run period efperiment
was operated at thefe™ center of mass (CM) energy corresponding to 11(¢S) resonance,
which is just above th&B threshold. This has allowed ti@BAR to perform precision mea-
surements of th& meson decays, probing deeply into the phenomer@Pefiolation and
thereby establishing the CKM formalisr63] of the SM. Despite its initial goal of the study
of CP-violation in B-meson decays, thBABAR experiment has also carried out significant
studies in many other fields of high energy physics suchraysics, physics of the heavy
guarks, decays of the D-mesons and physics beyond SM sucW asdss Higgs searches. To
achieve the goal of some of these physics programsBaBar has also collected the data at
the CM energy corresponding to th€2S) and T’(3S) resonances in the last phase of the data
acquisition period in 2008.

This chapter outlines the design of the PERBIFactory and théBaBAR detector which
enabled such a rich physics program from this experiment.

17
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2.1 The PEP-II accelerator

The PEP-II is an asymmetric energye collider operating at the center-of-mass energy
of 10.58 GeYc? corresponding to the mass of th#4S) resonanced4]. This resonance
subsequently decays almost exclusively to BB andB* B~ pairs, which provide an ideal
framework for studying th€P-violation in theB mesons decay. A schematic of the overall
layout of the PEP-II collider is shown in Figugel
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Figure 2.1: The diagram of the PEP-Il Accelerator.

The BABAR experiment uses two accelerators: the SLAC linear acdele(inac) and the
PEP-I1I storage ring facility. The SLAC linac accelerates #ghectron and positron beams to
the required high energies, and then it injects them intoP&®e-II's storage rings. PEP-II
consists of two storage rings, a high Energy Ring (HER) for tlle@eV electron beam,
and a low Energy Ring (LER) for the 3.1 GeV positron beam. The lb@ams move in
opposite directions and collide at the interaction poirtiere theBABAR detector is located.
The asymmetric beam energies causeffusS) system to be Lorentz-boosted by a factor of
By = 0.56 in the laboratory frame, which is important for studyihg €P-violation in theB-
meson decays. This boost allows to reconstruct the dectige®of the twoB-mesons with
enough accuracy to determine the relative decay time ndedéthe dependentP-violation
measurement.
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PEP-1l was operational from October 1999 to March 2008. mthis period, thd3aBAR
experiment has collected about 476 million#S) events with an integrated luminosity of
433 b1, 120 million of 7'(3S) events with an integrated luminosity of 28.6567%, and 98
million of 7'(2S) events with an integrated luminosity of 14t8-1. BABAR has also collected
the data with an integrated luminosity of 53.85 ! outside these resonancef{@sonance),
which are mostly used for continuum background study. EduR shows the integrated
luminosity of the experiment throughout its running period
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Figure 2.2: Integrated luminosity delivered by PEP-II te BABAR experiment.
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2.2 TheBABAR detector

The BABAR detector is located at the collision point of the PEP-II é&xador 65]. To achieve

the wide physics objective, it is necessary that the detéets a large acceptance, good ver-
texing, excellent reconstructioificiencies for charged particles, good energy and momentum
resolution, high lepton (particularlyandu) and hadron identificationfigciency and radiation
hardness.

The BABAR detector consists of five sub-detectors: silicon vertegkia (SVT) is posi-
tioned closest to the collision point and is responsiblen@asuring the decay vertices of
the B-mesons, a drift chamber (DCH) for charged particle tracking momentum measure-
ment, a ring-imaging Cerenkov detector for particle idecdtiion, and an electromagnetic
calorimeter (EMC) for measuring the electromagnetic sheviterm electrons and photons.
These detector subsystems are contained within a largeadé magnet capable of gener-
ating a 1.5 T magnetic field, and for which the steel flux refarimstrumented with a muon
detection system. ThBABAR detector is illustrated in Figur2.3, and the following subsec-
tions describe these sub-detectors in more detail.

2.2.1 Silicon Vertex Tracker (SVT)

The Silicon Vertex Tracker (SVTHf| is a semiconductor based tracking sub-detector of the
BABAR experiment positioned very close to the collision poinhds been designed to provide
the precise measurement of the reconstruction of the toajeof the charged particles and
decay vertices near the interaction region. It reconsriine decay vertices of two primaBy
mesons at th&(4S) resonance to determine the timé&dience between twB-mesons decay,
which helps to study the time depend@ftasymmetries. It is also capable of reconstructing
the low momentum charged tracks bellow 120 Wtethat stop before reaching the DCH.

The SVT consists of five concentric cylindrical layers of dlmisided AC-coupled silicon
micro-strip sensors. The strips on the one side of each samecriented parallel to the
beam direction and used to measure the azimuthal apgle/ile other side of the strips are
perpendicular to the beam direction and used to measuretigom ofz. The inner 3 layers
are barrel shaped and used to provide an accurate meastrieEnimpact parameters along
z direction and in thex — y plane. However, the outer two layers are arch shaped and used
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Figure 2.3: Longitudinal section and front end view of B¥BAR detector 65].

to provide accurate polar angle measurement and can prihedsandalone tracking for the
low momentum particles that may not be capable of reachiad@H. This arc design was
chosen to minimize the amount of silicon required to covergblid angle and to increase the
crossing angle of the particles near the edges. These ootrles can not be tilted in like
the inner modules because of their geometrical shape. Tid &we gap in thep coordinate,
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the two outer layers were divided into two sub-layers (4a,58) 5b as shown in Figuz4
(b)), and placed at slightly flerent radii. Figure2.4 shows the fully assembled SVT with
visible sensors of the outer layer and a transverse schewmey.

Beam Pipe 27.8mm radius

_ Layer 5a

—
s\// Layer 5b

- Layer 4b
\f/\/ Layer 4a

() (b)

Figure 2.4: The Silicon Vertex Tracker (SVT) (a) fully asd#ed with visible outer layers and
carbon fiber frame and (b) schematic view of the transversgosewith the various layers
around the beam pipe.

The SVT sensors are composed of a 308 thick n-type bulk silicon substrate witbi
andn* strips on opposite sides. These sensors work in the reveaserntode and are held at
a voltage of about 10 V above the depletion voltage, whergyihieal depletion voltages are
25-35 V. When a charged particles passes through the SVTrseitsonizes the materials
creating the electron-hole pairs. The electron drifts trthstrips and hole drifts to the*
strips. This results in an electrical signal which is readlaoa capacitive couplings between
the strips and the electronics.

The alignment of the SVT is performed in the following twopstethe local alignment to
determine the relative position of all the silicon sensarg the global alignment to correct
the movement of the SVT with respect to the rest of the oB4R detectors. The local
alignment of the 340 silicon sensors is performed by usingnapte ofe*e” — p*u~ and the
cosmic ray muons, and described by three translationse timtations and a curvature. By
using these parameters, it calculates the track residusgd ttee SVT only hit and performs a
¥? minimization to determine the best position for each seriBoe local alignment is stable
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and performed only rarely. Once the local alignment is ddme SVT also requires to align
globally with respect to the DCH since it is not supportedctically by the rest of the other
BABAR detectors. The global alignment is performed by minimizing diference between
the track parameters fit with the SVT hit only as well as DCH mlyo Other monitoring
systems such as temperature, humidity and electronicratibb are also used regularly to
ensure the successful SVT operation.

The SVT also includes a radiation protection system cangigif a PIN and a diamond
diode sensors located very near to the collision point. Tihe dPode consists of p and n-
types of semiconductors which are separated by an intrggsidconductor located between
the regions of these two semiconductors. These radiatgters)s are used to protect the SVT
by the colliding beams in the events of sudden high instatas or prolonged background
levels that could damage the hardware components.

The SVT performs with anféciency of 97%, which is calculated for each half-module
by comparing the number of associated hit to the number oksrarossing the active area
of the half-module. The spatial resolution of the SVT ranfyjesn 10—-15um for the inner
layers and 30—-4Qum for the outer layers. The spatial resolution of the SVT itedained
by measuring the distance between the track trajectory laadhit for the high momentum
tracks in the two-track events. The SVT is also used to meaha energy loss Efdx) of
the charged particles which passes through matter and ilép@gnergy in the sensor. The
average H/dx is used for the particle identification and giveseaseparation between kaons
and pions up to momentum of 500 M@and between kaons and protons up to 1 eV

2.2.2 Drift Chamber (DCH)

The DCH is designed to measure the charged particle momenttmminimum transverse
momentum ofpr > 100 MeVc and the angular distribution with a high precision. It is the
main tracking device of th8ABAR detector, and also enables the particle identificationdase
on the &/dx measurement for the low momentum of particles where the DER@{ dfec-
tive. It is also crucial to reconstruct the long lived pdagsuch a?, which often decays
outside or on the edge of the SVT, so the chamber should beéabieasure the longitudinal
positions of a tracks with a resolution f1 mm. Combined with SVT, th&ABAR tracking
system provides excellent spatial and momentum resolthimrenables the reconstruction of
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the exclusiveB andD-meson decays. The DCH complements the measurements offiaetim
parameter and the directions of the charged tracks proogidtle SVT near the interaction
point (IP), and it is also the key to the extrapolation of tharged tracks to the DIRC, EMC
and IFR.

The DCH is a 280 cm long cylinder, with an inner radius of 23.6amd the outer radius
of 81 cm (Figure2.5). Since theBABAR events are boosted in the forward direction, its de-
sign is therefore optimized to reduce the material in thevéwd end in front of the endcap
calorimeter, and fiset by 37 cm from the IP to give greater coverage in the forwegbn.
The forward endplate is made thinner (12 mm) in the accepteggion of the detector com-
pared to the rear endplate (24 mm), and all the electronesaunted on the rear backward
endplate. The inner cylinder is made of 1 mm beryllium cqroegling to 028% of the ra-
diation length Ko), while the outer is made of 2 layes of carbon fiber of a honeyxcore
correcponding to 5% of theXo.
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Figure 2.5: Longitudinal cross-section of the drift chambe

The DCH consists of 7104 drift cells, which are arranged in Ufles-layers of 4 layers
each, for a total of 40 layers. The stereo angles of the dagers alternate between axial
(A) and stereo (U,V) in following order: AUVAUVAUVA. The steo angles increase from
45 mrad in the innermost super-layer to 76 mrad in the outstisaper-layer. The chamber
is filled with a 80:20 gas mixture of helium:isobutane to pdevgood spatial separation and
resolution for the BH/dx measurement and reasonably short response time, wherelitne h
is chosen to minimize the multiple scattering.
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Figure 2.6 shows the design of the drift cells for the four innermostestipyers. The
7104 cells are hexagonal with a typical dimension & 1.8 cn?, to minimize the drift
time. The sense wires is a 26n gold-plated tungsten-rhenium wire, while the field wires a
gold-plated aluminium with diameters of 120n and 80um. A voltage of 1960 V is applied
to the sense wires, while the field wires are held at ground.
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Figure 2.6: (a) Cell layout in th8aBar drift chamber. (b) DCH drift cell configuration for
the four innermost super-layers. The numbers on the rigiet e stereo angles in mrad of
the sense wires in each layer.

The ionized charged particles in the gas produces the fes#trehs that are accelerated
towards the sense wires by the applied electromagnetic figldse accelerated electrons are
further ionized and result in an avalanche of the electrargh near the wire. The avalanche
accumulates at the sense wire producing a measurabla@ésignal, which is amplified and
read-out to the electronics. The integrated charge anttitnié (time required for the ionized



26 Chapter 2. TheBABAR experiment

electrons to reach the sense wire) provide the ionizatienggrloss and position information
of the charged particles, respectively.

The track of the charged particles is defined by five paramé@gréo, w, o, tam), which
are measured at the point of closest approach ta-thes, and their associated error matrix.
The dy and z, represent the distance of a track from the origin of the coatd system in
the x — y plane and along the-axis; Thegg is the azimuthal angle of the track;is the dip
angle relative to the transverse plane, and 1/pr is the curvature of the track. Based upon
the full width half maxima, the distributions of these vétes have the following resolution
values:og, = 23um, o4, = 0.43 mrad,o5, = 29 um andom = 0.53x 103, The DCH
performs with a tracking faciency of (98+ 1)% for pr > 200 MeVc and for polar angle
6 > 500 mrad at the voltage of 1960 V. The resolution of the mesbpy can be written as a
linear function ofo,, /pr = (0.13+ 0.01)%pr + (0.45+ 0.03)%.

The specific energy loss per track is computed as a truncagad fnom the lowest 80%
of the individual dEFdx measurements. This value is computed after incorpayatirthe cor-
rections. The corrections are needed to account for changgs pressure and mixture; dif-
ferences in cell geometry and charge collection; signakation due to space charge buildup;
non-linearties in the most probable energy loss at largk tigp angles; and changes in cell
charge collection as a function of track entrance angle.cbneections are all done once for a
given High-Voltage (HV) setting and a given gas mixture whihe gain corrections must be
updated run by run. Corrections at the cell level can be langgpared to the dix resolution
for a single cell, but have only a small impact on the averagelution of the ensemble of
hits. The &/dx as a function momentum is shown in Fig#§. The DCH achieves good
separation between K amdupto 700 MeVc.

2.2.3 The Detector of Internally Reflected Cherenkov Light (DIRC)

The DIRC is a new type of ring-imaging Cherenkov detector usetiddronic particle iden-
tification in the BABAR experiment. It provides the/K separation of greater thaw-4or all
tracks from pion Cherenkov threshold up to 4.2 @e\and tags the flavor of B meson via
the cascade decay bf— ¢ — s. Its imaging system is based upon the total internal reflec-
tion of Cherenkov photon produced in long quartz bar. When aigapasses through the
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dE/dx vs momentum

[
=]
e

P
=
L)

80 % truncated mean (arbitrary units)

10 1 10
Track momentum (GeV/c)

Figure 2.7: &/dx in the DCH as a function of momentum forfidirent particles.

medium with a velocity greater than the speed of light in thatlium, it emits photons known
as Cherenkov radiation. The angle of the Cherenkov radiadidefined as

C
coO%; = —, 2.1
b= @)

where c is the velocity of light, n is the refractive index bétmedium and v is the speed of
the particle.

The DIRC is a three-dimensional imaging device, used to stmesposition and arrival
time of the signal by using an array of densely packed pholigpfiar tubes. It consists of
144 radiation-hard fused silica bars with an refractiveemdf n= 1.473. The bar serves
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both as radiators and as light pipes for the light trappetaradiator by total internal reflec-
tion. A schematic of the DIRC geometry illustrating the pipie of light production, imaging

and transportation is shown in Figu2eB. Photons are generated by the particles above the

Cherenkov threshold, trapped inside the bars and emerga méber-filled expansion region,
called a stand® box. A fused silica wedge is used to reflect photons at larggearto re-
duce the size of the required detection surface and henogaethose photons that would

be lost due to internal reflection

at the fused silica and miaterface. Finally, the photo

multiplier tubes (PMTSs) detect the light and allow the Ché&mnangle and particle velocity
to be measured. Once the velocity is known, the mass of thelparan be calculated using

the momentum information from the DCH.
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Figure 2.8: Schematic of the DIRC fused silica radiator bariamaging region.
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2.2.4 The Electromagnetic Calorimeter

The EMC is designed to measure the photon showers with extedficiency, energy and
angular resolution over the energy range from 20 MeV to 9 Gd\é capability of the EMC
allows the detection of photons fromi andz,° as well as from electromagnetic and radiative
processes. Most of the photons are produced by neutral gioayd with maximum energy

of 200 MeV, hence the lower bound of energy is set to allow dw®nstruction oB-meson
decays containing multiple® mesons. However, the upper bound of the energy range is set
by calibrating and monitoring the luminosity of the phot@nsduced via the QED processes,
like efe” — e*e (y). The EMC is also used to identify the electrons which alldavstudy

of semi-leptonic and rare decays®BndD mesons, and leptons, and the reconstruction of
vector mesons likd/y.

The EMC consists of a cylindrical barrel and a conical fodvandcap. It has a full
coverage in the azimuth and extends in polar angle frorB8°16 1418° corresponding to
a solid-angle coverage of 90% in the CM system (Fig2u®. The barrel contains 5,760
thallium-doped caesium iodide (Csl(Tl)) crystals arranged8 distinct rings with 120 iden-
tical crystals each. The endcap holds 820 crystals arrangsdht-rings, adding up to a total
of 6,580 crystals. The crystals have a tapered trapezaidssesection and length of the crys-
tals increases from 29.6 cm in the backward to 32.4 cm in thesia direction to limit the
effects of shower leakage from increasingly higher energygbast Two silicon PIN diodes
mounted on the rear face of each crystal are used to readostitfiillation light.

A typical electromagnetic shower tends to spread over mdcant crystals, forming
a cluster of adjacent energy deposits. Pattern recogratigorithms are used to analyze
the shower shape and to check whether cluster can be agsbuwiilh the charged particles.
Otherwise, the EMC cluster would be assumed to originate eimeutral particle. The energy
resolution of a homogeneous crystal calorimeter is engilyidescribed by

oY) 2.2)

E  4VE(GeY)

where® signifies addition in quadrature, and E amd are the energy and rms value of a
photon. The angular resolution is determined by the traissverystal size and the distance
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Figure 2.9: A longitudinal cross-section of the EMC (onle tlop half is shown) indicating
the arrangement of 56 crystal rings. The detector is ax@liymetric around the-axis. All
dimensions are given in mm.

from the interaction point, which is defined as

c

Oy = E(\/—Te\/)+d, (23)

Oy =

The energy dependent terrasand ¢ are dominant at low energy and arise due to the fluc-
tuations in photon statistics and electronic noise in tleloat chain. Furthermore, beam-
generated background will lead to a large numbers of additiphotons that add additional
noise. The constant terrbsandd are dominant at higher energies{ GeV) and arise due to
non-uniformity in light collection and light absorption ihe detector materials.

2.2.5 The Instrument Flux Return (IFR)

The IFR was designed to identify the muons with higliceency and good impurity, and to
detect neutral hadrons (primariKf and neutrons) over a wide range of momenta and angles.
Muons are important for tagging tleemesons via semileptonic decays, for the reconstruction
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of the vector mesons, like théyd and for the study of semi-leptonic and rare decay8 of
andD mesons and leptons. K? detection is important to study the exclusBedecays, in
particularCP eigenstates. The IFR also helps in vetoing charm decaysmapbving the
reconstruction of neutrinos.

The IFR consists of one barrel and two endcap and uses tHdlstereturn of the mag-
net as a muon filter and hadron absorber. Single gap restite chamber (RPC) with
two-coordinate readout have also been chosen as an acteeate The IFR was originally
equipped with 19 layers of RPC in the barrel and 18 in the erglc&paddition, two lay-
ers of cylindrical RPCs are installed between the EMC and thgnetacrystal to detect the
particles existing the EMC. The RPC consists of two high redigtBakelite sheets coated
with linseed oil separated by a 2 mm gap containing 56% ar8®8% Freon 134a, and3%
isobutane. The RPCs operate in the limited streamer mode8akV, and streamer signals
readout by aluminum strips on the exterior of the plates. Ilstration of the layout of the
IFR is shown Figure.10

Barrel
342 RPC
Modules

432 RPC
Modules
End Doors

Figure 2.10: Layout of IFR barrel and endcaps. All the unitsgiven in mm.

Unfortunately. it was found that the RPC degraded rapidleréfore, the muon detection
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system was upgraded with a Limited Streamer Tubes (L67,)d8] during the detector shut-
down periods from 2004-2006. The inner 18 layers of the RPEotiet were replaced with 12
layers of LST detectors and 6 layers are filled with brass respto improve muon-hadron
separation. The LST detector consists of 7-8 cells with aedsion of 380« 15x 17 mn?.
The cells are composed of PVC plastic coated with a graplatet,pwhich is maintained
at a ground potential, a central high voltage gold plateddanshich is held in place by 6
wires holders, and are filled with a (89:8:3) gas mixture o,dS0O-butane and Argon. The
LST also operates in the streamer mode, and the signalsléeted by the external read-out
strips.

2.2.6 Trigger Selection

The trigger systemd9] was designed to select events of interest with a high, stalold well-
understood &iciency while rejecting background events and keeping tta¢ ¢went rate under
120 Hz.BABAR uses two types of the trigger systems: the hardware baseldl@vigger (L1)
and the software based Level 3 Trigger (L3). The details ofihd L3 trigger systems are
described bellow:

Level 1 Trigger system

The design of L1 trigger decision is based on the chargedsracthe DCH above a
preset transverse momentum, showers in the EMC, and tratistel@ in the IFR. The drift
chamber trigger (DCT) processes the input data consistimgefbit from each of the 7104
cells to identify tracks. The Electromagnetic Trigger (EMEceives input from the 280
towers in the EMC, and identifies the energy deposits in the ENE.IFR is divided into ten
sectors, namely the six barrel sextants and the four hallends. The primary functions of
the instrument flux return trigger (IFT) are to veto cosmiergs and to identify muons from

the interaction o&*e~ — u*u~, which can be used for measuring the detector parameters suc

as the luminosity. The output of the DCT, EMT and IFT are utitizo determine whether the
signal event constraints a physics event by a Global Leviglyér. The frequency at which
the events are accepted by the Level 1 Trigger is approxiynatéHz.

Level 3 Trigger
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The L3 trigger is an online application that acts primaryaa event filter. It implements
in the framework of the Online Event Processing (OEP) and iarparallel on a number
of Unix processors. It is the first stage of the the DAQ systersdlect the events and is
responsible to make a logging decision on the output of th@artiware trigger. Its design
was required to reduce the L1 output of 1 kHz to a logging rétbout 120 Hz with a high
efficiency in physics events of interest. It performs a pargabnstruction of the event based
on the data from the drift chamber and drift chamber triggexell as from the EMC. Its data
are in part used by thefitine reconstruction and its trigger decision records aretinp the
offline filters of DigiFilter and BGFilter.

The diline filters are based on prompt reconstruction (PR) used todea further selec-
tion of events before the full reconstruction. The selaettiodone using two levels of filters:
the DigiFilter and BGFilter. The DigiFilter uses only infoation available from the L1 and
L3 triggers to make the selection. It is primarily used to omthe calibrated events, such
as radiative Babha events. The BigiFilter first runs as a pattieftifline reconstruction to
find drift chamber tracks and EMC clusters. Based on theskdraed clusters information,
an event classification is done, where the events classgigeti#ti-hadronz or two-prong etc
are identified.

2.3 Chapter Summary

In this chapter, we describe tiBAR detector, PEP-II accelerator complex and the trigger
system which are used to collect the dataset analyzed ithigss.






Chapter 3
Event reconstruction and selection

This chapter describes the event reconstruction and tleetsai criteria applied to select
signal-like events for the deca§(2S, 3S) — ntn~T(1S), T'(1S) — vA°, A° — u*u~. A
blind analysis 70| technique is used, where th&2S, 3S) datasets are blinded until all the
selection criteria are finalized for an optimal value of sigio-noise ratio. In this chapter,
we describe the discriminative variables used to sepamalsfrom background. A more
advanced multivariate technique based BumpHunter and Rafol@st classifiers are also
used to improve the purity of tH&(1S) sample. We also discuss thf€2S) and?’(3S) datasets
used in this analysis along with the Monte-Carlo (MC) samplegkvare intended to model
the data. The luminosities of these datasets are also detede

3.1 Data Sets

The data sample used in this analysis was collected during/Repecifically during a period
between December 2007 and April 2008 by Brd3arR detector. Ther’(3S) dataset contains
(1219 + 1.1) x 10° 7(3S) events and th&’(2S) dataset contains (3B+ 0.9) x 10° 1’(2S)
events.

The 7' (3S) data set is divided into three sub samples: low, medium hagidwhich were
collected in the beginning, middle and the end of Run7, rasm#¢ The “Low” data set

corresponds to about2s of the totalr’(3S) on resonance data set and is used for checking

35
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’ Dataset Name ‘ Integrated Luminosity {b™1) ‘
| For 7'(3S) dataset |
AllEvents-Run7-R2415(3S)-OnPeak-Low 1.173
AllEvents-Run7-R24t5(3S)-OnPeak-Medium (So far blind) 25.594
AllEvents-Run7-R24t5(3S)-OnPeak-High (So far blind) 1.282

| For 7'(2S) dataset |
AllEventsSkim-Run7¥(2S)-OnPeak-R24d-LowOnpeak 0.758
AllEventsSkim-Run7¥(2S)-OnPeak-R24d (So far blind) 13.56

Table 3.1: The luminosity of each data sample used in theysisal

the agreement between data and MC and finally, for validdheganalysis procedure. For
the 7'(2S) analyis, a similar “Low” data set was generated which cspoads to %% of the
total 7’(2S) data set. The “Low” samples are kept blinded untill all tkeéestion criteria are
finalized. We unblind these “Low” samples later to validdte fit procedure after applying
all the optimal selection cuts. The luminosities of thesagas are shown in Tab@1l To
avoid any bias, these samples are discarded from the firedetat

MC simulated events are used to study the detector accepsanacoptimize the event se-
lection procedure. The EvtGen packa@é][is used to simulate the'e” — qg (g =u,d, s, C)
and genericTr’(2S, 3S) production, BHWIDE [2] to simulate the Bhabha scattering and
KK2F [73] to simulate the decay processesede™ — (y)u*u~ (radiative di-muon) and
e'e — (y)r*r~. Signal events are generated using a phase-space (P-wade) far the
A — utu (7(1S) — yA®) decay and the hadronic matrix elements measured by the CLEO
experiment 74] are used for th&’(2S, 3S) — "7~ T(1S) transition. The detector response
is simulated by GEANT475], and time-dependent detectdfexts are included in the sim-
ulation. The cross-sections fete- — (g and lepton-pair productions are calculated from
their values at th&’(4S) assuming 1s scaling, wherey/s is thee*e CM energy atr’(nS)
(n = 2,3,4) resonances. TabB2 summarizes the number of generated signal MC events at
different masses for the decay chain§'(#S, 3S) — n*n~Y(1S), Y(1S) — yA°, A° — u*u~.
The cross-sections and luminosities of these backgroucayderocesses are summarized in
Table3.3. We use these six types of background MCs and a signal MC samfiie mass
range of 0.212 - 9.46 Gg¥? to optimize the selection criteria.



3.2. Event Reconstruction and Event Pre-Selection 37

’ Mass ofA° GeV/c? ‘ Number of event%

’ Mass ofA° GeV/c? ‘ Number of event#

| For 7'(3S) dataset | | 5 Zleor 7(2S) dataset 56 2k‘
0.212 172k
0.214 126.2k
0.214 172k
0.216 126.2k
0.216 172k
0.218 126.2k
0.218 172k
0.220 126.2k
0.220 172k
0.225 126.2k
0.225 172k
0.500 126.2k
0.300 172k
0.750 126.2k
0.500 172k
1.0 87k
0.750 172k
15 126.2k
1.0 103k
2.0 87k
15 172k
3.0 87k
2.0 103k
4.0 87k
3.0 103k
5.0 87k
4.0 103k
6.0 87k
5.0 103k
6.7 87k
6.0 103k
7.0 87k
6.7 103k
7.5 87k
7.0 95k
7.5 103k 8.0 87k
8.25 126.2k
8.0 103k
8.5 126.2k
8.25 172k
8.75 126.2k
8.5 172k
9.0 87k
8.75 172k
9.10 126.2k
9.0 103k
9.20 126.2k
0 2192.259 46 ;géz‘rt 9.25 126.2k
0.212 -9.46 174k

Table 3.2: The number of signal MC events generatedfgrdnt masses for the decay chains
of 7'(2S, 3S) — "7~ T(1S), T(1S) — yA°, A° — u*u-.

3.2 Event Reconstruction and Event Pre-Selection

The events of interest are reconstructed ugnaBar software packages designed for creating
the lists of composite particles, automating the work of mglkombinations, performing the
kinematic fits, making the pre-selection criteria and sigihe events in an object-oriented
based ROOT ntuple file§§]. To streamline the decay processe§'(®S, 3S) — "7~ T'(1S),
T(1S) — yA°, A° — u*u~, the data and MC samples are filtered or “skimmed”. We select
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’ Decay Mode ‘ Generated EventhCross-section (nbp Luminosity (fb™?) ‘
| For 7'(3S) dataset |
7(3S) — anything 215456000 4.19 51.42
ee >qyQ=ud,s 111576000 2.18 51.18
ete —» cC 135224000 1.36 99.429

ete - vt 47632000 0.94 50.672

e'e” - ye'e 283856000 25.79 11.01

ee >y 68744000 1.1985 57.358

| For 7'(2S) dataset |
7(2S) — anything 156400000 7.249 2157
e'e - qj(q=u,d,s) 91025000 2.31 39.41
e'e” —» cC 51420000 1.44 35.71

ete - vt 20245000 1.04 19.47

e'e - yee 106268000 25.9 4.10

ee -y 26891000 1.30 20.69

Table 3.3: Background MC samples forttédrent decay processes, which are used in this
analysis.

events containing exactly four charged tracks and a singegetic photon with a center-of-
mass (CM) energy greater than 200 MeV. The additional photwotis CM energies below
this threshold are also allowed to be present in the evehistwWo highest momentum tracks
in the CM frame are required to have opposite charge, and suenesl to be muon candidates,
combined to form the\’ candidate. These tracks are required to have a distances#stl
approach to the interaction point of less than 1.5 cm in taegkransverse to the beam and
less than 10 cm along the beam-axis. TI(@S) candidate is reconstructed by combining
the A° candidate with the energetic photon candidate and requihie invariant mass of the
T(1S) candidate to be between09and 98 GeVc?. The T7'(2S, 3S) candidates are formed
by combining thel’(1S) candidate with the two remaining tracks, assumed to bespidhe
di-pion invariant mass must be in the range aff2(mys3s) — Mras))], compatible with
the kinematic boundaries of thg2S, 3S) — #»*n~ 1’ (1S) decay. Finally, we define the mass
recoiling against the di-pion system to be:

n1’2ecoil =S+ rﬂzzm' — 2v/SE, (3.1)

where+/sis the collider CM energy (assumed to {8 = Myss2s)) andE,, is the energy of
the di-pion system. We require thaite..; to be between 9.35 and 9.57 Ge¥ The Myecoi
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is used to identify th@’(3S, 2S) — n*2~ 7(1S) transitions and it should be peaked/qlS)
mass for signal like events. The entire decay chain is fit simmpa mass constraint on the
7' (1S) and 7’(2S, 3S) candidates, as well as requiring the energy of ¥(2S, 3S) candidate
to be consistent with the'e CM energy.

To distinguish the signal from backgrounds, we calculagerdduced mass1§] for an
event which is defined as:
Med = /M., — 4ME. (3.2)

Meeq iS equal to twice the momentum of the muons in the rest fram® ofind has a smooth
distribution in the region of the kinematic threshaigh,- ~ 2m, (m.q = 0). It has a Gaussian-
like distribution for signal and a flat distribution for baground.

Further selection criteria are applied at the ntuple lek@knts are required to satisfy L3
trigger (L30utDch|| L3OutEmc) and filter (RecoBGFilter && DigiFilter) flags. Thdadger
selection criteria reduces significant amount of combimnaltbackgrounds while maintaining
the signal selectionficiencies up to~ 99.95% for both ther’(2S, 3S) datasets. Further, we
require that the momentum magnitude of most energetic eldapgrticle to be less than 8.0
GeV/c. Figure3.1shows thaneg distribution for signal MC, combined background MC of
7(3S, 2S) generic, radiative bhabha, radiative di-muei;~, cC and uds.
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Figure 3.1: The distribution of the..; for the low onpeak data sample (dots), together with
the production of the background and signal MC 12S) (left) and 7(3S) (right). The
mean of the recoil mass in background MC has been corrected amparing the recoil
mass distributions in a control samples of data and MC, thaildetf which can be found in
section3.4. The background MC is normalized to th§2S, 3S) low onpeak data samples.
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3.3 Event Selection

This section describes the variables used to discrimiretigden signal and background pro-
cesses. We also describe various multi-variate technigses to discriminate signal events
from the background events. The variables of interest caspbeinto three groups, which
are pion, photon, and muon related variables. The pione@hriables in the decay chains
of 1'(3S,2S) — n*n~1(1S) are identified by searching for two low momentum pions. The
photon related variables in the decay chain¢1lS) — yA° are identified by detecting a
monochromatic photon. The muon related variables in thaylebain ofA° — u*u~ are
identified by two high momentum muons. The kinematic vagahielated to these three
groups are chosen as follows.

3.3.1 Pion selection variables

e Costhpipi: The cosine of the angle between two pions in the laboratamd, shown
in Figure3.2(a) for 7(2S) and Figure3.2(b) for 1’(3S).

e DiPip3: The transverse momentum of the di-pion system in the labogrdtame,
shown in Figure8.2(c) for T'(2S) and Figure3.2(d) for 7'(3S).

e Pi2phi: The azimuthal angle of each pion, shown in Fig8rge) for 7’(2S) and Fig-
ure3.2f) for T'(3S).

e Pi2plab: The transverse momentum of the pions, shown in Figus@) for 1’(2S) and
Figure3.3(b) for 7(3S).

e DiPimass: The di-pion invariant mass, shown in FiguBe3(c) for T'(2S) and Fig-
ure3.3(d) for 1’(3S).

e Costhetax: The cosine of the angle formed betweensthen the di-pion frame and the
direction of the di-pion in th&’(2S, 3S) rest frame, shown in Figur@ 3(e) for 1’(2S)
and Figure3.3(f) for T'(3S).

e VDist: The transverse position of the di-pion vertex, shown in FBgu4(a) for 1'(2S)
and Figure3.4(b) for 1’(3S).
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e RecoilMass:the mass recoiling against the di-pion system, shown inrgigu(c) for
7(2S) and Figure3.4(d) for 7'(3S).

The pion azimuthal angle in the radiative bhabha sampletbf 5(8S) andT’(2S) datasets
shows a multipeak structure, as shown in Fig8r&e) and 3.2(f). The peak structure is
understood to be due to the random tracks which is removedrafjuiring that either one of
the charged tracks must be identified as muonAfbreconstruction using muon Particle-1D
(PID). Figure3.5shows the azimuthal angle of pion after applying the muonub c

3.3.2 Muon selection variables

e BDTMuon[1,2]IDFakeRate: We require either one of the charged tracks for Ae
reconstruction must be identified as muon by a standard Maatice-ID algorithm,
where theu-to-r misidentification rate is about 3%. Figudet shows the muon PID
Boolean distribution of th&’(2S, 3S) datasets.

3.3.3 Track multiplicity and photon selection variables

e nTracks: We require that the number of charged tracks should be egdalt in the
event.

e xlmomgam: The lateral moment77] of a photon candidate in the electromagnetic
calorimeter is defined as

N 2
2i-3 Eir;
N 2 2 2’
sz Eirf + Eard + Eorg

xImomgam= (3.3)
where N is the number of crystals in the showgrjs the energy deposited in thin
crystal,r; is the radius in the plane perpendicular to the line pointnogn the inter-
action point to the shower center, and= 5 cm is the average distance between two
crystals. The energies are orderled > E, > ... > Ey. The xImomgam quantity
is used to dterentiate the electromagnetic showers from the hadrommwets. The
electromagnetic shower typically deposits a large fractibtheir energy in one or two
crystals, whereas the hadronic showers tend to be moredspuea
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Figure 3.2: Di-pion related variables: (a, b) Cosine of argveen two pions in the labo-
ratory frame (c, d) Transverse momentum of di-pion systemhénlaboratory frame and (e,
f) Azimuthal angle of pion. Left plots are faf(2S) and right plots are fo’(3S). All these
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e Zmom42gam: The ZernikeA,, moment is defined ag§:
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n

A=) (E/E)- farloe™™, (3.4)

k=1
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whereE; is the energy deposited in th& crystal, E is the total energy deposited in
the total crystalsf,m are the polynomials of degree n angl,¢;) the location of the hit
crystals in the EMC with respect to the center of the showke [6cations are defined
in cylindrical coordinates with z-axis running from the beapot to the centroid, with

pi = ri/Ry whereRy = 15 cm. f,,, represents the Zernike function,
"2 (-1)%(n - 9)!p" — 2s

fam(o) = ; sl((n+m)/2-9)!((n-—m)/2 - 9)! (3.5)

with m < nand f— m) even. The Zmom42gam is used to characterize the azimuthal
spread of the shower. It is also used to distinguish betw&stremagnetic showers
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Figure 3.8: Lateral moment associated with photon fromadigi(3S, 2S) generic, uds, ra-
diative bhabha, radiative di-muon;z~ andct events forr’(2S) (left) and7(3S) (right). We
have plotted this variable at the pre-selection level.

and hadronic showers, because hadronic showers tend to feeimegular than elec-
tromagnetic shower.

We apply a loose selection cuts for the muon, track muliigliand photon related vari-
ables. The selection criteria for the muon, track multipfiand photon related variables for
7(2S) and7’(3S) datasets are summarized in TaBld. Figure 3.6, 3.7, 3.8and 3.9 show
the distributions of these variables.

We also apply a selection cut on th%3S, 2S) kinematic fity? (X%’(BS,ZS) < 300), which
is calculated after fitting the entire decay chain using thei&dm energy constraints on the
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Selection
Variable name 1(3S) 1(2S)
Number of tracks =4 =4
Lateral moment [0.06, 0.75] [0.06, 0.75]
Zernike-42 moment <0.1 <0.1
Muon-1D OR muon PID| OR muon PID

Table 3.4: Track multiplicity, photon and muon related st variables.

7(3S, 2S) and mass constraints on th3S, 2S) and 1°(1S). Figure3.10shows the distribu-
tion of 7'(3S, 2S) kinematic fity? variable.

3.3.4 Multivariate Analysis

We use multivariate analysis (MVA) based BumpHunter alponiand Random forest algo-
rithm included in StatPatternRecognition9 to optimize pions related variables. The full
Mg range is used to optimize the pion related variables for tildatasets which are shown
in Figure3.11

We split the data sample into 3 sub-samples, one for traisgtgone for validation set,
and one for test set. The training and validation samplesised to train the MVAs. The
test sample is used to check the performance of the MVAs afiplying the selection cri-
teria. Figure3.12and 3.13show the the correlation between the input variables fanadig
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and background i’(2S) and7’(3S) datasets, respectively, which are used to train the Bum-
pHunter and Random forest classifiers.

3.3.4.1 Variable selection optimization using BumpHunter lassifier

The BumpHunter classifier is based on PRIM algoritt86].] This classifier searches for
a series of selection criteria that define an n-dimensionbbid in n-dimensional variable
space. Once a suitable region is found, the selection ieritee adjusted to optimize the
figure of merit (FOM), such that the proportion of the numbgewents excluded by this
adjustment does not exceed a fixed amount. This amount isrkaswhe “peel” parameter.
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Variable name Selection
Cosine of angle between two pions > -0.999
Di-Pion transverse momentum < 1.239 GeVc
Pion transverse momentum [0.070, 1.021] GeYt
Pion helicity angle [ -0.966, 0.947]
Di-Pion mass [0.293, 0.894]GeW?
Transverse position of di-pion vertex [5.50x 107, 0.041]
RecoilMass [9.451, 9.470] GeYt?

Table 3.5: Optimal set of cuts obtained from the BumpHuntéh wipeel parameter of 0.2 for
7(3S).

The process is repeated until a cuboid is found which maxamthe FOM. In this analysis,
we use Punzi FOM41]] for optimization which is defined as:

€

_ 3.6
0.5N, + VB (3.6)

whereN, is the number of standard deviations desired from the reantte andB are the
average fficiency and background yield over a braagh range, respectively.

To train the BumpHunter classifier, we weigh the backgrounddy&un77'(3S) onpeak
luminosity (28.049fb™!) and weigh the signal MC by determining the number of exmkcte
signal event in our data while assuming a branching raticOof.1We train the BumpHunter
MVA using training and validation sample &f(3S) to optimize the selection cuts. The peel
parameter is varied between 1% and 95%. The optimal peethedea (maximizing the FOM)
is found to be 20%. The cuts determined by the algorithm avershn Table3.5.

We then apply these optimal cuts to the test sample and clmeckdrformance. We
find 23925 signal MC events and 10009 background MC event¥(fé®). This will be our
benchmark numbers for a more complex multivariate analysis

3.3.4.2 \Variable selection optimization using Random Fow classifier

We use another advanced tool, the Random Forest (RF) classifieh was proposed by
Breiman in 2001 82]. RF is a method by which a number of decision tress are traamed
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the output of the algorithm is taken as the weighted vote @foilitput of each decision trees.
Unlike the BumpHunter, a decision tree recursively splaging data into rectangular region
(nodes). For each node, the tree examines all possibleybspdits in each dimension and
selects the one with the optimized FOM. In our case, the aecisee sets the weights for
the vote, to maximize the Gini index (the FOM for this apptoacStatPatternRecognition
uses negative Gini-index=(-2p.q), wherep andqg = 1 — p are fractions of correctly and

incorrectly classified events in each node. The Gini indeglested to the minimization of the

loss of events from each category. Each training cycle gepdscision tree from a random
set of input variables - thus the name, random forest.

We can control two parameters during the training process:number of tress grown
(training cycles) and the minimum number of events whichedimved to populate a terminal
node of the tree (a node with no further splits). We fix the nendf trees to 300 and try a
variety of minimal events per terminal node, which we dermtél”. Figure 3.14shows the
resulting training curves for the FOM vs. training cycle. tivel the best performance (lowest
FOM) for | = 50 for 7(3S) and I= 250 for T'(2S). The output of the RF, for both signal and
combined background MC is shown in FiglBd5 We use these RF outputs to calculate the
survived signal and background events.

We cross-check the performance of RF algorithm against thepBlumter algorithm for
7(3S). We fix the cut on the RF output to a particular value to achteeesame background
yield as BumpHunter and compare the signal MC yield and we fatithe RF returns 5.88%
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more signal MC events (25420 events) for the same backgrfmurid3S). We shall use RF
classifier for further analysis for boti(3S) and7’(2S) datasets.

We optimize the cut on the RF discriminant using the Punzi &gimerit (FOM):

(3.7)

€
0.5N, + /3 (B x W)’

whereN, = 3, € is the averageficiency, B; andw; are the number of background events
and background weights ( forftierent i 7'(3S, 2S) generic, uds, radiative bhabha, radiative
di-muon, v* 7~ andcc) respectively. The weight of each data-set is defined asatie of
two quantities &, where a is Run7’(3S, 2S) onpeak luminosity and b is background sample
luminosity. The RF output for signal and background MCs in & sample is shown in
Figure 3.15 for both 7°(3S) and 7’(2S) datasets. The optimized plot for the Punzi's FOM
vs. RF discriminant is also shown in FigBel5b) and Figure3.15d) for 7(2S) and T’ (3S)
sample, respectively.

3.3.5 Final selection

The final selection criteria for th&(3S,2S) — #*2~T(1S); T(1S) — yA% A° — utu-
analysis includes the following:

e Track multiplicity, photon and muon related cuts as desctiin Table3.4.

e Pion related variables using RF classifi&RF > 0.568 for 7°(3S) andRF > 0.388 for
7(2S).

e 7(3S,2S) kinematic fity? : x7 35,5 < 300.

We then apply the optimal selection cuts to the test samplebdth signal and back-
ground MCs. The signal MC sample is used to compute the sighatteon dficiency as a
function of myo after applying all the selection cuts. We usgq distribution to perform the
maximum likelihood (ML) fit for the signal yield extractiomdm data, the result of which
will be presented in the next chapters. The sigifatiency varies between 38.3% (40.4%)
and 31.7% (31.6%) fo’(2S) (7' (3S)), and decreases monotonically witie. Figure3.16
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Figure 3.15: (a,c) The output of the RF for both signal and dastdbackground MC for
7(2S, 3S) and (b,C) Punzi’'s FOM as a function of RF cut. The backgroumdsiarmalized
by 7'(3S, 2S) onpeak data sets. Top plots are #S) and bottom plots are fdr’(3S). The
optimized cut is RE 0.388 (0.568) for thg’(2S) (7'(3S)) dataset.

shows the remaining background events in 1§8S) and T’(2S) data samples, after scalling
up the number of events by 3 to represent the full sample. ab&dround is dominated by
7(2S, 3S) generic decays, rest of the other sources are negligBle [

The mec distributions of generic events and low onpeak datasetw shat about 93%
of the T'(3S, 2S) generic events decay VIA3S, 2S) — "7~ 1’(1S),7(1S) — anything(Fig-
ure 3.17. Using MC-Truth information of the survived background et it is found that
about 99% of the events decay W4lS) — yu*u~. Figure3.18shows a MC-Truth Boolean
distributions forY’(1S) — yu*u~ decays for both the datasets after applying all the selectio
cuts.
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Figure 3.16: meq distribution of the remaining background MCs events in #(&S, 3S)

datasets after applying all the optimal selection cuts. [Effteplot is for 1°(2S) and right
plot is for 1’(3S). The test sample is scaled up by three to represent thedtdl shmples
in both 7’(2S) and T'(3S). The most dominant remaining backgroundri&S, 3S) generic

decays in both the datasets. Contributions from other bacigis are negligible.
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Figure 3.17:mec; distributions for generic and low onpeak datasets aftetyappall the

selection criteria. Left plot is fo?’(2S) and right plot is forY’(3S). The mean of the recoll
mass in MC has been corrected after comparing the recoil diagbutions in a control
samples of data and MC, the details of which can be found incse814.

3.4 Corrections of mean and width ofMmecoil

After the event reconstruction, it was observed that themaaal sigma of th@nec distri-
bution is shifted by 1.0 Me\¢? in MC, while compared to data. We use a control sample of
7(2S,3S) —» 7#*n~T(1S), T'(1S) — u*u~ in data and MC to study the mean and width value
of Mecoi. We apply the following selection criteria to both data an@ llfter reconstructing
the events:
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Figure 3.18: MC-Truth Boolean distributions fo¥(1S) — yu*u~ decays. Left plot is for
7'(2S) and right plot is forr’(3S).

e Two pions must not be misidentified as electron using a pestig algorithm where the
n-to-e mis-identification rate is aboutD%.

Both leptons must be identified as muons by a muon particlegbrithms.

CM energy and momentum are withitE| < 0.2 GeV andAP| < 0.2 GeV/c.

The number of the charged tracks must be equal to four.

RF selection cuts of th#(2S, 3S) datasets.

We use a sum of two Crystal Ball (CB) functior4] with opposite side tails to model the
Mecoi- T he detail description about the CB function has been pteden the sectiod.2in
chapter 4. The fit to the @ distributions in both data and MC samples for b#{2S) and
7(3S) datasets are shown in Figusel9and 3.2Q respectively. The mean of the recoil mass
distribution in data appears to be shifted by less than 1 fedhd is also wider than MC, for
both the(2S, 3S) datasets. We correct the mean and width of the recoil magsdition in
MC by the observed tlierence in data and MC.

3.5 Chapter Summary

In this chapter, we have described the event reconstruationthe methods of event selec-
tion using the dierent multivariate techniques. The datasets used for tiaky/sis are also
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Left plot is for the data and right plot is for MC.
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Figure 3.20: moj distribution in7’(3S) — #*2~1(1S), T'(1S) — u*u~ events after applying
all the selection cuts as mentioned in the secBgtincluding the RF selection cuts &f(3S).

Left plot is for the data and right plot is for MC.

presented. Finally, we have discussed the remaining baaghkds after applying all the selec-

tion criteria. In the following chapter, we will describestBignal and background probability

density functions (PDFs), which are used to extract theasigvents from data.






Chapter 4
Maximum Likelihood Fit

This chapter begins with an overview of the maximum likeidgqML) fit used to extract
the signal events from the datdq 86]. The RooFit B7] and RooRarFit 8] packages are
used to conduct the 1d unbinned ML fit to thgy distributions in the data samples. The
signal and background probability density functions (PDéfe developed using signal MC
samples generated at 8o points and the combined background MC, respectively. The fit
validations are done using a cocktail sample¥' (S, 3S) low onpeak datasets afn{2S, 3S)
generic MCs, as well as a large number of the Toy MC experimeititsdifferent embedded
signal events at select@gh points. The bias of the fit is considered as an additive syaiem
uncertainty. Finally, this chapter describes the triatdastudy used to compute the true
significance i.e., the probability for pure background everiluctuate up to a given value of
the signal yield.

4.1 Theoretical overview of the ML fit

The ML fit is a technique used to estimate the values of thenpatexrs for a given finite
sample of the data. Suppose a measurement of the randorbleacia repeated several times
for a finite values ofx, ....x,, where eacly; follow a probability density function (PDF) of
f(x; 0) for a particular value of. Then the likelihood function in the interval ok[ x; + dx]

is defined as:

59
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n

£0) = | | fx:0). (4.1)

i=1

The likelihood defined by equation equatidrl is called an unbinned likelihood, which is
evaluated at each data point and no binning of the data isededd practice one often uses
the negative log-likelihood (NLL)

~10gL(6) = - > 1ogf(x; ), (4.2)
i=1

that makes easier to estimate a parameter value while nzimgithe NLL function. The
unbinned ML estimatoé for a parameter vectdt is defined as the value @ffor which the
likelihood is maximal, or equivalently the negative logdiihood is minimal.

The statistical uncertainty on a parametes defined as the square-root of the variance.
The ML estimator for the variance @hs given by the second derivative of the log-likelihood
ate = 6.

d?log(L(6)) )‘1

5(0)% = V/(6) = ( >

(4.3)

In case there are multiple parameters, the variance of teendnle of parameters is repre-
sented by the covariance matrix, which is defined as:

N oo o _ (9Plog(L(6, 6))\*
V(0.0) = (00) - X0 = (5= (4.4)
which can also be expressed in terms of variance and a dioretaatrix
V(6,0) = YV OV (@) - p(6.0), (4.5)

Herep(6, 0’) expresses the correlation between the parametéraratd’ and have their values
in the range of [-1,1].
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4.1.1 Extended ML Fit

The extended ML function includes an extra factor for thebatmlity of obtaining a sample
of size N from a Poisson distribution of a mean

n N

L£0.6) = [ | f(x:6)- e% (4.6)
i=1 ’

where they describes the expected rate at which the total number ot®aea produced. The
extended ML function is used to determine the number of $ignd background events in a
given data sample through a fit. The most straightforwardaaah to such an analysis is to
define a composite probability density function (PDF)igK, 0, 0’) as follows:

Ns Ng
NS + NB NS + NB
whereNs andNg are the number of signal and background events, respsgtiNet Ns + Ng

L(x,0,0) = -S(x; 0) + - B(x; 6), (4.7)

the total number of events in the data sample, 804 6) andB(x; ") the PDFs of signal and
background, respectively. A minimization of the extended fil estimates the yield of the
Ns and Ng.

4.2 Signal PDF

In this analysis we perform an one-dimensional extended Mtofthe meq distribution to
extract the number of signal events. Tingy distributions of the signal are parametrized by
a sum of two Crystal Ball (CB)d4] functions with opposite-side tails. The CB function is
given by,

= (x=)? X4t
ex , > —q
=2e) 4 (4.8)

f(Xju, o, a,n) = C. , ) )
(LYexi-9)- (& ~lal + )™, S < g

wherea determines where the usual Gaussian turns into a poweidangith the tail param-
eter n, and C is overall normalization. We constrain the n{gaparameters of the two CB
functions to be the same, and fog, > 0.5 GeV/c?> we also fix the relative weight of each
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Figure 4.1: Signal PDFs for the Higgs mass ofifa) = 0.214 GeVc? and (b)my = 8.75
GeV/c?.

CB to frac= 0.5. Formy > 0.5 GeV/c? we also constrain the widthrf parameters of the
two CB functions to be same. Thus, in this mass range therexaiteated parameters: mean
(u), sigma ¢), two tail cutdfs (@, agr), and two powersr, ng). Formy < 0.5, we float
the two widthso. andor separately, for a total of seven free parameters. We fit oxed fi
intervals in the mass regions:002 < Mg < 1.85 GeVc? for 0.212 < my < 1.50 GeVyc?,
1.40 < Mg < 5.6 GeVc? for 1.502 < mpo < 5.36 GeVc? and 525 < Mg < 7.3 GeVc? for
5.36 < myp < 7.10 GeVc?. Above this range, we use sliding intervals0.2 < Mg < 1+0.15
GeV/c?.

The fit to them,q distributions for the signal MC for the selected mass paanéesshown
in Figure4.1 Rest of the other plots are shown in Appendiin FigureA.1 —A.3 for 7'(2S)
and in FigureA.4 — A.5 for 7(3S) dataset. The summary of the PDF parameters for both
datasets are shown in Figude2 — 4.3 Figure4.4 shows the signal selectioffieiency as a
functionmyo for both the datasets. The PDF parameters of the signal @mmpatated linearly
from the knownmyo points.

4.3 Background PDF

The background PDF in the range mf, < 1.50 GeVc? is modelled using a MC sample

of 1'(2S,3S) — n*n~T(1S), T(1S) — (y)u*u~ decays, which is described by a threshold
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Figure 4.2: Parameters of the 1d ML fit iaeq distributions for signal MC fompo

(9)

< 05

GeV/c%: (a) mean of both CB functions (b) width of the “left” CB shape} Width of the
“right” CB shapes (d) cutlh of the “left” CB (e) cutdt of the “right ” CB (f) power of the
“left” CB and (g) power of the “right” CB.



64 Chapter 4. Maximum Likelihood Fit

PN B T I
S o +-VES) 41¢ +-V@Es) e T
E 4 > L 0 ,

[ r 1 o ] B
o = o Y(2S B - o Y(2S 7
= 8i- @S) =4 € ooos- (2S) O ® —
g = i ° [ o ]
£ 7= = F ) b
o E 0.005— -
5 — L ]
E E 0.0041— -
4 — C ]
3 - 0.003 =
2 = L ]
1= = 0.002— .
e I I I I I I I N B A I I T N N N N N B

1 9 1 2 3 4 5 6 7 8 9
m,» (GeV/c?) m . (GeVic?)

() (b)

y T T T B L B e e e B e s
S 16p —— ¢(3S) 4 ° 06 —+ Q'(33) s 7
15 o Y(2S) = - 6 Y(29) .
F E -0.8[— o .
14~ - r ]
F E A .
13 3 E ]
E E 12 J
1.2 - L ]
11 = 14— 4
1 E 161 -
09¢ E 18 7
k 3 (] ! ! [ ! ! Lo

9 1 2 3 4 5 6 7 8 9
m,» (GeV/c?) m . (GeVic?)

(c) (d)
= F & 16 =
3.4 — C ]
C 7 14— -
32F 3 r ]
b = e E
2.8 - 10— —
26 = 8— =
241~ = r ]
£ 7 6— ]
22 . r ]
2 E aE -
18— — 2k -
E o} 3 - 1
I I IV IV IV IV I N B k h
1 2 3 4 5 6 7 8

9 9
m,. (Gevic?) m,» (Gevic?)
(e) ®

Figure 4.3: Parameters of the 1d ML fit baeq distributions for signal MC fomy > 0.5
GeV/c%: (a) mean of both CB functions, (b) width of both CB shapes, (tdfE of the “left”
CB, (d) cutdf of the “right ” CB, (e) power of the “left” CB, and (f) power of theityht” CB.



4.3. Background PDF 65

4

—Y(29)

o
N

|IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIIT

0.39
0.38
0.37
0.36
0.35
0.34
0.33
0.32

Signal selection Efficiency

o 1 2 3 4 5 6 7 8 9
2
m o (GeV/c?)
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function

1
f(Med) o« [Erf(S(Mea— M) + 1] + exp( )y | ey, (4.9)
=0

wheres is a threshold parameter ama) is determined by the kinematic end point of the
Mg distribution, andc, is the codicient of /" order polynomial function. The background
PDF is described by a second order Chebyshev polynomial inatige of 1502 < mpo <
7.10 GeVc?, and a first order Chebyshev polynomial fog > 7.10 GeVYc?. The plots of
background PDF near the threshold mass region are showgumed.5 for both 7°(2S, 3S)
datasets. Rest of the other background PDFs are shown in {eendixB in FigureB.1 and
B.2for 7(2S) andT'(3S), respectively.
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Figure 4.5: The background PDF in the threshold mass regidineim.q distribution. Left
plot is for theT’(2S) dataset and right plot is for tH&(3S) dataset.

4.3.1 Fit Validation using a cocktail sample

The validation of the fit procedure is performed using a caitlgample of theY’(3S, 2S)

low onpeak data-sample and 95% B{3S, 2S) generic MC sample. The cocktail sample
contains about 4522 events f5(3S) and about 12446 events fo(2S), as expected in the
full data samples. Figuré.6 shows the reduced mass distribution ¥(8S, 2S) low onpeak
and?’(3S, 2S) generic samples after applying all the selection critek®seen in these figures
the statistics is very limited in the low mass region in bbb datasets. There are many regions
in the mq distribution where there are no events. The normal ML fit pose gives large
negative signal yield in a region of thaeq Spectrum, where the statistics is limited. This
problem can be avoided if we constraint the number of signdll@ckground events to be
greater or equal to zero. This constraint method works finberregion of limited statistics
and ignores the negative fluctuation in the datasets butdatres a bias, specially, where the
statistics is little bit large, but not flicient to use the normal fitting approach. To avoid these
difficulties, we impose a lower cutao the signal yield to ensure that the total signal plus
background PDF remains non-negative in the integratiolond@9].

We perform the scan for any possible peaks imthgdistribution from?’(3S, 2S) cocktail
samples in the steps of half ofiey resolution, corresponding to 4585 points. The shape
of the signal-PDF is fixed while the background-PDF shapmadiand background yields
are allowed to float. The parameters of the signal PDF arepioksted between the known
MC points. The representative plots of the 1d ML fit to thgy distributions are shown in
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Figure4.7at some selectem,o points. The signal eventbl(;g) as a function ofmye are shown
in Figure4.8. We also calculate a statistical significan&® Which is defined as:

S= Sign(Nsig) \/_2|n(-£0/-£max), (4-10)

where Lyax is the maximum likelihood value of a fit with a floating signag¢lg centered at
My, and Ly is the likelihood value for the null hypothesis. Figur® shows the significance
distributions for both th&’(2S, 3S) cocktail datasets. The significance barely deviates more
than 3r for both the datasets. We also compute the combined sigmitcaf the?’(2S, 3S)
datasets, which is defined as:
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component is shown in dashed green; the signal componembwasin green dashed.

W. S + W S
S= 1(2S)27(2S) 7(3S) T(3S)’ (4.11)

+ W2

7(3S)

>
Wirs)

whereSy s 3s) Is the significance of th&'(2S, 3S) data-sets, computed at each scanmgd
points and/vT(zsygs)zl/ga ~ is the weight of the each data-sets.
sig
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Figure 4.8: The number of signal eveni;f) as a function ofnye for (a) the?’(2S) dataset
and (b) ther’(3S) dataset. These plots are generated using’{@8, 3S) cocktail samples.

4.3.2 Fitvalidation using Toy Monte-Carlo

We use a large number of toy Monte-Carlo experiments to vaittee fit procedure further.
We first fit the background PDF’s to th§(3S, 2S) cocktail samples. Then, we generate the
background events according to those PDFs, setting thegb@akd yields to the number
expected in the Run7(3S, 2S) Onpeak datasets. The toy studies are done wifiereint
embedded signal events for eatk points.
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Figure 4.9: The signal significancé&) as a function omyo for (a) the?’(2S) dataset, (b) the
7(3S) dataset and (c) the combined datal{PS, 3S). These plots are generated using the
7(2S, 3S) cocktail samples.

The average fit-residuals (thefi@rence between the number of fitted and generated events)
as a function of embedded signal events for eaghare summarized in Append® in Fig-
ureC.1— C.3for 7(2S) and in FigureC.4— C.6for T7(3S). The fit-residual as a function
of embedded signal event is fitted by a linear function. Waiatdate the intercept value of
the regression in a histogram for all the known mass pointbdth 7’(2S) and T'(3S) [Fig-
ure4.1d. Since we do not observe any significant bias in the fittirmcpdure, we assign the
RMS value of the intercept of the regression as a systematiertainty. The RMS value of
fit bias (ANs;g) is found to be 0.17 fo’(3S) and 0.22 forY’(2S), which will be considered as
an additional source of systematic uncertainty’f¢2S) and7’(3S) datasets.

4.4 Unblinding the 7(2S, 3S) datasets.

After finalizing all the selection criteria and the ML fittiqocedure, including the validation
of the analysis, we have unblinded the (816 1.0) million 7’(3S) events (sum of the “High”
and “Medium” samples) and (®+ 0.8) million 7’(2S) events.
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Figure 4.10: Histograms of the intercept of the regressworiy’{2S) (left) and7’(3S) (right).
The fit-residuals as a function of the embedded signal everfiteed by a linear function for
eachmyo points and intercept of the regression is accumulated ifts@gram.

A total of 11,1367°(2S) and 3,857r(3S) candidates are selected by the selection criteria
(mentioned in sectioB.3.5 in the unblinded data samplesB2S, 3S). Figure4.11and Fig-
ure4.12show the distributions of they.q andmec; together with the remaining background
MC samples off’(2S.3S) — n*x~ T’ (1S), T (1S) — (y)u*u~ decays. The MCs are normalized
to the data luminosity.

Two peaking components correspondingf@andJi mesons are observed in tifé3S)
dataset. Th@®-mesons are mainly produced in initial state radiation &yeaong with two
or more pions, which disappears if we require both candsdttde identified as muons in
the A° reconstruction (Figurd.13 or apply a tighter (&) mass window cut on th@yecoi
distribution. An enhancement of th€ background is observed outside the signal region
of [9.455,9.48] GeYt? in the meco distribution of the?'(3S) dataset (Figure.14). This
data sample is used to model thebackground using a sum of a Gaussian and a constant
linear function (Figuret.14). The fixed PDF parameters of the Gaussian function are osed t
describe the® peak in the final fit.

To understand the peaking component atJlge mass position in th&'(3S) dataset, we
compute the mass of the system recoiling against the phataunh is defined as:

Ifn:,ecoil =s-2- \/5 EéM’ (4-12)
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the selection criteria including the OR muon PID cut (leftdaAND muon PID cut (right).
The first peak disappears after applying the AND muon PID atitte second peak does not.
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Figure 4.14: Them.q distribution (left) andmec; distribution (right) for the sidebani(3S)
data of thamecei. We will use sideband of th.; distribution in theY’(3S) Onpeak dataset
to model theo® background.

where v/sis the CM energy of the*e” system and(,,, is the CM energy of the photon. The
m,...; Should peak at the mass position of feesonance, in an ISR decay ligee™ — ysgrX.
Figure4.16shows them, . distribution in bothmq region of [30 — 3.2] GeV/c? as well as
the outside of this region usinf(3S) onpeak dataset. It is clear that thg, . distribution
peaks aty(2S) mass position for theneq region of 30 — 3.2 GeV/c?. We have also processed
a sample ok*e™ — y,sry(NS) with generic decays a#(nS). The mq distribution ofy/(nS)
generic sample alfy mass position is shown in Figudel7 (left). Then,_, distribution
of ¥(nS) generic sample is also shown in Figwel7 (right), which peaks a#(2S) mass
position. Using MC-Truth information of the survived MC eveffor ¢(nS) generic decays,
it is observed that about 95% of the events decay/(&5) — n*n~ Ji and about 99% of the
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Figure 4.15: The peaking background PDF atghenass position. We use the sideband of
the mecoi distribution in theY’(3S) onpeak dataset to model this background.

Ji events decay via*u~ channel (Figurd.18. We model the peaking component of thg J
background by a CB function using data sample of #{isS) generic decays (Figur&.19).

A high statistics data and MC samplesa&e™ — ysrl(2S), ¢(2S) — atn~ I, Wy —

u - have also been used to check the resolutiomgj distribution at theJiy mass peak
position. We find a resolution of @14+ 0.309)x 102 GeV/c? in the data, compatible with
the predictions of the MC of (07 + 0.011)x 10~ GeV/c?, which is obtained by applying
the mass constraints on tii€2S) to improve the resolution of thdy. A similar exercise
without the mass constraint results in a agreement betwatnahd Monte Carlo as well.
However, the resolution of thesl/ event is not representative of that of the signal, because
the kinematic is dterent.
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Figure 4.17: The distribution afeq (left) and m, ., (right) in the y(nS) generic decays
sample after applying all the selection cuts.
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Figure 4.19: The background PDF forey at Jyy mass position. We use a sampley@hS)
generic decays to model this background.

4.5 Signal yield extraction using the 1d ML fit

We perform the likelihood scan for any possible peaks innthg distribution using the un-
blinded 7’(3S, 2S) onpeak data-set in the steps of halfmiy resolution, corresponding to
4585myo points. Theliy mass region in th@'(3S) dataset, defined as®@l5 < Mg < 3.162
GeV/c?, is excluded from the search due to large background fiam — u*u~ decays.
The projection plots for selected mass points are shown gurgi4.20 and 4.21 Fig-
ure4.22 shows the number of signal events as well as signal signdector theY'(3S, 2S) —
=T (1S); T(AS) — yA% A° — u*u~ decay as a function afie. Figure4.23shows the
distribution of signal significanceS|), whereS is excluded in the range 6f0.04 < S < 0.
The significance is expected to follow a normal distributiath u = 0 ando- = 1 for the pure
background hypothesis. The largest values of significaredoaind to be 3.62 (2.96) in the
7(2S) (7(3S)) dataset, and 3.24 for the combing(RS, 3S) dataset.
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Figure 4.20: Result of the likelihood fit to the unblind@@2S, 3S) onpeak data samples.
Projection plot onto reduce mass distribution for the of (a, b)m = 0.212 GeVc?, (c, d)

my = 0.715 GeVc? and (e, fimy = 5.0 GeV/c?. Left plots are forr’(2S) and right plots are

for 7(3S) data sample. The total ML fit is shown in solid blue; the n@aking background
component is shown in dashed magenta; the signal compangimbwn in green dashed. The
peaking components pf andJ/y resonances are modelled by a Gaussian and a CB function,
respectively in th&’(3S) data-set.
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Figure 4.21: Result of the likelihood fit to the unblind&@3S, 2S) onpeaks data samples.
Projection plot onto reduce mass distribution for the of (a, b)my = 7.85 GeVc? (c, d)
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component is shown in dashed magenta; the signal compansimbivn in green dashed.
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—-0.04 < 8§ < 0. The overlaid curve shows the standard normal distribugxpected in the
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4.6 Trial factor study: true significance observation

When we search for a narrow resonancefbat unknown mass points over a broad range of
background, special care must be exercised in evaluatetyule significance of observing a
local excess of events. The log-likelihood ratio methodsisduto compute the significance of
any positive signal observation. Since we need to scamihalistribution of the?’(2S, 3S)
onpeaks datasets at 458k points, we should expect at least a few statistical flucbustat
the level ofS ~ 3, even for the null hypothesis. Hence, we need to deterrhm@robability

for the background fluctuation to a particular valueSadinywhere in a givemyo range.

We generate toy Monte-Calro data according to the PDFs usengackground only hy-
pothesis. We then scan the toy data in the same way as was alothe #(2S, 3S) onpeak
data-sets for all 45861, points, and pick up one of the maximum value of significaBgg
from these 4585, points. We repeat this process about 5000 times and acctarthia
Smax Value each time in a histogram. We also computeS#gP = (SH2 + ST /2 for the
combined?’(2S, 3S) datasets.
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Figure 4.24: Histogram of th8,x (left) and its cumulative distribution (right) for tH&2S)
dataset.
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Figure 4.25: Histogram of th8,ax (Ieft) and its cumulative distribution (right) for tH&(3S)
dataset.

We compute the inverse cumulative distribution (also daflevalue) ofSmax While inte-
grating the PDF 0fax from Spax to co. The histograms of .« and its inverse cumulative
distribution for 7(2S), 7’(3S) and combinedr’(2S, 3S) datasets are shown in Figude24
4.25and 4.26 respectively. The p-value is the probability of a testistats that describes
the chance that a pure background would fluctuate to a sig@a& with the significanc&max.

If the null hypothesis is correct, the p-value is uniformigtdbuted between zero and one.
To express a given value of probability in terms of standadations ¢), a convention is
adopted for one sided Gaussian valugef 1.35x 1072 for 30- andp = 2.865x 10~/ for 5¢.

We estimate the probability to observe a fluctuatiobgfy > 3.62 (181%) in theT’(2S)
(7(3S)) data-set to be 18% (662%), andSax > 3.24 in the combined’(2S, 3S) data-set
to be 465% based upon this trial factor study. Hence we interprebtiserved local excess
of events at several mass points in both the datasets as dawkground fluctuations.
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Figure 4.26: Histogram of th8,4x (left) and its cumulative distribution (right) for the com-
bined dataset of’(2S, 3S).

4.7 Chapter Summary

In this chapter we have described the ML fit procedures usedttact the signal yield from
the data. We have developed the signal and background PO the signal MC sam-
ples generated at 26, points and the combined background MC. The fit validations are
performed using a cocktail sample as well as a large numb&oypMC experiments with
different embedded signal events at seleatgdpoints. The signal yields are extracted using
the unblinded data of’(2S, 3S). A trial factor study is also performed, which shows that
there is no evidence for the di-muon decay of Afdn the radiative decays of tHE(1S) in

the 7'(2S, 3S) data samples. The next chapter will describe the possiblecss of systematic
uncertainties for this analysis.






Chapter 5
Systematic Uncertainties

This chapter describes the sources of the systematic amdgrivhich we consider in this
analysis. Two kinds of systematic uncertainties are ifiedti which are additive and multi-
plicative systematics. The additive systematics reduesesiinificance of any observed peak
and does not scale with the number of reconstructed evearaggsés from the uncertainty on
the PDF parameters and the fit bias. The multiplicative syates do not change the signifi-
cance of any observed peak and scales with the number ofstegoted events. The primary
contributions to the multiplicative systematic uncerti&igs come from the RF classifier selec-
tion, muon-ID, photon-selection, tracking aif@S, 3S) kinematic fity2.

5.1 PDF systematics

The dominant contribution to the additive systematic utaiety comes from the uncertainties
in the extracted signal yieldNg;g), which are primarily due to uncertainties in the PDF shapes
We evaluate the PDF systematic uncertainties after unbfjnthe Run77(3S, 2S) onpeak
datasets by varying each parameter by its statistical emdrobserving the change in the
fitted signal yields = ANgjq. The total systematic uncertainty in the signal yield isegiby
OTot = \/ﬁ—c& wheres =< 6.6y > and C is the parameter correlation matrix, giving a
systematic uncertainty in the signal yield. Tég; value is found to be very small for most of
themyo points and it varies from (0.00 — 0.62) events for #@S) dataset and (0.04 — 0.58)
events forY’(3S) dataset.
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Figure 5.1: PID-weight status distribution for OR-muon Pi&estion cut forY’(2S) (left)
7 (3S) (right).

5.2 FitBias

We perform a study of fit bias on the signal yield with a largenber of Toy MC experi-
ments as mentioned in sectidii3.2 The biases are consistent with zero and their average
uncertainty is taken as a systematic uncertainty.

5.3 Systematic uncertainty for Particle ID

The systematic uncertainty for muon PID selection cutsadmated by a standard PID weight-
ing recipe developed by the PID groupBaBAr experiment 90]. This recipe creates a map
that assigns a weight of each selected track, where weigfie isitio of dficiency in data and
MC. Weight comes from the PID tables, which include the cénttlue of weight, statistical
uncertainty of weight, and status of given charged tracks fi#st apply all the optimal selec-
tion cuts (excluding muon ID cut) to the signal MC sample ia thass range of 0.212 — 9.46
GeV/c?. Then we check the status of charged tracks after apply@@®R-muon PID (BDT-
MuonllDFakeRatdl BDTMuon2IDFakeRate) selection cut. Figusel shows PID-weight
status distribution for muon PID selection cut for bat8S) and1’(2S).

We construct a new table by generating 10000 Gaussian ramdomber with mear=
PID_weight, and sigma= PID_weighterr for the PIDWeighstatus= 1, 2 and 3, where 1
means the PIDféciency of data and MC are well measured, 2 means the RiBency in
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Figure 5.2: New generated Pleight distribution (mean value of each Gaussian random
number) for OR-muon PID selection cut f&f(2S) (left) and 7’(3S) (right).

data and MC are poorly measured due to limited statistiasstilok, and 3 means the PID
efficiency in MC is zero, but upper limit in the weight is compéilwith that of a lower
momentum bin, from which the Pliveight and PIDweighterr have been taken. For other
PIDWeightstatus, we have used Gaussian meah and sigma= 0. Figure5.2 shows the
new generated PlDveight distribution (mean value of each Gaussian randombeu)rfor
OR-muon PID selection cut for bothi(3S) and 7'(2S). The systematic uncertainty on the
muon PID dficiency is taken as the RMS value of the Gaussian. We find thaystematic
uncertainty on the muon PID is3D% (425%) for '(2S) (7(3S)).

5.4 Systematic uncertainty for the charged tracks

The systematic uncertainties for the four charged tracksadken from 91], which results in

a systematic uncertainty of74% for the two highly energetic muon tracks. The systematic
uncertainty for the pions witlpr < 180 MeV/c is taken from the soft-pion study and for
tracks withP; > 180 GeVc, the systematic uncertainty is taken from the Tau31 stdy a
discussed in91]. Figure5.3 shows that around (20.6%) (4%) signal MC events lie in the
range ofpr < 180 MeV/c (for both pions) and 96% (79.4%) signal MC events lie in Hrege

of pr > 180 MeVjc for T'(2S) (T (3S)) dataset. So we evaluate the uncertainty due to the
reconstruction of both pions to be 1.99%718%) and the total systematic uncertainty for the
four tracks to be 33% (35%) for 1'(2S) (T'(3S)).



88 Chapter 5. Systematic Uncertainties

Pilplab _Pilplab
Pilplab

Entries 19159 Pi1pl
42000 . —— T T T T T T T T T Mean 0.2728 L—&bl Entries 24206
u:> c RMS 0.1044 a8 = Mean 0.4606
C = s = RMS 0.1831
3800~ = S 1a00f —_—
1600~ — F ]
E E 12001 —
1400 - B
E E 100 —
1200 3 D;
1000 — 800 —
800 - 600 ;
600 = r
= E 400 A
400— - C
= E 20 —
200F E oF
E P R SRR B R Y T S P RSP
% 0.2 0.4 0.6 08 1 1.2 14 0.2 0.4 0.6 0.8 1 12 14
Pion P (GeV/c) Pion P.(GeV/c)
() (b)
Pi2plab _Pi2plab
Entries 19159 5 Pi2plab
@000 = T T L T T —r— Mean 0.2697 Plzpiah Entries 24206
£ L RMS 0.1037 a L o s e e e e Y1) 0.4578
L%Bool - g L |RMS ___ 0.1825
E ] & 1400 =
1600 - E
E E 12 —
1400 = °°: ]
1200; —f 1000 —
1000 - 800 .
800 B 600}~ — "
600 — C
= E 400} =
400 - E h
200 E 200_ =
of P T s Y B R B P i T .
0 0.2 0.4 0.6 0.8 1 12 14 1.2 14
Pion P (GeVic) Pion P, (GeV/c)
() (b)

Figure 5.3: Pion transverse momentum distribution for hmtms in signal MC. Left plots
show for?’(2S) and right plots show fo’(3S).

5.5 Systematic uncertainty for?’(2S, 3S) kinematic fit y?

We use the test sample 6f(3S, 2S) generic MC and th&’(3S, 2S) onpeak data samples
to evaluate the systematic uncertainties T§8S, 2S) kinematic fity2 after unblinding the
data samples. We first apply all the optimal selection cuthed’(3S, 2S) generic MC and
the 7'(3S, 2S) onpeak data samples except3S, 2S) kinematic fity? cut. We then apply
T(3S, 2S) kinematic fity? to the both data and MC to calculate the systematic uncertain
ties. Figure5.4 shows ther'(3S) kinematic fity? distributions for bothY'(3S) and 7 (2S).
The relative number of events for both data and MC after apglthe kinematic fity? cut

for both 7’(3S) and 7'(2S) are summarized in Tallel The systematic uncertainty due to
the 7'(3S, 2S) kinematic fity? are found to be 1.52% and 2.96% for th€2S) and 7 (3S),
respectively.
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Figure 5.4:7(nS) kinematic fity? distributions after applying all the optimal selectionsut
exceptr’(nS) kinematic fity? cut for 7'(2S) (left) and 7’(3S) (right).

7(2S) 7(3S)

Selection cuts Data MC Data MC
Pre-selection cuts 13264 7508 4706 2682
)(35(35’25) < 300 11136 6402 3857 2267
Efficiency 0.840+ 0.0032| 0.853+ 0.0041| 0.820+ 0.0056 | 0.845+ 0.007

Table 5.1: The relative number of events in data and MC afiplyeng theT'(3S, 2S) kine-
matic fit y cuts.

5.6 Systematic uncertainty for8(7(2S, 3S) — n*7~ T (1S)

The uncertainties on the branching fractid®@’(2S, 3S) — "7~ 1’ (1S) are 22% and 23%
for 7(2S) and7’(3S) datasets, respectively, which are taken from the P8&p [

5.7 Systematic uncertainty for RF-selection

We study the systematic uncertainties for pion relatecatdes using a control data and MC
samples off’(3S, 2S) — n*2~T(1S); T(1S) — u*u~ as mentioned in sectid®h4. Figure5.5
shows the data and MC comparison of the output of RF for bB{ft8) and T'(3S) datasets
and the relative number of events for both data and MC aftelyay RF cut are summarized
in Table5.2 Based on the relative fiierence in the féiciencies of the RF cut on the data and
MC, we assign a systematic uncertainty a2 for the?’(2S) dataset and.26% for the
7(3S) dataset.
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7(2S) r(3S)

Selection cuts Data MC Data MC
Pre-selection cut 189644 1655701 66147 169913
RF > 0.388 (0.568) for
7(2S) (7(35)) 183663 1642292 60116 157834
Efficiency 0.970+ 0.0004 | 0.992+ 0.00007| 0.909+ 0.0011| 0.929+ 0.0006

Table 5.2: The relative number of events in data and MC afiplying the RF cut.

|

For T (3S) dataset

|

Selection cuts Efficiency % (Data) Efficiency % (MC)
e2Mag< 0.2 9542+ 0.108 9574+ 0.063
Lateral moment [0.06, 0.74] 97.83+0.075 99.13+ 0.029
Zernika-42 momenk 0.1 98.14+ 0.070 99.19+ 0.028
Total Eficiency 9278+ 0.134 94.63+ 0.070

Table 5.3: The relativeficiencies in data and MC after applying the photon relateibes.

5.8 Systematic uncertainty due to photon selection

The systematic uncertainty related to the photon seled$iomeasured using agfe™ — yy

sample in which one of the photon converts intae&er pair in the detector materiddf]. The

relative selection féiciencies of the photon selection variables are summarizdalle5.3

and we assign a systematic uncertainty 86% for the photon related variables in thES)

dataset. Since the photon selection criteria are similaoth T'(3S) and T'(2S) datasets, we

use the same systematic uncertainty value&rf@s).
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5.9 Systematic uncertainty for7’(nS) counting

The systematic uncertainty faf(3S) counting has been studied using the on-resonance and
off-resonance samples ©{3S) data, and the MC sample83. The number ofr’(3S) events
passing a set of selection criteria in an on-resonance sasgiqual to the total number of
hadronic events selected less the number of ¥i(88) events. The number of noli¢3S)
events can be expressed in terms of the production crogsrsettte dficiency to pass the
cuts, and the luminosity. Thefferesonance sample is used to separate the number of non-
T(3S) events. A sample of'e” — yy events is also used to provide a relative luminosity
normalization between between resonant and non-rest§ag) samples. This study quotes

a systematic uncertainty of6%. We also use this systematic uncertainty valug{@s).

5.9.1 Final systematic uncertainties

Table5.4 summarizes the final systematic uncertainties and theincesudor bothY’(3S) and
7'(2S), which will be incorporated to evaluate the branchingarati upper limit of B.R. in the

analysis.
Uncertainty
Source 7(2S) | T(3S)

] Additive systematic uncertainties (events) \
Ns PDF (0.00 - 0.62)| (0.04 —0.58)
Fit Bias 0.22 0.17
Total (0.22 -0.66)| (0.18 —0.60)

] Multiplicative systematic uncertainties (%) \
Muon-ID 4.30 4.25
Charged tracks 3.73 3.50
T(nS) kinematic fity? 1.52 2.96
B(T(nS) — x*n~ T (1S)) 2.20 2.30
RF selection 2.21 2.16
Photon diciency 1.96 1.96
Ny(ns) 0.86 0.86
Total 7.00 7.32

Table 5.4: Systematic uncertainties and their sources.
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5.10 Chapter Summary

In this chapter, we have summarized the possible sourcdgedyistematic uncertainties for
this analysis. These systematic uncertainties are indlbgteconvolving the likelihood curve
with a Gaussian of widtlarss, which is used to compute the 90% confidence level (C.L.)
upper limit using the Bayesian approach with an uniform pridre details are discussed in
the next chapter.



Chapter 6
Results and Conclusion

This chapter presents the 90% C.L. Bayesian upper limits oprtsauct branching fraction of
B(r(1S) — yA%) x B(A® — u*u~) as well as thefective Yukawa coupling of the b-quark to
the A° as a function ofny, which are calculated in the absence of any signal evermslIfi
we present the summary and conclusion of this dissertation.

6.1 Upper-limit

As discussed in sectiof.6, the trial factor study shows that we find no evidence of digna
for the di-muon decay of a ligh€P-odd scalar particle in the radiativi&(1S) decays in the
7(3S, 2S) samples. In the absence of any significant signal yield, aleutate the 90% C.L
upper limit on the product branching fracti@#{1'(1S) — yA®) x B(A° — u*u~) as a function

of myo, including the systematic uncertainties. The systematiertainty is included by con-
volving the likelihood curve with a Gaussian of width,s. A convolution is an integral that
blends one function with another producing new function ith#ypically viewed as modified
version of the original functions. Mathematically, the eolution of the two functiond and

g over an infinite range is given by:

h(x) = f f(x - y)g()dx 6.1)

93
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whereh(x) is the modified version of original functionsandg after the convolution. We
plot the negative log likelihood (NLL) as a function of brdug fraction 8F) and integrate
it from zero upward until we find an integral which yields 90%tloe total integral (above
zero) under the likelihood curve to compute the 90% confiddeeel Bayesian upper limits.
TheBF is defined as:

BF = s

=== 6.2
€ B- Nfr(ns) ( )

where Ngjg is the number of the fitted signal yield,is the signal selectionfiéciency, 8 is
the branching fraction of’(2S,3S) — ="z~ 1 (1S) transitions, andNy(,s) is the number of
7'(2S, 3S) mesons used in this analysis. For combining the resultsedf’(2S, 3S) datasets,
we add the log of th&’(2S, 3S) likelihoods. Figure6.1 shows the likelihood function as
a function ofBF at selected mass points fo2S), 7'(3S) and combined data &f(2S, 3S).
The correlated and uncorrelated systematic uncertaatesgaken into account for combining
the two datasets. The systematic uncertainti€s(afs) counting, photon ficiency, tracking
and PID are considered as correlated systematic uncégtaand rest of the systematic un-
certainties discussed Talle4 are considered as uncorrelated systematic uncertairfles.
Jiy mass region in th&’(3S) dataset, defined as®@!5 < meq < 3.162 GeVc?, is excluded
from the search due to a large background frdn — p*u~. Figure6.2 shows the 90% C.L
upper limits onB(7(1S) — yA% x B(A° — u*u~) as a function ofny . The limits vary
between ((B7-8.97)x 10°° for the 1(2S) dataset, (1.3 24.2) x 1076 for the 7°(3S) dataset,
and (028 - 9.7) x 107 for the combinedr’(2S, 3S) dataset.

The branching fractions aB(1'(nS) — yA% (n = 1,2,3) are related to thefkective
Yukawa coupling {,) of theb-quark to theA® via Equationl.23 The value off, incorporates
the my dependent QCD and relativistic corrections&¢r'(nS) — yAP) [4§], as well as the
leptonic width of '(nS) — I*I~ [50]. These corrections are as large as 30% to first order in
strong coupling constan&§), but have comparable uncertainti®l]f The 90% C.L. upper
limits on f2 x B(A° — u*u~) for combinedY’(2S, 3S) datasets range from®% x 10°° to
2.99x 10~* depending upon the massAff, which is shown in Figuré.4(a). For comparison,
the results from previouSAaBarR measurements df(2S,3S) — yA°, B(A° — u*u~) [54]
are also shown. We combine our results with previ@aBar measurementsb], taking
into account both correlated and uncorrelated uncerégnfrigures.3 shows the likelihood
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Figure 6.1: The likelihood function as a function of bramzhifraction (B.F.) for the Higgs
mass of (a)nx = 0.212 Geyc? and (b)my = 8.21 GeVc?.

function as a function of, at selectedn, points for the combined data #{2S, 3S), previous
BAaBAR measurement$f] and combination of these two measurements. The combingerup
limits on f2xB(A° — u*u~) for these two measurements vary in the range @9040)x10°°
for myp < 9.2 GeVc? (Figure6.4(b)).

6.2 Summary and Conclusion

This thesis describes a search for di-muon decays of a logsrHeggs boson in the fully
reconstructed decay chain #(2S,3S) — n*2~7(1S), T(1S) — yA°, A° — u*u~. The

7' (1S) sample is selected by tagging the pion pair inT{2S, 3S) — "2~ T°(1S) transitions,
using a data sample of (®+ 0.8) x 10° 7(2S) and (1168 + 1.0) x 1¢° T'(3S) mesons
collected with theBABAR detector at the PEP-11 asymmetric-energgg™ collider located at
SLAC National Accelerator Laboratory. Th® is assumed to be a scalar or pseudoscalar
particle with a negligible decay width compared to the expental resolution30]. We find

no evidence foA° production and set 90% confidence level (C.L.) upper limittherproduct
branching fractiorB(7'(1S) — yA®) x B(A° — u*u~) in the range of (8 - 9.72) x 10°°

for 0.212 < mp < 9.20 GeVc?. These results improve the current best limits by a factor
of 2-3 formyp < 1.2 GeVc? and are comparable to the previoBsBAR result B4] in the
mass range of.20 < mp < 3.6 GeVc2. Within this range, our limits rule out substantial
amount of the parameter space allowed by the light Higd$ &nd axion 3] model. We



96 Chapter 6. Results and Conclusion

BF UL (10°°)

H
-|||||||

-
IR

- (b)_

(C)

012345678
m,, GeV/c?

BF UL (10°) BF UL (10
H
<>

Figure 6.2: The 90% C.L. upper limit on the product of branghiractionsB(7'(1S) —
yA%) x B(A® — 1tu7) for (a) theT'(2S) dataset, (b) th&’(3S) dataset and (c) the combined
7(2S, 3S) dataset. The shaded area shows the region aftheesonance, excluded from the
search in th@’(3S) dataset.



6.2. Summary and Conclusion 97

60 L e L s e e

Y(25,38) - WY (1S), Y(15) - y A%, A° - fifw

Y (25,38) - WY (18), Y (28) - y A% A0 - i

-n(LL )
N
al

T ‘ T

-n(LL )

Y(25.35) - y A%, A -ty Y(25.35) - y A%, A® Ly

50

Combined

Combined

20

40
15

30

10
20

10

Y T S T S S T S S W
8 10 12 14 16

2 x BF(A® - p'u)x10®

(o2}
(=)
N
N
[e2]

-6

4 , 5
2 x BF(A® - p*p)x10
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also combine our results with previoBaBAR results of1’(2S, 3S) — yA®, A° — u*u~ to set
limits on the éfective coupling ;) of theb-quarks to thed®, f2x B(A° — u*u7), at the level

of (0.29-40.18)x 107° for 0.212 < my < 9.2 GeVc®. The combined limits on the product
f2x B(A° - u*u~) are the most stringent to date, and significantly consttertheoretical
Models. A high luminositye™e™ asymmetric energy Super-B factory and International Linea
Collider (ILC) experiments can significantly improve the st@s of these low-mass scalar
particles, dificult to explore by the LHC, and elucidate the structure of tae Rhysics.
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Signal PDFs

A.1 Signal PDFs forT(2S)
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Background PDFs

B.1 Background PDFs forT(2S)
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Toy Monte Carlo Results
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Figure C.5: Fit residuals for the number of signal events ety Monte Carlo experiments
generated for each Higgs mass points.
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