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ABSTRACT

In Experiment E155 at the Stanford Linear Accelerator Center, the spin de-
pendent structure function g; (z, @*) was measured for both the proton and deuteron.
This was accomplished by scattering 48.3 GeV highly polarized electrons (0.813 £
0.020) off polarized *NHj (proton) and ®LiD (deuteron) targets. Data were col-
lected in March and April of 1997 using three fixed angle, momentum analyzing
spectrometers centered at 2.75°, 5.5°, and 10.5°. This enabled a kinematic coverage
of 0.01 < 2 < 0.9 and 1 GeV? < Q% < 40 GeV%. At an average Q% of 5 GeV?, the in-
tegrals in the measured region were f00.6914 g1(z)dx = 0.119£0.002(stat.)£0.009(syst.)
for the proton and 0.043 + 0.003(stat.) = 0.003(syst.) for the deuteron. Using a per-
turbative QCD analysis which included a global data set, the results were found to
be consistent with the Bjorken Sum Rule.

Asymmetry measurements also were made using photoproduced hadrons.
Data were collected concurrently with the g; data. For the proton, the asymmetries
were small and non-zero. The deuteron measurements were consistent with zero.
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CHAPTER 1
INTRODUCTION

One of the defining characteristics of a nucleon is its spin. Explaining how
the spin is distributed among the nucleon’s components has been the driving force
behind a collection of experiments which have been performed over the past few

decades. The spin is often thought of in terms of three pieces,

%: %AE+AG+LZ, (1)

where AY and AG are the net spin contributions from the quarks and gluons re-
spectively, and L, is the contribution from the orbital angular momentum of the
components. While some information is available regarding the quark contribution,
very little is known about that of the gluons, and virtually nothing is known of the
orbital angular momentum term. The efforts of the E155 collaboration, which will
be the focus of this dissertation, were aimed at providing a clearer picture of the
spin structure of the nucleon, including a more precise determination of the AX
term as well as improving the constraints on AG. However, these quantities are not
directly observable. Instead, they are extracted from the measurements of the spin

structure functions ¢g; and ¢,. From these measurements, AY can be determined.



CHAPTER 2

THEORETICAL BACKGROUND

2.1 Deep Inelastic Scattering

In E155, g; and g, were measured by the Deep Inelastic Scattering (DIS) of
polarized electrons off polarized nucleons. The one photon exchange diagram for
this process is shown in Figure 1. In the top half of the diagram an incident electron
with four momentum k = (Ep,p) and spin s interacts with the target nucleon and
scatters with £ = (E',p’) at an angle 6 in the lab frame relative to the direction
of the incident electron®. Only the energy and direction of the scattered electron
are required to determine Gy o (which are related to g;2). This upper vertex can be

described by the lepton tensor [1]

ij = 2[/6“]61,, + k;ku - gul/(k K~ mZ) +3’meu,,pgqp8i] (1)
LE?) LEZ”)

where m is the electron mass, g, is the metric tensor, and €, is the antisymmetric
Levi-Cevita tensor (€123 = 1). In the lower half of Figure 1 the nucleon is struck by
a virtual photon of four momentum squared ¢* = (k — k')> = —4EE'sin’ (%). For
a large enough ¢2, the virtual photon hits a parton inside the nucleon, the nucleon

is blown apart, and the fragments (X) hadronize.

!The spin of the scattered electron is not measured. A sum is performed over the final spin
states.



N P = (M.0)

Figure 1: One photon exchange diagram for deep inelastic scattering of an electron of a
nucleon.

As with the e= — 7* vertex, a hadronic tensor (W#) can be associated with
the v*-nucleon vertex. This tensor can be separated into symmetric and asymmetric

parts (W/g) + W) [1],

e (o) ey (- ) (7 )] 5
and

W = et g, {SOMGl(V, ¢°) +[(P-q)Sy — (5 q)P,] %QZ)} ’ (3)

where the nucleon has four momentum P, mass M, and spin S. The symmetric
piece is expressed in terms of two spin independent structure functions W; and Ws.
In a similar manner, the asymmetric piece only relies on G; and G5, spin dependent

structure functions. All four structure functions are dependent on the energy lost by

P-q

the electron during the interaction (v = E'— E' = 2

().

) and the momentum transfer
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The electron-nucleon scattering can be described by the differential cross

section [2]

d*o a2 FE'
oy 4
dQdE  2Mgi E " (4)

Here 2 is the solid angle and « is the fine structure constant. Expanding Equation 4
with L{5™ and W5 4 gives

d*o & E' ()i A ex i
dQdE' - 2MQ4 E {LEW)W{;) + LELV)W&)} (5)

where the cross terms cancel. In Equation 5 a change of variables has been made of
Q? = —¢* where Q? > 0 GeV*.
By summing over the spin of the incident electron, one can isolate the spin

independent (symmetric) term,

d?ott d?o™  8a*(E')? .o (0 ) o5 [0 )
iQdE T ddE O {QSIH <5> Wil @) + cos <5> WQ(V’Q)}’ )

where the arrows |{} (1)) indicate when the spins of the electron and nucleon were

anti-parallel (parallel).

If both of the initial particles are polarized, as in E155, the spin dependent
(asymmetric) term in Equation 5 can be isolated by taking the difference of two cross
sections with opposite incident electron spins?. This is because the asymmetric piece

of Equation 1 changes sign when the electron spin is reversed.

Ao d?o™  402E' / 2
10~ d0dp = Bor (E+ EcosOMGi(v,Q2) ~ QCe(r,Q2)}  (7)

2 Also, keeping the electron spin constant and taking the difference of cross sections with opposite
nucleon spins would obtain the same result. This is what is done by SMC [4] with muons taking
the place of electrons.



In the Bjorken limit [3] of

14

QZ

Q? — 00, v — 00, fixed (8)

the four structure functions approximately scale i.e., they are independent of (2,

)

limBj MWl(V, Q2) = Fl(l'),
limp; vWs(v, Q*) = F(w),
> (9)
limg; £G1(v,Q*) = gi(x),
and limp, A’}—ZQGQ(Z/, Q?*) = g¢s(w), )
where the variable x = % is the fraction of the nucleon’s momentum carried by

the struck quark. This is known as Bjorken scaling and approximately holds for
Q* > 1GeV? The qualifier approzimately is used because there is a logarithmic
dependence on (Q%. For this reason, Fi5 and g1 will be written as functions of
both 2 and @?. This scaling arises because the interactions between the partons
take much longer than the DIS virtual photon exchange. So the parton-parton
interactions can be ignored in the hard scattering calculation. For the case at hand,
where the photon can be assumed to be hitting a free parton [5], this is known as
asymptotic freedom.

Instead of directly measuring the cross sections in Equations 6 and 7 and
then taking the difference, asymmetries (see Equation 10 and 11) are calculated in
which the ratios of the differences and sums of the cross sections are considered.
With asymmetries, factors due to the acceptance of the spectrometers cancel out,

thus reducing the sensitivity to systematic uncertainties and ultimately making the



measurement less difficult.

oI gt
A2, Q) = T (10)
e _ e
oy O o
ALl Q) = =52 (11)

d2oin
dQdE’

For visual clarity, the shorthand notation of o+ for has been used. Equation 11
is for a nucleon polarized perpendicular to the incident electron beam but in the

scattering plane. Aj(z,Q*) and A, (x,Q*) are closer to the quantities that get

measured in the lab. In terms of Ajand A, ¢1(z, @*) and go(x, Q?) can be expressed

as [6]
gz, Q%) = %’92) [A|(:r, Q?) + tan <g> AL(x,Q2)] (12)
wd wee) - ATV
< [EEEOL @)~ sin0) 4,00 19

where y = v/FE and D' is a depolarization factor given by

192y
D= et (14

The quantity € is the relative longitudinal polarization of the virtual photon and

R(x,Q?) is the ratio of longitudinal to transverse virtual photon absorption cross

sections. These terms will be discussed in the next section.
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Figure 2: Virtual photon absorption by a simple, three quark proton.

2.2 Virtual Photon - Nucleon Asymmetries

Another set of asymmetries which are related to polarized DIS are the virtual
photon-nucleon asymmetries [2, 7, 8, 9]. To look at the interaction in terms of the
virtual photon is useful because it is the actual probe being used to study the
substructure of the nucleon. These asymmetries use the absorption cross sections
(Uf/2 and 05/2) for a transversely polarized? virtual photon v* (spin £1) by a nucleon
whose spin is oriented along the photon’s direction of travel. A cartoon of the v*p
interaction is shown in Figure 2, where a simple three quark model of the proton is
used. The photon is traveling along the z axis. .J, is the z component of the total

angular momentum which in this simple model is all spin (1.e., no orbital angular

3By convention, a transversely polarized photon has its spin (£1) oriented along the direction
of travel. As used here, transverse describes the direction of the electric and magnetic components
of the photon. Additionally, a virtual photon can be longitudinally polarized, in which case the
spin is oriented perpendicular to the axis of travel resulting in a helicity of 0. In contrast, in fixed
target electron scattering, a longitudinally polarized electron or proton refers to particle’s spin
being oriented along the direction of the incident electron.
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momentum). In the drawing on the left, a virtual photon with negative helicity is
incident on proton of (J, = +%) Since the quark which interacts with the v* will
get its spin flipped [2], only the u(s, = +3) and d(s, = +1) quarks can interact.
The oy/5 cross section describes this interaction, where the subscript comes from
the total J, = J)" + JP of the system. On the right side of Figure 2, the 03/2 Case
is depicted. Here a virtual photon with positive helicity can only interact with a
q(s, = —%), which for this example is a u quark.

The virtual photon - nucleon cross sections can be expressed in terms of the

four structure functions g, » and Fi 5 [7],

052 = it\f[? <F1 +g1 — 2]\1/4:r92> ; (15)
‘73:'F/2 = ?7/;21? <F1 — g1+ 2j\;[$92> ) (16)
and U;,»T/Lg = 47;;&% (91 + 92), (18)

where K = v — Q*/(2M) is the incoming photon flux. By averaging Equations 15
and 16, one gets the total transverse cross section op = 1/2(01T/2 + J3T/2). The cross
section af/Q (or 0y) is for a longitudinally polarized v* (helicity = 0) incident on
a proton of helicity = :I:%. However, the simple cartoons of Figure 2 do not lend
themselves well to an interpretation of or. The cross section Uf/’i (or org) is an

interference term between the transverse and longitudinal amplitudes.

Using the cross sections listed above, the virtual photon - nucleon asymme-



tries can be expressed as

and A, =

or conversely,

O1/2 — 03/2 A|| _ nAL
oijg + 032 D(141¢)  d(1+nQ)
or, G4y N Al

oL D(1+n¢)  d(1+nC)

AH(I‘,QQ) = D(A1+77A2)

and AJ_(JI,QZ) = d(AQ_CAl)

The kinematic factors used in Equation 21 and 22 are

and d =

1
1+2[1 + 5 %] tan?(4)’
n(l+e)

2€
o/

E - E'¢’

Y

1+ eR(z,Q?)’
2¢
1+e

(19)

(20)

(23)
(24)
(25)
(26)

(27)

R(z,Q*) = or/or is the ratio of longitudinal to transverse virtual photon

absorption cross sections. For E155 kinematics, R was was typically around 0.2 [11].

As mentioned earlier, € is called the relative longitudinal polarization of the

virtual photon. In the literature [2], € is often introduced in the expression for the

spin averaged cross section d*c /dQQdE" = T'(or+e€0y,) and indicates the contribution

of the longitudinal cross section to the total. ['is the virtual photon flux. So as

e — 0, the o term (i.e. 0 helicity term) drops out leaving the spin averaged cross
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Figure 3: The relative longitudinal polarization of the virtual photon versus z at E155
kinematics.
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section to be dominated by the o, term. Typical e values at E155 kinematics are

shown in Figure 3.

D is called the depolarization factor of the virtual photon. The spin of the

incident electron (£1/2) is along the the electron’s direction of travel. Similarly, the

spin of the virtual photon will be parallel (£1) or perpendicular (0) to the photon’s

direction of travel. Since the direction of travel for the photon does not necessarily

coincide with that of the incident electron, the average helicity of the photon will

be less than that of the electron. D reflects the amount of helicity carried off by the

virtual photon. From Equation 26 one can show that as € — 0(1), D tends toward

1(0). For a virtual photon emitted collinear to the axis of the incident electron,

D =1 corresponding to a photon with only longitudinal spin, i.e., a real photon.

7 is a kinematic factor that was small for E155 (< 0.4), often less than 0.1.

This suppresses the A, term in Equation 21 making Aj more sensitive to A;. A
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similar relationship existed between A, and A, in Equation 22. This arose from
¢ ~ n for the range of e values relevant to E155. The net result was a suppression
of the A; term in Equation 22. This enhanced relationship between A, and A, was
important in E155x, the follow-up experiment to E155 which focused on go(x, Q?).

Lastly, there are limits on the magnitudes of A; and A, [12, 13],

1+ 4
A <1 and  |Ay] < w. (28)

These are known as the “positivity constraints”.

2.3  Quark Parton Model

One of the events which motivated E155 was the so called “Spin Crisis” of the
late 1980’s [14]. The spin crisis happened under the light of the naive Quark Parton
model (nQPM). In this model, the partons had no transverse motion and therefore
no orbital angular momentum (L, = 0 in Equation 1). Also, the gluons did not
make a significant contribution to the net spin of the nucleon (AG = 0). Thus for
the nQPM, the quarks were expected to carry all of the spin (AX = 1). However, the
CERN experiment EMC [15, 16] found a net quark spin of ~ 0.12+0.17, which was
much less than 1 (and consistent with 0). Even though the “spin crisis” only existed
in the nQPM interpretation [1], it provided the impetus for increased theoretical
and experimental activity in the area of spin physics.

In the Quark Parton Model (QPM), the nucleon is made up of gluons and
current quarks. The quarks can be separated further into two groups, valence quarks

and a sea of virtual quark-antiquark pairs. The gluons and quarks move and interact
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leaving the composition of the sea in a constant state of change. However, the time
scale for change is greater than the interaction time of the virtual photon (i.e.,
the impulse approximation) and so, via DIS, a snapshot of the internal structure
of the nucleon can be taken. The snapshots are in terms of parton distribution
functions (PDFs) which give the probability that the virtual photon struck a parton

of momentum fraction x. The spin averaged distribution functions are given as

q(xaQQ) = Q+(ZU,Q2)+(]7(1',Q2) (29)

and 1(z,Q*) = 7, (v,Q) +7 (z,Q°), (30)

where ¢ or g is the flavor of the quark or anti-quark. The + (-) indicates that the
quark spin is parallel (anti-parallel) to that of the parent nucleon. The separation
into positive and negative helicities is done in expectation of the polarized distri-
bution functions which are introduced below. Using Equations 29 and 30, the spin

independent structure functions F; and F, can be expressed at leading order as

F@,Q) = 5 Z )+, Q)] (31)
and FY(z,Q%) = xZe (z, Q%) +q(z, Q%)], (32)
where e, is the electric charge. The sum is only over the light quark flavors (u, d,
and s) for the beam energies used at SLAC. Combining Equations 31 and 32 gives

the Callan-Gross relation [17] 2z F(z, Q%) = Fa(z, Q?).

The polarized distribution functions are obtained by taking the difference,

AQ(xaQQ) = Q+(ZU,Q2)—(]7($,Q2) (33)
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and Aq(z, Q%) = 7,(=,Q%) -7 (z,Q). (34)

Similar to the spin independent case, the spin structure function g; can be expressed

at leading order as

DN | —

= =32 [Aq(e, Q) + A(x, Q)] (35)

Ignoring the explicit dependence on @2, this is also the expression for g;(z) in the
nQPM. The gluons do not contribute directly at this level. One reason for this is
because the gluons have no electric charge. However, the gluons do come into play
indirectly in the Q? evolution of g;.

The first moment of g; is obtained by integrating Equation 35 over x.

e’ = f z,Q%)d (36)

\

% [gm(cf) . éAd(QZ) +5As(Q) (37)

where the contributions from light quarks have been listed explicitly and Aq(Q?) =
fol [Aq(x, Q%) + AG(x, Q?)]dx. Assuming isospin symmetry, the above equations can
be modified to describe the neutron by exchanging the coefficients of the u and d

quarks’ contributions. The first moment of g7 is then

1

PHQ) = 5 | sDu(Q?) + 5AdQ?) + 5A5(Q7)| (38)

In experiments, the neutron information is often obtained by considering
measurements taken on proton and deuteron targets. E155 used solid ®LiD for this

purpose. The deuteron structure function gf(z, @?) can be treated as an average of
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those for the proton and neutron,

gr(x, Q) + g (x, @)
2

91z, Q%) = (1 - 1.5wp), (39)

where wp = 0.05 & 0.01 is the probability for the deuteron to be in the D-state
[44]. This correction corresponds to the deuteron being in the ground state, with
the proton and neutron spins aligned, about 93% of the time. By measuring both
the proton and deuteron, the neutron’s spin structure function g}' can be extracted
via Equation 39.

Using SU(3) flavor decomposition the quark distributions can be related to

singlet (ap) and non-singlet (a3, ag) proton matrix elements [20]

a = Au(@®)+Ad(@Q*)+As(Q%) = AX(Q?),
a3 = Au(Q?) — Ad(Q?) = F+D,
and as = Au(Q?) +Ad(Q?) —2As(Q*) = 3F-—D,

where the non-singlet elements are also related to the neutron and hyperon S decay
coupling constants F' and D. The values for these two constants used in the E155
analysis were F' = 0.463 £ 0.008 and D = 0.804 £ 0.008 [21, 22].

After rewriting the first moments of ¢{"" in terms of the non-singlet and
singlet matrix elements, and taking into account pQCD corrections to O (%)

[23, 25|, Equations 37 and 38 become
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1 1
Fﬁ’:n(QZ) — <:t—a,3 + —a,8> X

1277 36
2 3
) (@) s (2122 ]
2 3
FEAR(Q) [1 ~0333332(9) _ 54050 <O‘S(Q2)> — 4.44725 <QS(Q2)> ] .
9 - : W

(40)

For I} (') the + (-) coefficient on the ag term is used. From these expressions for
the proton and neutron and from Equation 39, the first moment of the deuteron can

be written as

T(Q%) = (1 - 1.5wp) {
S0 [1 -0l g e (O‘S(ﬁ?Q))Z ~20.2153 <O‘s(7?2)>3]

36 p
2 3
A [1 ~ 0333339 051050 <QS(Q2)> — 444725 <QS(Q2)> ] } .
9 - . :

(41)

Note that because of the opposite signs on az in Equation 40 for the proton and
neutron, this term drops out when I' and I'}? are combined. The lack of an a3 term
has the effect of making I'Y more sensitive to the net helicity of the quarks AY(Q?)
than either I'} or T'}.

More information can be gained by performing an NLO QCD fit to g;. For
such an analysis, polarized quark and gluon distributions are parametrized at an ini-

tial low value of Q? called Q?. For E155 this was done in terms of unpolarized PDFs,



16

which reduced the number of free parameters. That the polarized and unpolarized
PDF's are related is a reasonable assumption to make since they are describing the
same quarks. Using the DGLAP equations [27], the polarized PDFs were evolved to

the measured Q? of the data. The structure function g; was then calculated using

Ny

1 _ 1
gl(g;7 QZ) - 5 ; 63 |:Cq X (Aq —+ Aq) + FfCG X AG:| , (42)
where the convolution is
9 Lz T 9
(€02, Q) = | TC(Za0) A, Q) (43)

for Ag. Similar expressions exists for Ag and AG. The coefficient functions are of
the form [28|
C(x,a5) = i(—)kC’(k)(x). (44)
At leading order C." () =0(1 — z) and C’g]) (z) = 0, the gluon contribution drops
out, and as expected Equation 42 reverts back Equation 35. The calculated and
measured functions g, are compared by performing a x? test. Based on the results
of the fit, the parameters of the initial polarized parton distributions are adjusted
to improve the agreement between the calculated and measured g;. The process is
iterated until the fit parameters converge.
One of the benefits of performing an NLO fit is that it provides a means of
testing the polarized PDFs. The valence quarks tend to dominate in the mid to
high = region where the quality and quantity of the data are quite good. For this

reason the fits for the polarized valence quark distributions are well determined.
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The ability to separate the flavors also exists, but it is limited to the valence quarks.
In principle the polarized sea and gluon distributions can be obtained from an NLO
pQCD analysis. However, with the present kinematic coverage of the data, both the
sea quarks and gluons are poorly constrained.

The fitted g; also provides estimates of the shape and magnitude of the
structure function in the unmeasured region. Quantities such as F’l”n’d(QZ), which
are needed to evaluate sum rules, integrate g, (x, Q?) over 0 < x < 1. Since g, has
only been measured for a limited range in z, the contributions from the unmeasured
regions need to be estimated. How this is handled is especially important for the
low x region, which is not well understood. There are indications that the low z
contributions to [';(Q*) may be significant.

In order to compare or combine data from different experiments, the data are
evolved to a common Q?. Traditionally this evolution was performed by assuming
that g;/F, was independent of @*. This assumption, which is consistent with the
data within uncertainties, has no theoretical justification [26]. In the past few years,
an alternative approach has been to use the results of the NLO QCD fits to evolve

the data,

gpr(l', Qg) = gfxp(xa szp) - g{it(l‘a szp) - g{it(l‘a Qg) ) (45)

where exp indicates the measured quantities, fit indicates the functions obtained
from the NLO QCD analysis, and the desired value of @? is given by Q3. The use

of one method of Q? evolution over the other has little effect on the calculation
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of I';(Q?%). Differences wash out due to the integration over z. However, there is
more of an effect on the shape of the structure function, which in turn affects the
extrapolation to the unmeasured, low z region. Although this method has been
employed in the analysis of several groups, it was not the approach taken to achieve

the final E155 results. This will be discussed further in Chapter 5.

2.4  Sum Rules

A collection of sum rules exists which arose from different theoretical models
and assumptions about how the various components contribute to the spin of the
nucleon. One example is Equation 1. Often referred to as the angular momentum
sum rule, it separates the spin into quark, gluon, and orbital angular momentum
subparts. Others such as the Bjorken Sum Rule (BSR) [30] or the Ellis-Jaffe Sum
Rule (EJSR) [31] tend to focus more on the relationships between the spins of
different quark flavors. In the past few years the BSR and EJSR have been tested
to a reasonable degree of accuracy, through which the BSR has been verified and the
EJSR has been shown to be violated. The E155 results were expected to confirm
these results. Details of the Bjorken and Ellis-Jaffe sum rules are discussed in the

following sections.

2.4.1 Bjorken Sum Rule
The Bjorken Sum Rule has been often referred to as a rigorous prediction

of QCD, and that the success or failure of the two is intrinsically linked. This is
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primarily due to the fundamental nature of the few assumptions that were used in its
derivation. Originally derived using current algebra and assuming isospin symmetry,
the sum rule actually pre-dates QCD. It has since been rederived in QCD by way
of the Operator Product Expansion [32].

The sum rule relates the first moments of ¢! and ¢} to the axial (g4) and
vector (gy) couplings obtained from neutron S-decay. In the Bjorken scaling limit

the BSR can be expressed as

| [t @) = gt 0.2 e = G2 (46)

A point worth noting is that while the l.h.s. of Equation 46 comes from high energy
interactions, the r.h.s. is associated with low energy phenomena. Since tests of
the BSR are performed at finite %, which is low compared to the Bjorken limit of
Q? — o0, higher order QCD corrections are needed to compare the predicted values

with experiment. With these corrections to O(a;)?3, Equation 46 becomes [23]

2 3
I?(Q%) —IH(Q?) = %z—i 1- 0‘5(7?2) — 3.5833 <L(7?2)> —20.2153 (O‘S(WQZ)> ] .

(47)
The correction is the same as the non-singlet correction in Equation 40. Plugging
that equation into the lL.h.s. of Equation 47, one can see that the singlet term
AX(Q?) and the non-singlet ag cancel. The a3 term survives, which is independent
of a As(Q?) contribution (see page 14).

Even though the BSR was originally derived in the mid 1960s, it was not
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seriously tested until the early 1990s*. The reason for this was the lack of a polarized
neutron target. SLAC E142 [38] performed the first test using a *He target and SMC
was the first to use a deuteron target [34]. Since then both *He and various deuteron
targets have been used as a means of determining the neutron term in the BSR. So
far the sum rule has been confirmed with an accuracy of about 8% [35].

Since there are no theoretical reasons to expect that the BSR will be violated
[36], some groups have assumed its validity in order to extract a; from the polarized
DIS data [35, 36]. The results from these analyses were promising, but more precise
data were needed in order to make a determination of a that is competitive with
other approaches to measuring the quantity. E155 will help in this effort by providing

the most precise data on ¢} (x, Q%) and ¢{(z, @?) to date.

2.4.2 Ellis-Jaffe Sum Rule
As with the Bjorken Sum Rule, the Ellis-Jaffe Sum Rule is directly concerned
with the first moments of ¢}""(x, @*). Whereas the BSR, involves the difference of
the two moments, the EJSR provides a prediction of each one separately. The EJSR
is often given as Equation 40 expressed in terms of the F' and D coupling constants
given on page 14. In its original form, the sum rule gave the moments as functions
of the ratio L.

D

The EJSR was derived several years after the BSR. At that time polarized

1SLAC E130 [33] tested the Bjorken Sum Rule in the early 1980s only using proton data. An
assumption of A} = 0 was used which removes the neutron contribution to Equation 47. As a side
note, Bjorken himself thought that the sum rule would never be tested.
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proton targets were thought to be feasible. However polarized neutron targets,
which were needed to test the BSR, presented formidable challenges which were not
expected to be overcome in the near future. In order to make a prediction based
on g7 alone, some assumptions were made. The primary ones used for the EJSR
were that strange quarks did not contribute to the spin of the nucleon and that
an SU(3) flavor symmetry existed. The first one was implemented as As = 0 in
Equations 37 and 38. This also resulted in the equality of the non-singlet matrix
elements: a3 = ag. The assumption arose out of the belief that the total spin was
dominated by valence quarks, and since s quarks were only present in the sea, their
influence would be negligible. With flavor symmetry, the light quark masses were
set equal and contributions of the different flavors of sea quarks were taken to be
the same (i.e., AUy = AT = Ady, = Ad). This was then used to relate as and
ag to strange baryon [-decay measurements. This has been considered to be less
accurate than isospin invariance [39].

Due to the model dependence, the EJSR is not considered to be a rigorous
prediction of QCD like the BSR. The sum rule differs from measured values by about
2 1/2 standard deviations. Taking into account higher order QCD corrections, the

EJSR predicts for the proton and neutron [40]

I?(Q* =5GeV?) =  0.160 +0.004

and I(Q? = 5GeV?) = —0.018 £0.004.

This can be compared to the 1998 NLO analysis by SMC which contained most of

the then-current world data set [29]
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I?(Q* =5GeV?) = 0.121 4 0.003 (stat) & 0.005 (syst) & 0.017 (th)
and  I?(Q? =5GeV?) = -0.075 4 0.007 (stat) £ 0.005 (syst) & 0.019 (th).
Note that the uncertainties are dominated by theoretical contributions. These come
from making extrapolations into the unmeasured low x region. More will be men-
tioned on this point in Chapter 5. In contrast to the As = 0 assumption of the
EJSR, current estimates based on published data give [42] As = —0.13 £ 0.03
at Q> = 1GeV?. This is over four standard deviations from zero. The u and
d quark contributions associated with this estimate are Au = 0.79 + 0.03 and

Ad = —0.47 £ 0.03.

2.5 Hadron Asymmetries

2.5.1 Motivation

Presently, one of the main challenges in spin physics is the determination of
AG. Measuring g;(z, Q%) can provide some insight into this quantity, but as men-
tioned earlier, gluons do not contribute directly to g;(z, Q?) at leading order. They
enter indirectly through the DGLAP equations at higher orders (see for example
Equation 42). An alternate route to AG can be taken by examining the subprocess
¥4 — qq, where the two initial states are polarized. Because the photon only inter-
acts with a gluon of opposite helicity, the asymmetry from this process (assuming
massless quarks) is 100%. Future experiments such as Compass® [46], which hope to

measure AG are designed to exploit this interaction, known as photon-gluon fusion.

®Compass will use a muon beam to create a virtual photon probe.
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E155 has some sensitivity to these processes. The outgoing partons hadronize
and many of the resulting particles get detected as part of the “background” to the
E155 DIS electron sample. By constructing hadron asymmetries one may be able
to distinguish between different models of the polarized gluon contribution to the
nucleon.

As in the electron case, the asymmetry can be defined as

) ™
ATE(LS — O.eN%hiX B O.eN%hiX (48)
JiIT\Tf—miX + JZIT\Tf—miX

The arrows indicate when the relative spins of the beam and target are anti-parallel
(411) or parallel (1), except now the detected outgoing particle is a hadron of charge
+le|. In addition to the charge, the particle’s momentum was also measured and in
some cases a determination could be made as to whether or not the particle was a
pion. Equation 48 is the asymmetry measured in E155. Adjustments made for a
less than completely polarized beam and target as well as for additional unpolarized
material will be discussed in Chapter 4. Predicted asymmetries can be obtained
by expressing Equation 48 in terms of photoproduction cross sections. Using the

Weizsacker-Williams equivalent photon approximation gives

[o dk ®(k) {ors — ors}
ALL -

fEEm dk ®(k) {ops + ops}

(49)

The first (second) index refers to the helicity of the photon (nucleon). Integration is
over photon energies (k). Because of the small scattering angles measured in E155,
E i 1s approximately the momentum of the outgoing hadron. The total photon

flux is given by ®(k) and will be discussed in the following section.
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Both the numerator and denominator can be further separated into contri-

butions based on their production mechanisms,

ALL -
direct direct resolved resolved resolved
A0 Sgq + A0S T A0+ Aoy s T Aaqaagﬂqﬁg + Aoyprtx
direct direct resolved resolved resolved )
Tvgsge T Oyg=qa T Tg95ag T Ogagpoaras T Cqegg—ars; T OVporEx

(50)

Quantities with (without) a A indicate a polarized (unpolarized) cross section. The
direct or resolved superscript pertains to the situation when the photon interacted
with the nucleon’s components directly or when it fluctuated into something else
(such as a ¢g or g) prior to the interaction. The last term in both the numerator
and denominator account for contributions to the asymmetry from Vector Meson
Dominance (VMD). For these terms the photon fluctuated into a virtual meson
which then interacted with the target nucleon. These cross sections are described
below in Section 2.5.3.

In the following sections several topics are discussed relevant to the inclusive
hadron asymmetries measured in E155. In addition to the processes responsible for
producing the hadrons, some details are given about the production of polarized
photons, and the benefits and limitations associated with making this particular

measurement, within the scope of E155.
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Figure 4: Open points indicate the magnitude of the two different contributions to the
photon flux (equivalent radiator and bremsstrahlung) versus photon energy. The sum of
the two is plotted as solid circles and the scale for the flux is shown on the left-hand
vertical axis. The solid line is the photon polarization as a function of photon energy. The
scale for the polarization is shown on the right-hand vertical axis. Above energies of about
40 GeV the photon polarization is essentially that of the incident electron (81.3%).

2.5.2 Polarized Photon Beam
Polarized photons are created by the electron beam as it passes through the
target material. There are two main mechanisms at work, each of which contributes
roughly the same amount to the photon flux. Because of the 1/Q* factor in the
total cross section (see Equation 4), the majority of these photons will be real
(Q* = 0 GeV?) or quasi-real (low Q?).
One source for photons is due to electrons emitting bremsstrahlung radiation.

This is caused by the electrons interacting with target material upstream of the

scattering center. The flux associated with this process is approximately

tdk

Dy (k) = 27 (51)
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where £ is the photon energy and ¢ is the number of radiation lengths of the target
material. The factor two comes from taking an average over the target. For E155
targets, t(**NH;) = 0.04 and ¢(°LiD) = 0.02.

The second contribution to the photon flux comes from electrons which scat-
ter at close to zero degrees and is described by the equivalent-photon-approximation
[47, 48]. For this case, the electron scatters from the nucleon at small forward angles

for which the photon’s @* — 0. The photon flux is given by [47]

Dur (k) = — [E2 i (EEZ_ b)* <1n£ - %) 4 2’;; <ln 2(Ek_ k) 4 1) (52)

(E— k)2 2(E—k)
MYy

where the subscript er stands for equivalent radiator. Photon fluxes for each source
are plotted as a function of the photon energy in Figure 4. Note that the equivalent-
photon-approximation exhibits a similar 1/k dependence as the
bremsstrahlung spectrum. Both contribute approximately the same amount at the
high end of the spectrum while at lower photon energies the equivalent-photon-
approximation is about double that from bremsstrahlung.

Also shown in Figure 4 is the dependence of the photon polarization on the

energy. This is given by the expression [49]

P, yd—y)

A A 03
P, 4—4y+ 3y? (53)

As discussed in Section 2.1, y = v/E = k/E. The circular polarization of the

photon and longitudinal polarization of the incident electron are given by P, and P,
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respectively. For E155, P, = 81.3%. This is the maximum value attainable for the
photon polarization. From Figure 4 one can see that P, is close to maximum for
energies greater than 40 GeV. At lower photon energies where the flux is increasing,
the polarization of the photon quickly drops. These features of the polarization
tend to minimize the lower energy photons’ contribution to the asymmetry while
emphasizing that of the photons at the high end of the spectrum.

Even though the photon flux cancels out in the asymmetry, it is worth ex-
amining because it affects the spin averaged cross sections. These can be used as a
check to ensure that the models used to explain the polarized data are in reasonable

agreement with the measured, unpolarized rates.

2.5.3 Main Sources of Photoproduced Hadrons
Of the particles contained in the E155 hadron data set, the majority were
pions. Kaons and protons (or anti-protons) made up a small but not insignificant
portion. Because of this imbalance, models made to explain the inclusive hadron
asymmetries [45, 47] tend to concentrate on the pion component. The main sub-
processes through which pions are generated at E155 kinematics [45, 47, 50] are

summarized below.

Direct Photoproduction

For this class of subprocesses, the photon interacts directly with the compo-

nents of the nucleon. An example diagram for this type, which uses the subprocess
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vq — gq, is shown at the top of Figure 5. The difference of cross sections is given

~

2 a > cd)Du (@Y. (59

The fraction of the outgoing parton’s momentum carried by the detected hadron is
denoted by z. The factor Ej, which is the energy of the outgoing hadron, cancels

out in the asymmetry. For the overall process, the Mandelstam variables are
s=(P+q)? t=(¢—p)? and u=(P—p)? (55)

where P, ¢, and p are the four-momenta of the target nucleon, photon, and outgoing
hadron. As before, x is the nucleon’s fractional momentum carried by the struck

parton. It can be expressed in terms of the Mandelstam variables as

-
x:z(s—MZ)—l—(u—M?)' (56)

The polarized PDF for parton @ in the nucleon is given by AF, y(z,Q?) and
Dyse(z,@Q%) is the fragmentation function for the parton ¢ to produce a hadron
h(p). An assumption has been made that the polarized and unpolarized fragmen-
tation functions are the same. For the spin independent version of Equation 54,
the polarized components (i.e., AF,/y and Ag) are replaced by their unpolarized
counterparts.

For the subprocess v¢ — gq, the polarized and unpolarized cross sections are

= (va—99) = —55 (57)

~

dé Smelaas (42 + §2
d — — = 4 . 58
an (14— 90) 282 < 2 ) (58)

su

dAG 8mejaa <u2 — 52>




Figure 5: Example diagrams for some of the subprocesses responsible for photoproduced
hadrons in E155. (a) Direct photoproduction (y¢ — gq). (b) Partonic component of
resolved photon with quark-quark scattering. (c¢) Hadronic component of resolved photon
with quark-quark scattering. (d) Hadronic component of resolved photon with a soft
hadron produced by VMD. Figures adapted from Reference [51].
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The Mandelstam variables for the subprocesses are

5= (pa + q)27 Z?: (q - pc)27 and U= (pa - pc)27 (59)

where p, = xP and p. is the momentum of the parton leading to the detected
hadron. As mentioned earlier, this process is sensitive to the polarized components
of the nucleon. Using Apr(vq — gq) = A6/, gives a positive asymmetry for this
subprocess.

For photon-gluon fusion the subprocess cross sections are

dAG Tes 0 <£2 +a2>
= —qq) = ——: = 60
= (vg — qq) @ ta (60)
do meaas (12 + 42
and — —qq) = qA = . 61
Y 39 = aa) S (S (1)

Taking Ad /6, one can see that the asymmetry from this isolated process is 100%,
which is in the opposite direction of the Ay obtained from (yqg — gq).

The last subprocess in this category, yp — mq’, is higher twist. Here the
hadron is produced at short distance instead of by fragmentation as in the previous
two subprocesses. The outgoing quark from the subprocess can radiate a gluon
which converts to a ¢qq pair. Half of the pair combines with the outgoing quark to
create the pion. Whereas the pions created by fragmentation will be part of a jet,
the pions from the short distance process will be kinematically isolated.

Its contribution to the overall cross section is

dAo (S— M2

Enigsy = ZAF ¢ (x QQ) ('Vq — mq). (62)
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with the subprocess

do 128g2m%aa? , ey €\ 1.0 . 2 -
E(vq —nq) = m 2 (;‘1 + 7") [+ 0%+ AN\ (8% —a%)].  (63)

The Mandelstam variables are
§=(pa+q)? t=t and o= (p,—p)° (64)

In Equation 63, A is the photon helicity and A, is twice the helicity of the struck
quark. For this measurement, the flavor factor gf(7*) =1 and I is the distribution
amplitude of the meson. For the asymptotic distribution amplitude, I, = v/3f,/2
with f, ~ 93 MeV [47].

The unpolarized predicted 7 rates for to all three direct processes are shown
for the 5.5° spectrometer in Figure 6. Rates from y7g — ¢q and v¢ — gq are added
together for the “fragmentation” curve. At higher momenta, the short distance

and fragmentation contributions begin to overtake pions produced by soft processes

(VMD curve), which will be discussed below.

Resolved Photon Subprocesses

Instead of striking the target nucleon directly the photon can interact through
its partonic component, where it fluctuates into a ¢g pair or a gluon, or through
it hadronic component, where a vector meson is created prior to the interaction.
An example diagram for the partonic component is shown in Figure 5(b). Here
the photon turns into a ¢q pair followed by the newly created ¢ scattering off a

target quark. For the hadronic component, the interaction that takes place involves
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Figure 6: Predicted unpolarized differential cross sections for the three main 7% generating

processes. On the left (right) is when the detected particle is a 7% (7). Both correspond

to the E155 5.5° spectrometer with a proton target. Figures are from [45].
a parton from the meson hitting a parton from the target nucleon. An example
is shown in Figure 5(c). In the following discussion the hadronic and partonic
components will be combined together.

For a high py hadron produced by a resolved photon, the polarized cross

section is given by

dAo
E,, P =
a \b,c,d f dy fzmmd 7rzt AFb (yq QZ)AFG (.ZL’ Q2) dAJ (ab - Cd) %(Z QZ)
(65)

The unpolarized version is obtained by replacing the polarized quantities (Ao,
AFy/y, AF, N, and Ag) with their spin averaged counterparts. As in Figures 5(b)
and 5(c), the incident quarks are indexed with “a” coming from the nucleon and

[{P=))

“b” originating from the photon. The outgoing quark line “c” leads to the detected

hadron. The splitting function of the photon into a parton b is denoted by AFy/,.
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Analogous to Bjorken x, the fractional momentum of the photon carried by the new
created quark is given by y? 8. As before, z is the fractional momentum of the quark
¢ carried by the detected hadron. In terms of the Mandelstam variables for the

overall process, the lower limits of integration are

—(u—M?) —yt
y(s — M?)

(66)

q _ _
Ymin = m and Zmin =

There are three relevant subprocesses for the resolved photon contribution: (1)
a quark or anti-quark from the photon hits a gluon in the nucleon’ (g9 — qg),
(2) quark-quark or antiquark-antiquark scattering (gags — ¢a9s), and (3) quark-

antiquark scattering (¢.gs — ¢5¢,). The corresponding cross sections are [52]

d(A)o Tl o, o [1 4
Tl = e (g (7
d(A)o ra?4 [ 8%+ 0 2412 287
I ) ] A o
d(A)o Ta?4 8% 4 42 2 4+ 42 20
S (Gals = o) = oyt a  OasOy o & sl LR

7 (05 = 0) 20 { 987 8070 |~ Py

(69)

Unpolarized (polarized) cross sections use the upper (lower) signs. The Mandelstam

variables for these resolved photon subprocesses are given by

8= Pa+m)?, t=Da—p)?, and G = (py—p.)* (70)

At E155 kinematics, the unpolarized contribution from the resolved photon is pre-

dicted to be small compared to contributions from other processes.

6The quantity y? is given as y in Reference [47]. Here y is used as the fractional energy lost by
the incident electron (y = v/E = k/E).

"Reference [50] defines AF,,, = 0 at leading order and so the converse of this process (i.e., a
gluon from the photon hitting a target quark) is not needed.



34

Soft Processes

The contributions considered so far have been for the case of hard scatter-
ing (i.e., high transverse momenta) where pQCD can be used in calculating the
predicted rates. However, the transverse momentum range accessible by E155 (0.5
GeV < pr < 3.8 GeV) overlaps with the gray transitional region between hard
and soft processes. A substantial portion of the pions produced in the medium to
lower momentum range are thought to come from soft processes, which need to
be addressed with nonperturbative calculations. The primary mechanism for the
soft contribution was assumed to be Vector Meson Dominance (VMD), where the
photon can fluctuate into a p, w, or ¢ prior to hitting the target nucleon. Because
the hadron is formed before the interaction, the process can be associated with the
hadronic component of the resolved photon process. Figure 5(d) gives an example
diagram for this process.

The contribution to the unpolarized cross section from VMD was estimated
in [45] by

do.resolved

o « do
d3p

1.16)E,— -1 X , 71
Ozsz( ) &Bp (pp ) . 9(§) (71)

(Vp = 71tX) =
where ozf,ff = 2.44 is an effective v — p coupling constant and the factor 1.16 is the
result of several approximations which were used to equate the (Vp — 77X) and

(pp = 7™ X)|ggo,.,,. Cross sections. A functional form of an empirical fit to data from

Reference [53] was used for the pp cross section. The quantity ¢(£) is a function of
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the scaled rapidity,

(E—&)? \?
)2) ’ (72

9(0) = (1 R

where & = (Y —Yiarget)/ (Yprojectite— Yiarget) and Y is the longitudinal rapidity® defined
as sinh(Y) = (py/p% + m?)2. In Equation 72, & is the value halfway between the
maximum and minimum values of £ for a given py.

The soft contribution to the unpolarized cross section is shown in Figure 6.
One can see that for the expected 7% rates in the 5.5° spectrometer, VMD contri-
butions dominate up to momenta of about 25 GeV. Because of the lower p; values
associated with the 2.75° spectrometer, one can expect this contribution to be con-
siderable up to higher momenta for that spectrometer.

For soft contributions to the polarized cross sections, although studies indi-
cate that the VMD contributions to Az may be small [55], no direct information
is known. The authors of [45] assume that the polarized cross section is zero. In
terms of the predicted Ay, (Equation 50), at lower momenta the denominator is
significantly increased while the numerator is not. This has a net effect of reducing

the predicted asymmetry in the region where VMD is the dominant mechanism.

2.5.4 Benefits and Limitations of this Measurement
Some mention should be made of what can be gained by investigating in-
clusive hadron asymmetries and to what extent they can be explored within the

context of E155.

8The quantity Y is given as y in References [45, 54].
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The quantity Ay has the potential to be sensitive to different models of
polarized PDFs. In a region where the fragmentation processes dominate, this
sensitivity can be used to provide constraints on AG. An earlier version of the
theoretical model discussed here suggested that the E155 data overlapped with
such a region. However, disagreement between the data and calculation led to a
modification of the model in which contributions due to soft processes were included.

d .
™€ corrections need to be made to account

In making measurements of g;
for pions which were misidentified as electrons®. A better understanding of the
pion asymmetry will help to reduce the uncertainty on the spin structure function
measurement.

As described in previous sections, many processes contribute to the E155
hadron data sample. This may make interpretation of the data difficult. However,
understanding how much and how the different contributions enter into the overall
process may prove useful in future attempts at similar measurements.

Hadron asymmetries were not the primary physics goal of E155. Even though
the overall data set contained a considerable number of hadrons, the setup, which
includes the detectors and analysis code, was optimized to detect electrons and to

reject pions. This aspect becomes more important at the highest momenta where

the 7~ /e~ ratio becomes quite low.

9This will be discussed more in Section 4.8.6.



CHAPTER 3

EXPERIMENTAL SETUP

3.1 Electron Beam

3.1.1 Source

E155 used a polarized electron beam provided by the SLAC Accelerator
Operations Group. Figure 7 shows the setup of the source used during the E155
run. The source of the beam utilized a strained lattice GaAs/GaAsP photo-cathode
illuminating by a flashlamp-pumped Ti:sapphire laser [56]. This produced electron
bunches (or spills) at a frequency of 119 Hz. A “witness pulse” was created at a
rate of 1 Hz by exciting the same photo-cathode with a YAG-pumped Ti:sapphire
laser. This pulse had different characteristics and was used by Main Control Center
(MCC) for beam diagnostics. The beam polarization was chosen pseudo-randomly
on a spill to spill basis. This was done by reversing the circular polarization of the
laser light with a Pockels cell.

The number of electrons per spill was chosen depending on the target material
and target mode! in End Station A (ESA). For a proton (deuteron) target in parallel

mode, each spill contained about 3x10%e/spill (3.3x10%¢ /spill). For perpendicular

!Target mode refers to the orientation of the target’s spin with respect to the direction of the
incident beam.
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Figure 7: Layout for the SLAC polarized source used during E155.

running, these rates were lowered to about 1.3 x 10% e7/spill (1.5 x 10° e7/spill) for
proton (deuteron). Incident beam currents differed due to the overall hit rates

experienced by the detectors for the various target configurations.

3.1.2  Accelerator
From the source the electron bunches were injected into the 3.2 km long SLAC
linac. The linac is divided up into 30 sectors, with eight klystron tubes providing
microwave power to each sector. Each klystron operated at 2856 MHz and was
capable of a peak power output of 65 MW. The linac accelerated the electrons
up to 48.7 GeV using a technique called SLAC Energy Doubling (SLED)[58, 59].

With SLED, most of output pulse from a klystron gets stored in a resonant cavity.
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Towards the end of the pulse, the phase of the pulse is flipped by 180° causing the
stored portion to be released and added to the remaining output from the klystron.
This pulse is then sent to the accelerator. SLED increases the beam energy at the
expense of the spill length. For E155, spill lengths were typically 250 ns long and
were extended to 420 ns towards the end of the run?. To guide the electrons down

the linac, a system of magnets and beam position monitors (BPM’s) was used.

3.1.3  A-line

At the end of the accelerator is the Beam Switchyard (BSY). Here a pair of
pulsed magnets directed the witness pulse into the beam dump D-10. Also in the
BSY two DC magnets steered the beam into the A-line, a section of beam transport
connecting the linac to ESA. By design, the A-line defined the final energy used
in ESA. Prior to E154 it was upgraded to handle a higher energy beam [60]. The
A-line creates a total bend of 24.5° from the linac. The first 0.5° of bending comes
from the two DC magnets mentioned above and 12 dipoles each contribute 2°. The
dipoles were connected in series to an identical magnet located outside of the A-line
in MCC. A flip coil, which continuously measured the field in the reference magnet,
was used to monitor the beam energy at the target. The information from these
measurements was written to tape several times an hour. The A-line also contained
several quadrupole magnets to help control the spot size at the target.

About halfway through the A-line is an adjustable collimator called SL-10.

2For comparison, spill lengths used in E143 were around 2 ps.
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SL-10 limits the fractional energy spread AE/FE of the beam. For E155 this colli-
mator was set to 0.8% FWHM.

At the end of the linac an electron’s spin is oriented along (or against) the
direction of the beam. As the electron moves through the A-line, the spin will
precess by an amount that depends upon the beam energy [61]. The relationship

between these quantities is given by

E -2
Aeprecessi(m = E (gT> AQbend: (1)

where (g — 2)/2 = 1.159652193 x 1073 is the electron magnetic moment anomaly
and E and m are the energy and the mass of the electron. A# is in radians. For
the spin to be aligned with the direction of the beam in ESA, it must precess by
an integer number of 7 radians. Since the bend to the A-line cannot be changed,
this condition is satisfied for only certain values of the incident energy. However,
while the electrons traversed the A-line bend, they were losing energy in the form

of synchrotron radiation [62]. The loss in energy AFE is given by

2 4
AE — 2A0pena ¢~ 1 (E : (2)
3 dmegp \m

where p = 85.927 m is the bending radius, e is the charge of the electron, and
€o is the permittivity of free space. Combining Equation 1 and Equation 2 and
integrating over the possible bend angles gives allowed beam energies for E155. The
energies actually used are presented in Table 1. The beam lost about 400 MeV (160
MeV) due to synchrotron radiation at the energy used for parallel (perpendicular)

running.
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Table 1: Beam energies used in E155.

target mode linac energy (GeV) ESA energy (GeV) Afpccession
perpendicular 38.93 38.77 127
parallel 48.75 48.35 157

To reduce the effects of beam heating and radiation damage on the target,
two Helmholtz coils were used to vary the position of the beam at the target on a
spill to spill basis. The coils were located just upstream of the ESA alcove about
60 m before the target. At the target the beam was rastered over circular area
20 mm in diameter, slightly smaller than the diameter of the target cup. The step
size was 0.3 mm in x and y and after four passes over the target the pattern would
begin to repeat. Figure 8 shows the spots of the target that have been hit by the

beam after almost one complete pass.

3.1.4 Beam monitoring

In addition to the MCC reference magnet to measure the beam’s energy,
there were a number of other devices used to monitor different properties of the
beam. In describing the ESA beam monitors, a right handed coordinate system will
be used to reference the electron beam in ESA. For this convention, the beam line
lies along the z axis with the origin located at the center of the target and with
electrons traveling in the +z direction. = and y correspond to the horizontal and
vertical directions respectively.

To determine the number of electrons per spill, there were two toroids located
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Figure 8: Cross section of the E155 raster pattern at the target. The pattern shown is
created by almost one complete pass in which the beam was swept from right to left. To
illustrate the granularity of the pattern, the beam’s spot size in the plot is smaller to scale
than the actual spot size at the target. The vertical position of the spot was scanned from
top to bottom at one x location and then from bottom to top at the next. After four
passes the raster pattern would start over.
upstream of the target [63], historically named toroid2 and toroid3. Each was made
of an iron ring wrapped with a coil of wire. The coil was connected to an RC
circuit and a pre-amplifier. The number of electrons per spill was proportional to
the amplitude of the signal. During E155, the toroids were calibrated remotely from
the counting house several times a day.
Several pieces of equipment were used to ascertain the position and quality of
the beam at various locations. Two devices which provided more of the qualitative
beam information were the “good spill” and “bad spill” monitors. Both were of

similar construction but were complementary in terms of their implementation. Each

consisted of a paddle of plastic scintillator read out by a PMT. The plastic was
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wrapped in black tape to make it light tight. The output from the PMT was sent to
both an ADC and an oscilloscope. Values from the ADC were written to tape and a
video camera was used to pipe the trace of the oscilloscope to monitors in Counting
House A and in MCC. The video was monitored continuously and gave shift workers
a feel for the quality of the beam and the length of the spill as well as a quick visual
check as to whether or not the beam was on. The bad spill monitor was located
in the ESA alcove and was sensitive to the beam halo and to beam scraping at the
SL-10 collimator and other A-line components. A large signal from the bad spill
monitor was an indication that the beam was not entering ESA cleanly and that
beam tuning might be required. There were actually two good spill monitors which
were referred to as “good spill” and “good spill 2”. Both were located in the target
area. One was slightly downstream of the target and 2 m below the beam line.
The other was just off to the south side of the target® and was at the same height
as the beam line. A steady output signal came from the good spill monitors when
the beam was hitting the target. When the beam would pass through the support
structure which surrounded the target, a larger and uneven signal was created.

A device called a foil array was used to measure the position and the profile
of the beam at the target. The foil array consisted of two arrays located about 9 m
downstream of the target. Each array contained 48 brass foils separated by 1 mm.

The foils were 10 cm long by 1 mil thick. One array had its foils oriented vertically

3The beam traveled from west to east in ESA. Since the beam was focused at the target, the
spot size was slightly smaller there.
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goodsp vs x and y

Figure 9: Output from online program “spillmap”. z and y information are obtained
from the foil arrays. The height of the histogram is from the good spill’s ADC and was
accumulated since the beginning of the run. The peaks at the top of the plot indicate that
the beam was clipping the top of the target cup and needed to be lowered.
to measure the x position of the beam and the other used horizontal foils for a y
measurement. The spot size of the beam at the foil array was around 1.2 mm x 0.5
mm (z X y).

An online piece of software which was used for beam tuning was called
“spillmap”. Spillmap combined the output from the foil arrays together with the
signal from the good spill monitor. This provided real time information about the
beam at the target for all points in the raster pattern. An example of the spillmap
output is shown in Figure 9. In the sample given there are several peaks (higher
rates at the good spill monitor) located in the upper region of the target. These

peaks indicate that the beam was hitting some of the target’s support structure

when it was rastered over the top part of the target. For this particular situation
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Figure 10: Diagram of the Chicane magnets used during perpendicular mode running.
Drawing is not to scale.
the center of the raster pattern would have been moved downward. The peaks could

be removed later during the analysis phase with data cuts.

3.1.5 Chicane Magnets
When the target was set up so that the spin was perpendicular to the incident
electrons, the field from the target magnet exerted a force on the beam. As a
means of compensating the effects of this force, four dipoles magnets known as the
“chicane magnets” were used. Three of them were upstream of the target and one
was downstream. A diagram of the chicane system is shown in Figure 10. The
downstream chicane ensured that the beam from the target area made it into the

beam pipe so that it could be directed to the beam dump which is due east of ESA.

3.1.6  Moller Polarimeter
For measuring the beam polarization, E155 used a Mgller polarimeter. The
device is based on Mgller scattering [64] which describes the elastic scattering of two
electrons. If both electrons are longitudinally polarized, the cross section will be

larger when the spins are anti-aligned than when they are aligned. The relationship
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between these two combinations of spin orientations and the beam polarization is

given by

Nyp = Ny

Ay = = A..(0cn)PLPY, (3)

Ny + Ny
where Ny 4y are the number of scattered electrons when the incident and target
electrons’ spins were parallel (anti-parallel) and Ay is the background subtracted
measured asymmetry. Pg and Pr are the polarizations of the beam and target foil.

A,.(0car) is the theoretical asymmetry at the center of mass scattering angle

(7 + cos? Oy ) sin? Ocns

Azz 7 = -
(boar) (34 cos? Ocnr)?

(4)

The beam used for polarization measurements was the same as that used
during normal data taking except that it was not rastered and was not focussed at
the z location of the E155 target. Also, while Moller data were being collected, the
E155 target was moved out of the beam line? and regular data taking was put on
hold. Mgller runs were taken approximately twice a week. Both a single arm and
a double arm Mgller polarimeter were used. Although the two polarimeters could
collect data simultaneously, often only single arm measurements were taken. This
was because the single arm polarimeter could run at a higher rate thus enabling it
to make a faster measurement.

The Mpgller system was upstream of the E155 target and consisted of target

foils followed by a single dipole magnet to bend the trajectories of the scattered

4Part of the reason for moving the E155 target out of the beam line was to protect it from the
unrastered beam. However, not having the target in position also reduced the background rates
in the Mgller detectors, which were located upstream but near the E155 target.
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electrons away from the beam line. Downstream of the magnet were the detector
packages which counted the number of scattered electrons.

For a target of polarized electrons, ferromagnetic foils were used in which the
atomic electrons occupying unfilled shells were polarized. Foil thicknesses of 20, 30,
40, and 154 pm were used and were made of 49% Co, 49% Fe, and 2% Va. The
Mgller target was located in the ESA alcove and was moved into the beam line for
Mgller data runs via remote control from Counting House A. To polarize the foils a
Helmbholtz coil provided a 100 G magnetic field and smaller pickup coils were used
to measure the foil polarization. Foil polarization measurements were taken before
and after E155, for which the post-run values either agreed with or were within
< 0.6% of the pre-run measurement [65]. Typical polarizations were around 0.082.

A tungsten mask was used to define the acceptance of the Mgller spectrom-
eter. The mask was located upstream of BO and about 10 m downstream of the
foils. B0 was the Mgller dipole magnet and was typically set for a field strength
of ~ 38.4 kG-m. In the center of BO was an iron septum. A hole in the middle
of the septum allowed the unscattered beam electrons to pass through the magnet
relatively unaffected by the field.

As mentioned above, two independent detector packages were used to count
the scattered electrons and they were known as the single arm and double arm
Mgller polarimeters. Slightly upstream of the detectors was a sheet of lead a few
radiation lengths thick. This shielded the detectors from some of the lower energy

background particles and also acted as a pre-radiator. The lead covered the area in
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Figure 11: Drawing of a downstream view of the single arm (left) and double arm (right)
Mgller detectors. Although here they are shown separately, in actuality the double arm
was in the shadow of the single arm detectors. For reference, the beam pipe was to the
right and incident electrons were traveling into the page.

front the detectors.

The single arm polarimeter was designed to measure only one of the scattered
electrons from each Mgller interaction, but to provide an integrated signal over each
beam pulse. The detector package was essentially that used for E154 [66] with a few
modifications. A sketch of the layout is shown on the left hand side of Figure 11.
It consisted of five silicon detectors (two pads per detector). The four coarse pitch
detectors made up the “top” set which was above the beam line. Each of the four
contained 12 channels and was set in a fixed position to detect scattered electrons
at 93° < o S 104°. The fifth (“bottom”) detector was the fine pitch detector
and contained 48 channels. It was located below the beam line and could be moved

in x and y directions remotely from the counting house. The bottom detector was

centered at Oy ~ 94°. Since one of the electrons will scatter at 90° — Afcys and
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the other at 90° + Afcys, both top and bottom detectors were placed in the > 90°
region to avoid double counting.

The beam polarization as measured by the single arm detector was 0.813 +
0.002(stat) £ 0.020(syst). A breakdown of the systematic error is given in Table 2.
The analyzing power® was calculated using a Monte Carlo model, which included
the field strength of BO, Levchuk corrections [68], losses due to multiple scattering
and bremsstrahlung radiation, detector resolution, and detector gaps. The Levchuk
effect takes into account the fact that the target electron was not a free electron
at rest but was bound and in motion about the nucleus. The background shape
referred to in Table 2 comes from the a fit to the background in the unpolarized
contribution (N + Ny term) to Equation 3. The integration range refers to the
number of ADC channels included in the determination of the Mgller peak for a
particular O¢cyy;.

The double arm measured both outgoing scattered Mgller electrons by re-
quiring a coincidence between corresponding points (i.e. 90° + Afgy) in its two
arms. This detector package was similar to the one used in E143 [67]. Each arm
contained 7 lead glass blocks which operated under the same principles as the shower
counters (see Section 3.3.5). The layout of the double arm detectors is shown on the
right hand side of Figure 11. Part of the double arm blocks was in the shadow of

the single arm detectors, but since the silicon detectors were negligibly thin, this did

>The analyzing power is the theoretical asymmetry x the target polarization (A,, x Pr) from
Equation 3.
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Table 2: Contributions to the single arm Mgller systematic error.

Foil polarizations: common 1.2%
foil to foil 1.2%

Analyzing power 1.0%
(Monte Carlo stat + syst, [ B - dl)

Sensitivity to background shape 1.2%

Sensitivity to integration range 0.4%
Analysis Technique 0.9%
total 2.5%

not have an effect on the signal seen in the lead glass. By requiring both scattered
electrons, the double arm was less sensitive to the background signal.

The beam polarization measured by the double arm was 0.805+0.002(stat)+
0.032(syst)®. A limited study of systematic affects was done for the double arm
polarimeter.

There was no evidence of the polarization changing as a function of time over
the course of the experiment [71]. This was in part due to the quantum efficiency
(QE) of the photocathode which had a very slow rate of decrease during the data
taking period. It should also be noted that no recesiation of the photocathode was
done during E155. A constant value of 0.81 £ 0.02 [71] was used for the beam
polarization in the analysis. This is a weighted average of the double arm and single

arm measurements.

8The central value and systematic error are from [69]. No statistical error was given for the
double arm result in this meeting’s notes. The statistical error reported here was taken from [70].
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3.2 Polarized Target

At the center of the experimental setup were the solid cryogenic targets. The
target system was set up and maintained by a group led by the University of Vir-
ginia. To study the proton, E155 used frozen ammonia (*’NHj3) and for a deuteron
target the material was lithium deuteride (°LiD). For polarization purposes, the
material was kept in a 5 T magnetic field at ~ 1 K. The technique of Dynamic
Nuclear Polarization (DNP) was employed as a means of polarizing the nucleons.
Polarization measurements were taken continuously using a Nuclear Magnetic Res-
onance (NMR) system. Typical polarization values of 80% (22%) were obtained for

the proton (deuteron).

3.2.1 Dynamic Nuclear Polarization

For DNP, paramagnetic centers were introduced into the target material prior
to its use as an E155 target. This was accomplished by irradiating the material in
a low energy electron beam [72]. Electrons interacted with the nucleons through a
dipole-dipole coupling. In the presence of a magnetic field, the energy levels of the
electron-nucleon system split by an amount proportional to the field strength and
the magnetic moments of the particles. An example of these levels for the proton
target is shown in Figure 12. The separation AE between levels A<+B or C+D is
determined by the flip of a proton spin and A<+C or B<+D by an electron spin flip.
AF is given by

AFE = hv; = gipi B, (5)
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where ¢; and p; are the g-factor and magnetic moment of the particle in ques-
tion and B is the strength of the magnetic field. For an electron, g, = pup =
5.8 x 107*MeV T™" and g. = —2.0. Likewise for a proton, p, = 2.79uy =
8.8 x 10~"*MeV T7! and gp = 5.6. At thermal equilibrium the particles are essen-
tially unpolarized with the majority of the nuclear spin orientations being divided
equally between the lower two states. This is called the natural polarization and for

a particle with spin 1/2 (proton) or spin 1 (deuteron) is
1 gitiB
P, | =) = tanh
() = o (557). ©

tann (122

P(1) = LAV, (7)

2 i B
3+ tanh? (457)

where g;, 1;, and B are the same as above, kg is Boltzmann constant, and T is the
temperature of the material.

Due to selection rules, transitions from A<D (see Figure 12) or B<>C are
suppressed by about three orders of magnitude when compared to the transitions
involving only an electron spin flip [73], i.e., A<>C or B<»D. Using microwaves of a
chosen frequency, typically around 140 GHz, the system can be pumped to induce
the forbidden transitions.

For an example, consider a target that is to be polarized in the negative
enhancement mode’, populating level C in Figure 12. To achieve polarization the

material is illuminated with microwaves of frequency v = v, + v, where v, , come

"The negative enhancement mode has the nucleons’ spins aligned against the direction of the
magnetic field. For positively enhanced polarization, the spins are aligned with the field.
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Figure 12: Energy levels used in polarizing the proton. Figure was adapted from Refer-

ence [78].
from Equation 5. This will populate level A at the expense of level D. From level
A the system is allowed to decay to either levels B or C. However, the transition
from A—C is more likely because of the short relaxation time (msec) of the electron
spin compared to that of the nucleon (minutes). The difference in the relaxation
times stems from a much stronger coupling of the electron to the lattice than of the
nucleon to the lattice.

Since the number of paramagnetic sites introduced into the target material

for DNP is relatively small, the majority of target nucleons are not near a polar-
izing center. These nucleons become polarized through a process of spin diffusion.

For example, once a proton is polarized using the method described above, it can
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exchange its spin with a nearby proton which can in turn exchange its spin with
a nearby proton and so on. Also, since the first proton in this chain of events has
become unpolarized, it is once again available to be polarized via microwave induced
excitations. In this way the polarization spreads out from the centers to the rest of
the target nucleons.

Whenever the target material was bombarded by electrons, which was the
case during normal E155 data taking, new polarizing centers were being added to
the material. The effect this had on the target polarization is shown in Figure 13.
At first the new centers helped to increase the maximum polarization. However,
after a certain point the polarization began to decrease. If too many centers were
introduced into the material, they began to depolarize the target by the same spin
exchange mechanism described above. This situation (radiation damage) occurred
after the material had spent an extended period of time in the beam. Some of the
centers were removed by annealing the target, which involves warming the material
for a short period of time. This usually took around 20 minutes for '>’NH;z. One
partially successful anneal was performed on the ®LiD material which took about
30 minutes to complete [74]. The anneal temperatures were ~ 80 K for '>°NHj and
~ 185 K for °LiD .

Aside from the overall catenary-like shape of Figure 13, there is also some
structure which stands out. The vertical trends, called “spin-ups”, were periods
without beam during which the polarization was built up. The build up was nec-

essary because the target material lost some of its polarization due to the material
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Figure 13: Deuteron polarization versus dose accumulated during normal E155 running
conditions. The polarization initially increased (became more negative) and then de-
creased as more paramagnetic centers were deposited in the material. Approximately
1 x 10'e~ /cm? were accumulated during one data run. This plot covers about 130 runs.
being moved out of the homogeneous region of the magnetic field. This was done

to do calibrations with unpolarized target material or to do beam steering which

required the raster magnets to be turned off.

3.2.2 Target Materials and Setup
As mentioned above, the target materials used were '>’NH; for the proton and
LiD for the deuteron. There were a number of factors that went into these choices
of materials. '>’NHj had been used previously [75, 76] because it was known to have
a high maximum polarization (> 90%) which could be reached in a relatively short
amount of time (30-60 minutes). The material was resistant to radiation damage

which made it possible to keep a high polarization for an extended period of time.
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During E155, S'NH; samples were used in a high intensity beam for 8 to 16 hours
before the polarization was low enough (~ 70%) to require annealing. After an
anneal the material typically reached polarizations close to its pre-anneal maximum
value.

®LiD was chosen as a deuteron target material for E155 instead of NDjs, which
was the material used in E143. One of the advantages of °LiD is that it is five times
as radiation resistant as NDj3. This meant less frequent anneals which resulted in
less down time. Another benefit was that SLiD had an effective dilution factor®
of about 0.36 compared to about 0.23 for ND3. The larger dilution factor came
about because °Li could be considered essentially as an « particle plus a polarizable
deuteron [77].

The E155 target setup was similar to the one used in E143 [75] and many
components were common to both systems. A schematic of the setup is shown in
Figure 14. The target assembly housing which is outlined in Figure 14 was ~ 1 m
across.

The target material was contained in copper coated aluminum cups 2.5 cm in
diameter by 3 cm long. The cups had two removable endcaps made from 0.0254 mm
thick aluminum. In order to move the target material in and out of the beam line,
the cups were fixed in an insert, a device that was ~ 1.5 m long by &~ 3cm X 3cm in
cross section. Each insert held three cups, two of which were filled with either type

of target material. A third cup was called the “dummy” target and contained a

8See Section 4.8.3 for details.
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piece of either beryllium or carbon (pyrolitic graphite) and was used for calibration
purposes. The carbon was approximately the same mass and number of radiation
lengths as the 1°’NHj. Likewise was the case for the beryllium for °LiD. In addition
to the three cups, there were slots for a solid target (another piece of carbon or
beryllium, possibly of a different thickness) and a hole which was large enough to
allow the unrastered beam to pass through. The insert could be moved vertically
by a stepper motor which was controlled remotely from the counting house. This
allowed any of the target positions (i.e. calibration, actual, or hole) to be moved
into the beam line. The insert also housed lines which delivered microwaves to and
NMR signals from the °LiD or 'NH;. Cables for the NMR signals connected coils
which were embedded in the target material to the rest of the NMR system which
was located outside of the main assembly. The NMR system is further discussed in
Section 3.2.3.

The target material was immersed in a *He bath which kept the material at
~1 K. To ensure uniform cooling, which was important in attaining homogeneous
polarization, the °LiD and ?NHj; were in a granular form. The material resembled
fishtank gravel where each bead of material was &~ 3 mm in diameter.

A superconducting split coil magnet was used to create the 5 T field. The field
had a homogeneity of 10~ over a region of 30 mm in diameter. For the majority of
E155, the target field was parallel to the direction of the incident beam. Toward the
end of the run, data were taken in which the target polarization was perpendicular

to the beam. To orient the magnetic field perpendicular to the beam, the entire
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target assembly was rotated 90°. For both the parallel and perpendicular modes,
the direction of the target field was reversed periodically to reduce any potential

systematic effects.

3.2.3 Polarization Measurements

An NMR system was used to measure the polarization of various nuclear
species. Central to this system was an LRC circuit, in which the inductor was
comprised of target material and an NMR coil. The coil was embedded in the
target material and was oriented so that it created a magnetic field perpendicular
to the field of the target magnet. Different coil configurations were used to measure
protons and deuterons. For the deuteron polarization, the coil had a four loop turn
and ran from top to bottom of the target cup. The proton NMR coil was either
a straight wire or had a single loop and was centered in a horizontal plane of the
middle of the cup. The resistor and capacitor of the LRC circuit were contained in
an electronics package called a Liverpool Q-meter [81], which was located outside of
the target assembly. Using a variable capacitor, the LRC circuit was tuned so that
the resonance frequency of the circuit matched the Larmor frequency of the nucleon
(82].

Using an RF signal generator, the frequency in the coil was swept back and
forth over the Larmor frequency. When the sweep was close to the Larmor frequency,
the target material emitted or absorbed energy. This caused the inductance to

change which altered the impedance of the circuit. At constant current, this change
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in impedance was measured as a change in the voltage. This was accomplished with
a Phase Sensitive Device which compared the voltage output from the RF generator
to the voltage across the LRC circuit.

Some difficulties were encountered measuring the proton polarization. A
stray capacitance is believed to have existed in parallel with the NMR coil which
violated the constant current requirement. This led to non-linearities that affected
the large proton signal. The suspected source of the problem was the metal target
cups used in E155. Proton polarizations had to be corrected offline using information
from radiation damage curves of the »NHjz. More details on the difficulties and
correction procedure can be found in References [83] and [84].

A sample of the enhanced deuteron signal [72] over the range of frequencies
32.709 MHz + 25 kHz is shown in Figure 15. The peak corresponds to the Larmor
frequency. Note that away from the Larmor frequency, the signal drops to zero. The
area under the curve is proportional to the deuteron polarization.

The relation between the area (A) and the target polarization (P) is given

AennPri

Py = —enh= T8
enh ATE ) (8)

where enh is for enhanced polarization and refers to measurements taken with po-
larizing microwaves turned on. The T'E subscript indicates measurements taken
at Thermal Equilibrium. TE’s were calibration measurements taken with both the

beam and the microwaves turned off. When thermal equilibrium was reached, the
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Figure 16: Polarization Values for the proton and deuteron targets versus run number.

spin temperature was equal to the lattice temperature. In this case, by measuring
the lattice temperature, the polarization can be calculated via Equations 6 or 7.
Most TE measurements were performed after an anneal or when the target insert
was filled with new material. Anneals and target fills affected how the material sat
in the target cup (target material would settle during an anneal), thus affecting the
inductance of the NMR circuit. This drove the need for new calibration constants.

Polarization measurements were recorded a few times a minute. The values
were averaged so that in the final analysis, one polarization was used for an entire
data run (typically covering around 25 minutes). Target polarizations versus run
number for the proton and deuteron are presented in Figure 16. The sign indicates

the enhancement of the target polarization, which was reversed periodically. Proton
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polarizations are given by crosses and are greater in magnitude than are those for
the deuteron. The proton data appear as many short lines which slope to the right
and toward zero. This sloping is due to radiation damage. After the polarization
value reached a certain point, the material was annealed and the polarization almost
returned to its previous maximum value. The cycle was repeated over and over.
With more cycles, the curves became progressively steeper, due to the material
damaging more quickly. Eventually, a switch was made to new target material.
Deuteron polarizations are shown as squares and were typically around +25%. The
increasing-then-decreasing structure displayed in Figure 13 is seen clearly around

runs 1000 and 3000.

3.3 Spectrometers

Three momentum analyzing spectrometers were used to detect the scattered
particles. The spectrometers were centered at fixed angles of 2.75°, 5.5°, and 10.5°,
where the angle is measured with respect to the direction of the incident electrons.
While the two smaller angle spectrometers were also used in E154, the spectrometer
at 10.5° was new for this experiment. All three had the same general setup. At the
upstream end was a set of magnets and collimators to control the flow of particles
that reach the detector region. Next a combination of hodoscopes and Cherenkov
detectors were arranged to provide position information and particle identification.
At the end was a segmented lead glass calorimeter which measured the particle’s

energy and position. A drawing of the setup is shown in Figure 17. To shield the
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Figure 17: Top plot is an overhead view of the E155 target and spectrometer layout. In
the bottom three plots a side view of each spectrometer is presented.
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Table 3: Parameters for E155 spectrometers.

2.75° 2.5° 10.5°
T Bj 0.01t0 0.9 0.05t0 0.9 0.08 to 0.8
Q* (GeV/c)? 1to7 4 to 19 8 to 40
max solid angle (msr) 0.1 0.5 1.5
momentum range (GeV'/¢) 10 to 44 10 to 39 6 to 20

detector elements from the ambient radiation in the End Station (mostly neutrons
and soft photons), the spectrometers were enclosed in huts made from concrete
blocks.

Each spectrometer was assigned a right handed coordinate system in which
the x axis is horizontal and y is the vertical axis. The z axis is along the 2.75°, 5.5°,
or 10.5° line in the direction of the scattered particle.

Characteristics of the individual spectrometers are shown in Table 3. When
combined together, the three spectrometers allowed for a kinematic coverage of
0.01 < 2 < 0.9 and 1 GeV? < @Q? < 40 GeV% This is shown graphically in
Figure 18. Note that with the inclusion of the 10.5° spectrometer, the accessible Q?

range doubled.

3.3.1 Magnets
Magnets were used in the upstream end of each spectrometer as a momentum
selector for the particles scattered from the target. The 2.75° and 5.5° magnets were
configured in a “reverse bend” setup [85]. Using two dipoles, a particle entering the

spectrometer first was steered downwards, then upwards. This configuration had
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Figure 18: ()2 versus zp; for the three E155 spectrometers.

two main advantages over a setup in which the magnets bend in the same direction.
First, a larger momentum range was attainable than if both magnets were bending
in the same direction. Second, neutral backgrounds such as 7%’s and photons needed
to bounce twice off the magnets if they were to reach the detector area. This helped
to keep the background rates down. However, since the “reverse bend” does not
produce the dispersion achieved in a “same bend” setup, the momentum resolution
is not as good for the “reverse bend”. The effect of the “reverse bend” setup on
electron trajectories is illustrated in the 2.75° and 5.5° side view plots of Figure 19.

While the 5.5° used just two dipoles (Bl and B2), the 2.75° had two dipole
magnets (B3 and B4) separated by a quadrupole (Q1). Q1 defocussed the particle

trajectories in the horizontal plane. This spread out the hits to make optimal use
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of the sensitive area available in each detector. The defocussing also gave a better
position-momentum correlation, which was used in pion rejection.

The 2.75° and 5.5° magnet apertures were filled with helium contained in
thin-windowed boxes. This reduced the radiation length with which an electron
could interact before it reached the detectors.

The 10.5° was set up as a single bend with one dipole magnet (B5) lo-
cated between two quadrupoles (Q2 and Q3). Using two quadrupoles enabled the
spectrometer to be sensitive over a large solid angle. Q2 defocussed (focussed)
the trajectories in the vertical (horizontal) direction. This increased the range in
the scattering angle 6 of the trajectories which would be bent by B5. Similar to
the 2.75° quadrupole, Q3 focussed in the vertical direction to provide a position-
momentum correlation and to reduce the rate of background hits. The optics for
the 10.5° are shown in the bottom two plots of Figure 19.

The spectrometer optics were calibrated and rechecked a number of different
ways. One method involved mapping the field of each magnet and using the infor-
mation as input into a Monte Carlo simulation (see Figure 19). Another calibration
was done by taking “sieve slit data” during E155. This involved placing a tungsten
mask (which contained a grid of holes) in front of a spectrometer opening. The
electrons were able to enter the spectrometer only through the holes. Using the
data analysis, the expected and actual reconstructed “holes” were compared. For
the 10.5° spectrometer some data were collected with two different masks placed

in front of the opening of the spectrometer. The first was called “jailbars” and
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consisted of lead bricks blocking out vertical stripes of area at the mouth of the
collimator. In the second configuration, which was called “letter box”, lead bricks
outlined the outer edges of the mouth. Both masks were based on the same idea as
the sieve slits: blocking off a portion of the acceptance as a test of the understanding
of the spectrometer optics.

Also during the experiment two energy scans were performed. In the first
one, which took place during the checkout period, the incident energy was varied
between 40 GeV to 48 GeV. The second one occurred towards the end of the run and
used beam energies ranging from 37 GeV to 40.5 GeV. Measured rates as a function
of incident energy were compared to predicted values. Both energy scans suggested
that the momentum determination in both the 2.75° and 5.5° spectrometers was a
few percent low [90]. The energy scan and sieve slit data resulted in corrections to
the optics model.

In December of 1997, a test beam experiment (T418) was performed for the
benefit of E155/E155x [87]. With two dipole magnets located at the position of the
E155 target, single electrons at selected energies were directed into the 10.5° and
also into parts of the 2.75°. This allowed for a direct means of calibrating those two

spectrometers [88] [89].

3.3.2  Collimators
To regulate the rates experienced by each spectrometer, collimators were

interspersed throughout their magnet regions. This enabled each spectrometer to
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be run optimally for a given set of beam/target conditions. The collimators also
helped to define the ranges of momentum and of # and ¢ which were accessible by
a spectrometer. A typical collimator had two movable jaws, each consisting of an
inch of tungsten followed by four inches of lead and was used to define the +x or +y
edges of the acceptance. Other collimators, such as the last 2.75° collimator (25C4)
or the 10.5° “eyebrow” collimator, were made from lead and were in fixed positions.
These defined only one edge of the acceptance. The collimators also helped to shield

the spectrometers from low momentum pions.

3.3.3 Hodoscopes

Hodoscopes were used to help determine the track which a particle followed
through the spectrometer. When combined with an understanding of the optics,
the track information provided a measurement of a particle’s momentum and the
scattering angle at the target.

A spectrometer’s hodoscope system consisted of multiple planes, and each
plane contained fingers mounted in a frame. For an example see Figure 20. The fin-
gers were made from plastic scintillator with a non-scintillating light guide leading
to a PMT. A picture of a finger from the 10.5° hodoscope is shown in Figure 21.
When a charged particle passed through a finger, it would deposit a small amount
of energy which placed some of the molecules that it passed into an excited state.
When the molecules relaxed they emitted the absorbed energy in the form of light.

A typical relaxation time for scintillator used in E155 (eg. BICRON BC420) was less
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than 2 ns. A portion of the emitted light traveled down the scintillator and through
a light guide to a PMT. To improve the efficiency of the bar to internally reflect
light, the outer edges of the plastic were polished and the fingers were wrapped in
aluminum foil. To prevent light leaks, the fingers were wrapped in black electrical
tape. Various models of PM'T’s were used to detect the signals. For example, Hama-
matsu R4014, R4140, or R4124 PMT’s were used in the 2.75° and 5.5° hodoscopes,
and the 10.5° PMT’s were Hamamatsu R329-02. To reduce the effect of magnetic
fringe fields, each PMT was fitted inside a tube made from p-metal shielding. In
all three spectrometers the PMT signal was sent through a discriminator and to
a multi-hit TDC. The 2.75° and 10.5° systems used LRS® 3412 discriminators and
LRS 3377 TDC’s. For the 5.5° the electronics were LRS 4413 discriminators and
LRS 2277 TDC’s. The summed output from each of the discriminators was also fed
into a scaler which was used to monitor the experiment in real time.

The 2.75° spectrometer utilized 10 planes of hodoscopes. Six were between
the two Cherenkov tanks and four more were after the second Cherenkov tank (2C2)
and before the shower counter. Each plane measured two dimensions of the position
of the particle, the z coordinate plus one transverse dimension. Some details are
presented in Table 4. The naming convention has the hodoscopes numbered with the
“H1” plane being the furthest upstream and increasing in number as one proceeds
towards the downstream end of the spectrometer. A plane whose name ended in

“X” had fingers which were set vertically to measure the = position of the particle.

9Lecroy Research Systems.
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Figure 20: Picture of 5.5° hodoscope plane 5H6X. View is of the upstream side of detector.
For scale, the active area of the plane is 51 cm across by 107 cm top to bottom. The PMT’s
from 5HTY are visible along the left hand side.
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Figure 21: Side view of a 10.5° hodoscope finger.

Likewise, a plane which ended in “Y” had it’s fingers stacked horizontally for the y
position. The “U” and “V” planes’ fingers were set at £15° (£45°) to the horizontal
in the 2.75° (5.5°) spectrometer. These planes also provided a level of redundancy
on the the position measurement.

Some of the planes used in the 2.75° contained split fingers. These fingers
were physically separated in the middle by a piece of opaque material to ensure that
the signal from one side did not leak into the other. Each half had its own PMT
to read out the light pulse. Using split fingers helped to reduce the hit rate per
detector element seen in the 2.75° system.

In the 5.5° there were eight planes total. Similar to the 2.75° | a set of four
was in between the two Cherenkov tanks and four more were between the second
Cherenkov tank and the shower counter.

The 10.5° had only one plane of hodoscopes located just upstream of the
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Cherenkov tank. Its 32 fingers were evenly distributed among four sub-planes placed

7.3 cm apart.

3.3.4 Cherenkov detectors
Overview

To aid in particle identification, E155 employed five threshold Cherenkov
detectors. Using these detectors in conjunction with the shower counters we were
able to separate electrons from the majority of background particles that entered
into the spectrometers.

Each Cherenkov detector was a cylindrical vacuum vessel, several meters in
length and approximately one and a half meters in diameter (see Figure 22). Details
of the individual tanks are presented in Tables 5 and 6. The tanks were filled with a
Ny + C'H, gas mixture at sub-atmospheric pressures. Controlling the gas pressures
enabled us to manipulate the index of refraction (and thus the speed of light) in the
detectors. A charged particle that passed through a tank created Cherenkov light if
it was traveling faster than the speed of light in the gas. This light traveled roughly
in the same direction as the particle. Mirrors located at the downstream end of the
detector collected the light and focussed it on the face of a single 5” PMT located
inside the tank but outside of the spectrometer acceptance for most particles. The
Cherenkov system’s electronics read out the signal from the PMT and sent it to the

data acquisition system.



75

Table 4: E155 Hodoscope parameters.

dimensions z
spectrometer plane number plane finger position angle
of (mm) (mm) (mm) (°)
fingers x y width depth
2.75° (front 2H1U 44 360 370 12.0 5.0 26,652 15
2.75° (front 2H2V 44 360 370 12.0 5.0 26,652 -15
2.75° (front 2H3X 32* 360 410 12,7 127 26,914 90
2.75° (front 2H4Y 36* 360 410 12,7 127 26,914 0
2.75° (front 2H5Y 21 430 420  30.0 6.4 27,171 0
2.75° (front 2H6X 28 380 590  20.0 6.4 27,171 90
2.75° (rear 2H7X 45* 510 990 12.7 12,7 33,909 90
2.75° (rear 2H8Y 42* 510 990 254 127 33,909 0
2.75° (rear 2H9Y 54 510 1020  30.0 6.4 34,164 0
2.75° (rear) 2H10X 27 510 1070  30.0 6.8 34,164 90
5.5° (front S5H1U 25 430 690  45.0 6.4 20,969 45
5.5° (front 5H2X 23 430 690  30.0 6.4 21,133 90
5.5° (front 5H3Y 36 430 690  30.0 6.4 21,133 0
5.5° (front 5H4V 25 430 690  45.0 6.4 21,318 -45
5.5° (rear 5H5U 21 510 1070  75.0 10.0 26,048 45
5.5° (rear SH6X 27 510 1070  30.0 6.4 26,228 90
5.5° (rear SH7TY 55 510 1070  30.0 6.4 26,228 0
5.5° (rear 5H8V 21 510 1070  75.0 10.0 26,506 -45
10.5° (front 10H1Y 8§ 480 520  48.0 6.2 12,020 0
10.5° (front 10H2Y 8§ 480 520  48.0 6.2 12,090 0
10.5° (front 10H3Y 8§ 480 520  48.0 6.2 12,170 0
10.5° (front 10H4Y 8 480 520  48.0 6.2 12,240 0
Notes:

Angle shown is measured with respect to the horizontal axis of the spectrometer.

An asterisk (*) next to the number of fingers indicates that that plane used split fingers
and so the number of channels is twice the number of fingers. The x and y given for the
plane indicate the active area. The z position is the distance from the target to the center
of the plane.



Figure 22: Two views of 2C2, the 2.75° downstream Cherenkov tank. The top drawing
shows the south side of the entire tank. The bottom drawing zooms in on the downstream
section with a view from the beam line (north) side of the tank. The “C” shaped lead
shielding around the PMT is visible in the bottom sketch. Baffles are represented by the
hatched disks.
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Cherenkov Effect

As mentioned above, a particle passing through one of the tanks will produce
Cherenkov radiation if it is traveling faster than the speed of light inside the tank.
The radiation will be emitted as a cone of light and the angle of this cone is related
to the index of refraction of the gas inside the tank by Equation 9. This is called

Cherenkov relation, where # is the Cherenkov angle,

1
cosf) = — (9)

n

f =w/c, and n is the index of refraction of the radiator. At = 0 is the threshold

velocity, vy, = ¢/n, below which a particle will not emit any radiation.

Momentum Threshold

One can express the threshold velocity equation in terms of momentum
thresholds, which is worthwhile since E155 used momentum analyzing spectrom-

eters. This gives

Pen = mic/Vn? — 1, (10)

where p;,, and m; are the threshold momentum and mass for a particle of type i.
For illustrative purposes, pions will be used since they comprise the majority of the
background particles.

One can set the threshold by choosing an appropriate index of refraction.

This is done by adjusting the density of the gas (via the pressure) according to the
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Lorenz-Lorentz Equation [94]
— pK(), (11)

where n()) is still the index of refraction, p is the density of the gas, and K(\)
is the gas dispersion constant. Using the Lorenz-Lorentz Equation together with
Equation 10 and treating N, + C'H, as an ideal gas, one can express the threshold
as a function of the gas temperature and pressure. This relation is more useful since

the temperature and pressure are measured directly. The predicted 7~ threshold is

11 RT
Pth = My gMPK (12)

where as before, py, is the pion’s threshold momentum and m, is the pion mass.

given by Equation 12,

T and P are the temperature and pressure of the gas. M is the molecular mass of
90%N, + 10%C H4 determined using partial pressures. R is the ideal gas constant
and K is a constant from the Lorenz-Lorentz equation. For Ny + CH, at STP and
using the values in PDG [22], one obtains K = 1.74 x 10~* 1/g.

Over the course of the data taking period, the temperature and pressure
fluctuated by approximately +1.5 K and +0.01 PSI respectively. This variation
was not enough to cause a significant change in the 7~ threshold. In Figure 23
two curves show the 7~ threshold versus pressure at different temperatures. The
two temperatures used encompass most of the values encountered during the run.
Varying the pressure by a few hundredths PSI or the temperature by a few degrees

changes the threshold by less than 1% Therefore, the 7~ thresholds were stable
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Figure 23: n— threshold as a function of gas pressure. Points are measured values from

the 2.75° and 5.5°. Curves show the expected values. The two curves are at different

temperatures illustrating that the threshold was not very sensitive to the temperature

fluctuations seen during E155. Over the data taking period, the pressure fluctuation was

£0.01 psi. This variation did not have an impact at the pressures the tanks were operated

(1.3, 1.9, and 2.8 psi).
during the experiment.

Note that in terms of properties of the particle of interest, the momentum

threshold depends only on the mass. Once the threshold is known for one type of
particle, the value for other types can be determined by multiplying the threshold

by the ratio of the masses. For example, the momentum threshold for electrons in

2C1 was
pn(e™) = pu(r7) X e
- 0.5 MeV 13
= 193 GeV x 22 (13)
= 0.07 GeV.

This value is well below the momentum of any electron expected to enter the detector

area of the spectrometer. By design, the Cherenkov detectors should have fired for
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all scattered electrons.

One also can measure the 7= threshold directly, by measuring Cherenkov
efficiency for 7~ candidates versus momentum. As seen in Figure 24, the efficiency
will have a turnon region which can be fit with an error function with an offset. The
halfway point of the turnon region is defined as the 7~ threshold and the duration
of the turnon region is called the turnon width.

For the 2.75° and 5.5° spectrometers, the 7~ efficiency for the C1 tank was

given by

(E > 2)(p > 10)(track)(E/p < 0.6)(Clyypi, > 15)

T~ ef f(C1) = (E > 2)(p > 10)(track)(E/p < 0.6)

(14)

A comparable equation is used for C2. In Equation 14, F is the cluster energy
in GeV. This quantity comes from the shower counter, which will be discussed in
Section 3.3.5. The track momentum is p measured in GeV, track requires that the
hits be on a track, and C'ly,,;, is a minimum pulse height cut on the 2C1 signal in
FADC units.

To extract the 7~ momentum threshold from the 7~ efficiency plot, the error
function fit mentioned above was used. The results from these fits'' are shown in
Table 6 and are plotted on along with a curve of the predicted values in Figure 23.
The predicted and measured values agree reasonably well, although at the lower
pressure the curve is slightly below the data.

Note that no requirements were made of C2 in Equation 14. If C2 happened

1OWidth comes from the o of the Gaussian distribution used in the error function.
1 Fits are only from the 2.75° and 5.5° tanks.



83

run 2801---5.5 pion threshold
; 1 : ———Xz——j—nd—f ——————— -36.20: /28
P1: i i 16.59

100 —

80

pion efficiency (%)

60

40

0 o

0 5 10 15 20 25 30 35 40 45 50
C2 pi turnon momentum (GeV)

Figure 24: Cherenkov pion efficiency vs. momentum. This plot shows the effective pion

threshold of the 5C2 detector. The threshold is defined as the halfway point of the turnon

region. For the plotted parameters shown: P1 is the threshold, P2 is the width of the

turnon region, P3 is a scale factor, and P4 is the height of the lower plateau.
to be set at a higher momentum threshold than C1 and requirements were made of
C2, then a particle with momentum below the C2 threshold would have been cut
from the sample. This could bias the C1 measurement towards the C2 threshold.
Unfortunately, not using a C2 requirement allowed some contribution from kaons
and protons into the denominator of Equation 14. When using only the shower
counter and hodoscopes, these particles were indistinguishable from 77’s, but they
did not have enough momentum to fire the Cherenkov detectors.

In the case of the 10.5° spectrometer, the task of determining the 7~ threshold

from the data was not as straight forward. This was due in part to the difficulty

of identifying 7~’s with only the 10.5° shower counter and a few hodoscope fingers.

For this reason, no measured value of the 7~ threshold is given in Table 5.
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Table 7: Details of the PMTs used in the E155 Cherenkov system.

characteristic

model Hamamatsu
spectral response 200 nm - 640 nm
peak quantum efficiency 21% at 380 nm
photocathode bialkali
dynode structure 14 stages, linear focus
anode pulse rise time 2.2 ns

transit time spread 1.2 ns

gain ~ 3 x 107

Notes:
Adapted from Reference [96].

Light Yield
The expected number of photo-electrons for particles well above threshold is
given by
N, (predicted) = NyL({sin(6)) (15)

where

dA

Np = 27022 / ROT(N)@Brair MO Sy (16)

Here Ny is the quality factor and was dependent primarily on the properties of the
mirror and the PMT. In E155 Hamamatsu R1584 PMTs were used. Some details
of the tubes are presented in Tables 5 and 7. More can be found in Reference [97].
L is the effective length of the detector, and sin?(#) comes from the Cherenkov
relation (Equation 9) and is based on the index of refraction of the radiator. In
Equation 16, A is the wavelength of the Cherenkov light produced, Z is the charge

of the particle and « is the fine structure constant. The efficiency of the detector
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Table 8: Typical values for quantities used in determining the photon detection efficiency.

Ty(A>130nm) R, (A >170nm) QEpyr(A =~ 400nm) C(A < 385 nm)

100% 83% 25% 82%

Notes:

Ty is the transmission coefficient of the gas. R, is the reflectivity of the mirror.
QEpyT is the quantum efficiency of the PMT cathode and C' is the quantum efficiency
of the wavelength shifter.

comes from the combination of the remaining terms: the reflectivity of the mirror
R()), the transmission coefficient of the gas T'(A), the quantum efficiency of the the
PMT cathode QEpyr()), and the quantum efficiency of the wavelength shifter!?
C(A). Typical values for these quantities are presented in Table 8. Since the E154
mirrors and PMTs are the same ones used here, and the transmission coefficients
for the gases used in the two experiments are comparable'®, Ny from E154 can be
used to determine the expected number of photo-electrons. From the information
presented in [96] one obtains an average value of Ny = 142 c¢cm™".

It should be noted that the quantities that affect Ny, such as the the re-
flectivity of the mirror or the quantum efficiency of the wavelength shifter may
have decreased since the last direct measurements of their efficiencies were made.

However, the reduction in efficiency was not expected to be enough to significantly

affect the operation of the detector. For this reason, the individual efficiencies that

12The wavelength shifter was layer of p-terphenyl that coated the face of the tube. It absorbed
photons in the near UV range and re-emitted them into the visible range (~ 390 nm) where the
R1584s have a higher QE [97].

13The transmission coefficient for E154 may have been a little lower due to Oxygen contamina-
tion. An effort was made to avoid this problem by leak checking the tanks prior to E155 [102].
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go into Equation 16 were not remeasured during the period between E154 and
E155. The usefulness of the predicted number of photo-electrons is that it provides
a rough estimate of the light yield. Using the quality factor from E154 together with
Equation 15 gives the values presented in Table 5. Implied in this method is the
simplification that the five detectors differed only in gas temperature, gas pressure,
and the effective length of the tank. Mirror reflectivity and quantum efficiency of
the PMT and wavelength shifter were assumed to be the same. The results from
this approach are discussed below.

The measured number of photo-electrons comes about by examining the
Cherenkov pulse height spectrum for electrons. For the 2.75° and the 5.5° spec-
trometers (using the C1 tank as an example) the electron definition is given in

Equation 17. The 10C electron definition is in 18.

e (Cl) = (E>9)(p>9)(track)(0.8 < E/p < 1.2)(C2ypmin > 25) (17)

e (10C) = (E >5)(p > b)(track)(PR hit)(E/p > 0.8) (18)

The notation used here follows that of Equation 14 on page 82. A sample pulse
height spectrum is shown in Figure 25. This particular example uses 10.5° data
during run 2801. Since only a few photo-electrons are being counted, the distribution
is Poissonian in nature. By measuring the mean (x) and the width (20) of the peak

one can ascertain the number of photo-electrons via Equation 19 '*. The results

For a Poissonian distribution u = /0. In Equation 19 scale factors cancel out leaving only p.
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Figure 25: Pulse height spectrum for electrons in 10C during run 2801.

from such measurements are presented in Table 5.

N, (measured) = (H)2 (19)

o

In comparing the measured number of photo-electrons to the predicted val-
ues, there are a few points worth noting. The values agree well for 10C, 5C2, and
the later run set of 2C2. Thus the average Ny from E154 is a good approximation
of the actual quality factor. The earlier and later run sets do not agree well for
the measured value of 2C2. Since the main difference between these two sets is
that a new PM'T was installed during the interim, the disagreement is a measure
of the difference of the quantum efficiency of the PMT /wavelength shifter combina-

tions of the old and new PMTs. The predicted values for 2C1 and 5C1 overshoot
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the expected values by 13% and 21% respectively. However, the earlier and later
measured values for these two detectors found similar answers giving confidence to
those numbers. The E154 quality factor does not represent the PMT /wavelength
shifter /mirror components well for those two tanks. Lastly, the 10C gas pressure
was increased around run 2000. This increase improved the light yield by =~ 50%
and is seen in both the measured and predicted values.

Another effect of the 10C pressure increase is that it lowered the 7~ threshold
from 16 GeV to 13 GeV. This change was deemed advantageous because it increased
the electron signal and aided in electron-pion separation. The number of pions that
were able to fire the detector was increased slightly due to the lower threshold, but
this effect was small compared with the improved separation between e~’s and 7~ ’s.
The ratio of 77’s to e”’s in the 10.5° spectrometer goes from a small fraction at a
momentum of 16 GeV to about 1 at 13 GeV, which is approximately the value of

the 7~ /e~ ratio seen in the 2.75° spectrometer at the 7~ threshold of 19.5 GeV.

A Brief History of the E155 Cherenkov Tanks

Of the five detectors used in E155, four of them (the 2.75° and 5.5° tanks)
were originally constructed for the SLAC experiment E142 [100]. These tanks were
also used in E143 [101]. For E154 sections were added to 2C1, 2C2, and 5C1 which
extended them to their present length (see Table 5 for dimensions). As seen in
Equation 15, this is one means of increasing the light yield but it does not affect the

7~ threshold (Equation 12). The E154 collaboration also used a different electronics
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setup to read out the signal [96]. Flash ADCs replaced ADCs and TDCs with 4

levels of discriminators became a backup system. E155 used the same electronics
setup as E154. The electronics are discussed in more detail below. In preparation
for E155 we refurbished the existing tanks and constructed a new tank for the 10.5°

spectrometer.

Coustruction of 10C

The 10.5° Cherenkov tank was fabricated at SLAC for E155. Groups from
American University, Institut des Sciences Nucléaires, SLAC, Smith College, and
the University of Massachusetts contributed to the projected.

The body of 10C consisted of three cylindrical sections arranged (from the
upstream to downstream end) in increasing diameter. Dimensions of the tank are
given in Table 5. The two smaller sections previously made up “the whale”, a vac-
uum vessel used just downstream of the target in E154. The end windows were
hydro-formed from 1.5 mm thick aluminum sheets. This type of window satisfied
the requirements of having a safe and reliable vacuum vessel with as few grams
of material present within the acceptance of the spectrometer. Prior to the ex-
periment the tank was leak checked and was found to have a rate of rise of 0.6
mTorr/day, which was greater than the recommended allowance of 0.1 mTorr/day
[102]. There was a concern that after a few weeks oxygen would start interfering
with the Cherenkov signal. For this reason the gas was replaced roughly halfway

through the two month run of E155. During the run, no deterioration of the signal
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due to oxygen contamination was seen.

In filling the tank the gas was sent first through two filters, a molecular sieve
and a charcoal filter. These extra precautions were used to ensure the purity of
the gas. The tank could be filled and emptied remotely from the counting house.
Sensors in the tank enabled the gas temperature and pressure to be monitored and
the values were written to tape every ten to fifteen minutes.

The spherical mirrors used to collect the light were manufactured at CERN
[103, 104] and were of the same dimensions as those used in the C2 tanks of the
smaller angle spectrometers. They were positioned vertically at the downstream end
of the tank. The mirrors were focussed on a PMT centered on the floor of the tank
about 60 cm upstream. Drawings of the mirrors and PMT are shown in Figure 26.

To align the mirrors, the expected electron trajectories were determined and
a subset, of these were tabulated for three z locations. The collection of alignment
points also included electron trajectories along the edge of the acceptance as well as
photon rays from the largest possible Cherenkov cone produced by the “acceptance
edge” electrons. Set 1 was at the upstream window, Set 2 was at ~ 2/3 of the
distance to the downstream window, and Set 3 was at the mirrors. The points from
Sets 1 and 2 were scribed onto pieces of Plexiglas which were then bolted to the tank
at the appropriate z location. For set 2, the Plexiglas was fastened to an Aluminum
ring which was installed to support the collimation baffles (discussed in the next
section). A HeNe laser positioned just outside the upstream window was shone

through each pair of corresponding points on the two pieces of Plexiglas and onto
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Figure 26: Three drawings of the 10C mirrors. In the top plot are the two mirrors viewed
from inside the tank looking downstream. The middle plot shows an overhead view of the
PMT, PMT access port, side access port, and mirror platform. In the bottom plot is a
side view of the PMT and the mirrors.
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the mirror. For stability, the laser was mounted on a surveying transit. From the
mirror the laser beam was reflected to a piece of graph paper placed at the location
of the PMT face. Figure 27 shows the sample of electron trajectories at the mirror
location and the measured locations of the reflected rays at the face of the PMT.

The PMT was a Hamamatsu R1584 with a 57 face [97]. Bases for the PMT
were made at SLAC. The tube had a peak quantum efficiency of ~ 25% at A ~ 400
nm and was operated at +2210 V. To improve the detector’s sensitivity to the
Cherenkov light in the UV region, the face of the PM'T was coated with ~ 230 nm
of p-terphenyl [97] [105]. The tube was seated within a shell of ;4 metal shielding to
reduce the impact of fringe fields from the spectrometer magnets.

As a means of testing the PMT during the experiment, a blue LED was affixed
to the bottom of the mirror mount and aimed at the PMT face. The unobstructed
output from the LED was too bright for the sensitive PMT and accompanying
electronics. Therefore several small sheets of aluminized mylar foil were place at the
front end of the LED housing to attenuate the light output.

The tank was fitted with collimation baffles and lead shielding around the
PMT. These features were also added to the E154 tanks and are discussed in the

next section.

Modifications of Existing Detectors

In E154 the Cherenkov detectors encountered a significant amount of back-

ground signal [106]. An effort was made to reduce the total background using several
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Figure 27: The top plot shows selected 10.5° electron trajectories at the 10C mirror
location. The outer edge of the two mirrors is designated by the inner square. On the
lower right are the points of the +x mirror at the face of the PMT. Likewise, the —x
mirror’s alignment points on the PMT face are given in the lower left. The +(—)z refers
to the mirror closer to (further away from) the beam line.
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techniques, each one addressing particular components of the background.

The backgrounds in question were any particles that should not have fired
the Cherenkov detector but did. One source of background signal was generated
by the remnants of the beam scraping the beam pipe down stream of the target
region. This scraping would create a spray of particles, some of which would pass
through the spectrometers transversely. A similar spray would be created by a
particle hitting the metal of a magnet or a collimator upstream of the detectors.
Sometimes this would result in secondary particles traveling through part or all of
the spectrometer. These included knock-on electrons above the electron momentum
threshold. In the Cherenkov detector, background hits were also created by particles
such as 7 ’s that were below the momentum threshold but would create scintillation
light while traveling through the gas radiator.

Collimation baffles and curtains: A portion of the background signal came
from particles that passed through the inside of the tank but at some point were
outside of the spectrometer acceptance. These particles may have created either
scintillation or Cherenkov light. To cut down on this contribution, collimation
baffles and curtains were installed in all of the tanks. An example of the baffles
can be seen in Figure 22. The curtains are not included in this picture for the sake
of clarity but were located on the sides of the tank between the mirrors and the
downstream baffle. Both the baffles and curtains were made from black anodized
aluminum.

Lead shielding around the PMT: Some of the background came from particles
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hitting the PMT directly. The main source of this background was from low energy
particles coming from the central beam pipe. An effort was made to protect the
side of the PMT towards the central beam pipe by seating it within an alcove made
from lead (see Figure 22). The shielding was typically > 2 inches thick as seen
by an approaching particle. To prevent the lead shielding from extending into the
acceptance, the support structure for the PMT had to be modified. With the new
mount the PMT was able to be moved further back into the tank’s access port.

Gas test: Particles passing through the tank but without enough momentum
to create Cherenkov light could still fire the detector by creating scintillation light in
the Nitrogen gas. Prior to E155 several potential Cherenkov gases were studied with
a focus on their ability to quench scintillation light [107]. During the checkout phase
of the run two of the gases were tested to ensure that they reduced the scintillation
light without adversely affecting the Cherenkov light yield. The gases tested were
90% Ny + 10% CH4 and 95% Ny + 5% Hy and were found to reduce the scintillation
light by (46 &+ 2)% and (36 £ 8)% respectively when compared to straight Ny [108].
The percentages of CH, and Hy were chosen because they constituted the highest
mixing allowed within safe/nonflammable limits.

No noticeable deterioration in the Cherenkov light yield was observed in
either of the gases. Ny 4+ CH, was used for the main E155 data run because it
provided the greatest reduction in the scintillation background.

Lead lining the beamside wall of the 2.75° hut: As mentioned above, part

of the background was due to the beam scraping the beampipe downstream of the
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target. To reduce the sensitivity of the 2.75° spectrometer to this source, a wall
of lead was installed between the detectors and the beamside wall. The lead was
~ 4 to 6 inches thick and essentially extended from the floor to the ceiling of the
hut. In the z direction the lead ran along both Cherenkov tanks as well as the

2.75° hodoscopes.

Electronics

Two systems were used to read out the signal from each PMT, a primary
system and a backup system. Figure 28 shows a diagram of the Cherenkov elec-
tronics. The primary system received its signal from the PMT’s anode and used a
Struck DL 515 Flash ADC (FADC) to digitize the output. A sample of the output
is given in Figure 29 where time is along the horizontal axis and pulse height in

FADC units is along the vertical (256 FADC units ~ -2 Volts).

FADC
623B L || 2277 TDC
Discriminator NIM/ECL (leading edge only)
623B L | 12277 TDC
anode _ Discriminator NIM/ECL (leading edge only)
Cherenkov g —-1s
pmt dynode % é NI —L
623B L || 2277 TDC
J& Discriminator NIM/ECL (leading edge only)
623B L | 12277 TDC
Discriminator NIM/ECL (leading edge only)
to scalers
P

Figure 28: Electronics diagram describing the readout of a 2.75° or 5.5° Cherenkov de-
tector. The FADC units were made by Struck. All other modules shown are from Lecroy
Research Systems.
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Figure 29: Cherenkov raw waveform readout from the Flash ADC. The horizontal axis is
time in 1.05 ns bins and the vertical axis is in Flash ADC units.

The FADC boards have four input channels and were used with a 238 MHz
external clock. An external clock was used because the 250 MHz internal clock
was not synchronized with the start signal for the other TDCs (i.e., those in the
hodoscope and shower counter systems). The external clock utilized as a source
the 119 MHz output from SLC FIDO II in Counting House A. Unfortunately, the
external clock exhibited a periodic drift of ~ £0.5 ns. The cycle lasted for about 3
hours. To account for the drift a time offset per run was inserted in the software.
Earlier in the experiment before this effect was understood the drift would cross
over the start of the readout cycle causing the FADC times to shift in the middle of
a run by 4.2 ns. When this happened it was necessary to correct the FADC times
with the backup system.

This correction was done by calculating the difference between each hit found
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with the primary system and the closest hit in time registered by the backup system.
Pulse height information of the hit was taken into consideration. An average differ-
ence was determined for each spill. If the average was within some time window (eg:
3 ns < At <6 ns), then all times in that spill were shifted by -4.2 ns. When there
were no backup hits with which to compare, the decision was made on the previous
spill’s information.

Inputs into a FADC module were interleaved with delay cables. The output
from the PM'T was sent to the input of channel 0, the output from channel 0 was
sent to the input of channel 1, the output from channel 1 was sent to the input
of channel 2 and so on. As a result, every 4.2 ns a snapshot was taken where the
waveform was sampled at four evenly spaced intervals. This resulted in a resolution
of 1.05 ns. A board read all of a PMT’s output for the duration of the beam spill
plus a little extra time before and after. The typical read time lasted for about 500
- 600 ns.

The backup system for each tank used the dynode output from the PMT
which was fanned out to a set of Lecroy 3412 discriminators. 2.75° and 5.5° tanks
used four levels of discrimination. Each level was sent to a Lecroy 2277 TDC which
recorded only the leading edge. In the 10.5° two levels of discriminators were fed
into a 2277 hit expander and then into a 3377 TDC. The upper level read leading
edge only while the lower level recorded both leading and trailing edges.

As mentioned above, the backup system was used for a few runs to synchro-

nize the FADC hit times. This fix could be turned on for a given tank for any
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run. When the fix was on, the size of the shift was determined individually for each
spill. There was also a subset of about 100 runs in which the 5C2 FADC failed. For
these runs the backup system provided both the time and some limited pulse height
information for the data analysis.

The dynode signal was also used as input into a scaler. This was used in
coincidence with scalers from other detectors to gauge the spectrometer’s electron

detection rate in real time during the E155 data taking period.

Software

Figure 30 shows a flow chart of the Cherenkov pulse finding algorithm. As
seen in the flowchart there are three main sections to the code.

In the the first section, a raw waveform (see Figure 29) is used as input. The
waveform is scanned for potential pulses. Next a pedestal subtraction is performed
by removing the candidate events and calculating the average height of the remaining
waveform.

In the second section, each pulse’s characteristics are determined. These
include an improved time measurement, the pulse height and integrated charge as
well as information such as whether or not the hit saturated the FADC. After each
pulse has been analyzed, the expected pulse shape!® is subtracted from the waveform

at the appropriate location. This was done to reduce the effects of pile-up on later

15The expected pulse shape is obtained by taking the average shape of many “1 hit” spills. This
averaged shape is normalized and then scaled by the integrated charge of the pulse currently being
analyzed.
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hits and to avoid reconstructing any features'® of the pulse shape as hits.

The last section makes adjustments such as applying time offsets. If the
TDCs are needed to correct the Cherenkov time, that code is executed here by a
flag set in a constants file. After passing a few sensibility checks on the pulse’s

information (see Figure 30) the event is saved to the hit bank.

3.3.5  Shower Counters

For energy measurements each spectrometer contained a segmented lead glass
electromagnetic calorimeter located at the downstream end of the detector system.

An incident electron will create an electromagnetic shower in the lead glass
through a series of bremsstrahlung radiation emissions and pair productions. This
cycle will continue until the created particles are below the critical energy '7. As the
remaining particles continue to travel through the lead glass, those moving faster
than the speed of light in the glass (i.e. 2 0.7 MeV ) will create Cherenkov light
which is detected by the PMTs located at the downstream end of the detector. The
total number of particles above Cherenkov threshold and the distance each travels in
the lead glass will determine the light yield for the shower. As a result, the amount
of light recorded will be proportional to the energy of the incident particle.

The majority of hadrons (mostly pions) deposited only a small fraction of

their energy in the detector. Using the ratio of the shower energy to the momentum

16For example, if the signal had a ringing, the secondary peaks should not be detected as new
hits.

1"Below the critical energy, the particle is more likely to lose its energy through ionization than
through bremsstrahlung.
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of the particle (obtained from tracking information) provided a strong means of
separating electrons from pions. This is further discussed in Section 4.7.

A portion of the background particles is made up of muons. Muons are more
likely to create only Cherenkov light in the lead glass than they are to begin a
shower. As is the case for pions, the ratio of energy to momentum is an effective
means to separate the muons from electrons.

The 2.75° and 5.5° shower counters consisted of an array of lead glass blocks
10 blocks (wide) by 20 blocks (high). A sketch of the 2.75° shower counter config-
uration is shown on the right hand side of Figure 31. The blocks were used earlier
in the ASP experiment [109] on the SLAC PEP ring as well as in E142, E143, and
E154. Each block was 6.2 cm x 6.2 cm x 75 ¢cm, had an index of refraction n=1.58
and a radiation length X, = 3.17 cm. The detector was ~ 24X, long, which is
sufficient to contain the longitudinal shower. Each block was individually wrapped
in aluminum foil and then in black tape to make it light tight. For further protection
against light leaks, the entire stack of blocks was encased in an aluminum shell. A
picture of the 2.75° shower counter is shown on the left hand side of Figure 31.

Each block was read out with an Amperex XP2212PC PMT. The PMTs
were glued to the blocks with optical epoxy. The PMT signal was sent through a
passive splitter, with one output from the splitter going to an ADC and the other
through a discriminator to a TDC. Because of the lower rates in the 5.5°, only one
level of discrimination was used for that spectrometer. 64 of the 2.75° blocks which

experienced the highest instantaneous rates had a system of TDC’s with three levels
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Figure 32: Time resolution for the 2.75° and 5.5° shower counters. The fit is a Gaussian.

of discrimination. The remaining 136 blocks in the 2.75° used two levels of TDC’s.
Details of the electronics setup are shown in Figure 33 for the 2.75° and Figure 34
for the 5.5° and 10.5° .

The time resolution for the shower counters was around 1 ns. This was
determined by Gaussian fit to a timing residual histogram of shower counter hit times
- tracking hit times (see Section 4.2 for tracking information). Sample histograms
with fits are shown in Figure 32 for the 2.75° and 5.5° spectrometers.

The energy resolution for the 2.75° shower counter was measured to be about

\1/5% [88]. This was done as part of T418 [112], a test beam used for calibration
purposes that took place following the E155 main run. For T418 approximately 1
electron per spill was sent into the 2.75° and 10.5° spectrometers.

A Hamamatsu L2360 Xenon lamp was used as a test signal to ensure that the

PMT and accompanying electronics were working during the run. The signal from

the lamp was sent to each block by way of a fiber optic cable and was controlled



Table 9: Details of the lead glass blocks used in the 10.5° shower counter.

A B C D
dim (e¢m?)
rXyxz 146x14.6x35 10.5x10.5x25 14.6x14.6x40 75x6.2x6.2
used SLAC-ESA SLAC-ESA SLAC-ESA SLAC-PEP
earlier 8 GeV NEO4 8 GeV ASP
in: spectrometer spectrometer spectrometer detector
number
of 4 3 23 10
blocks
lead glass SF-5 SF-6 SF-5 SE-2
type
length 14.2 14.8 16.2 1.96
in X
PMT Phillips Hamamatsu Phillips RCA
type XP2041/00 1911-05 XP2041/00 8575
TA TA TA PR
4 inner blocks bottom row blocks not
position  of bottom row  corners and covered by
top row columns
—x corner AorB

remotely from Counting House A. The Xenon lamp was used mostly during the
checkout period.

The 10.5° shower counter was separated into 2 distinct parts, the pre-radiator
PR and total absorber TA. The TA was similar to the calorimeters used in the other
two spectrometers and consisted of 30 lead glass blocks stacked into 6 columns by 5
rows. Three different types of blocks were used in the TA. Parameters of the blocks
are presented in Table 9. The electronics used to read out the signal were similar to
those used in the 2.75° and 5.5° shower counters. Details are shown in Figure 34.

Since the 10.5° only had one Cherenkov detector, an active pre-radiator was
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included to help separate electrons from pions. Unlike pions which will most likely
only create Cherenkov light while passing through the lead glass, the electrons will
begin to shower in the PR. This leads to a larger light yield for electrons than for
pions.

The PR was located just upstream of the TA and used the same type and
size of blocks which were used for the 2.75° and 5.5° shower counters. Ten blocks
were stacked vertically and were perpendicular to the spectrometer axis. Each PR
block was read out by two PMTs located on the +z ends. Readout electronics for
the PR PMTs are also shown in Figure 34.

An LED was used for calibration purposes and as a test of the 10.5° shower
counter electronics during the run. The LED signal was distributed to the blocks

via fiber optic cables and was controlled remotely from Counting House A.

3.3.6 Data Acquisition System

The electronics used to read out data from the individual detector systems
were described in the previous sections of this chapter. Much of the electronics
were kept in the 2.75° hut in ESA. This allowed the signal cables to be kept short.
To move the data from the electronics to the data tapes, E155 used a VME based
Data Acquisition system (DAQ) with CAMAC interfaces. The CAMAC interfaces
enabled the existing pool of electronics to be used. Details of this system are de-
scribed in References [113, 114]. The system was designed to be able to read out a

little more than 1 MB per second and typically functioned at a rate of about 800
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kB per second.

E155 used a triggerless DAQ in which a snapshot was taken of all of the
relevant beam and spectrometer information for each spill. Accumulated data were
divided up into sections called runs. A typical run was ~ 1100 MB in size, contained
~ 175,000 spills, and took about 25 minutes to accumulate. Many of the details
involved with packaging the data into runs was handled automatically by a program
called DAQcntrl.

From the VME system mentioned above, the data were read to a disk and
when a run was completed the information would be copied to a tape. Approxi-
mately 2000 tapes were used to house the E155 data set. While most contain raw
data, some of the tapes contain either Mgller or calibration data. The calibration
data includes pedestal data from the electronics, LED data from the systems that
had LED test setups installed, and toroid calibrations. Calibration runs were usu-
ally performed every few hours. Each set lasted a few minutes during which the
electron beam was suppressed.

While the data were being read to the disk, a sample of spills were avail-
able for online analysis. This was mostly used to insure that the various detector

components were functioning in an acceptable manner.



CHAPTER 4

DATA ANALYSIS

4.1 Data Collection

E155 collected data for two and a half months from mid-February through
the end of April 1997. The first two weeks of the run were used as a checkout period,
during which the beam was operated at 30 Hz. A variety of equipment calibrations
and detector studies were performed during the low rate running conditions. These
studies included timing in the electronics modules and an energy scan to calibrate
the A-line [71]. For parallel running, the beam energy was varied from 48 to 40
GeV. Among the detector studies were a Cherenkov gas test (see Section 3.3.4) and
high voltage scans for the hodoscopes. Also during checkout data were taken with
the spectrometer apertures partially obstructed by tungsten sieve slits to look at
momentum reconstruction or completely blocked with lead bricks for background
studies.

At the beginning of March, the rate of spills delivered to ESA was increased
to 120 Hz. Only data collected during high rate running were used to determine
A and A;. In addition to polarized DIS data, other types of runs performed

during this period included calibration data (see Section 3.3.6), Moller runs for

110
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beam polarization measurements, and positron runs'.

The data were stored on a set of 1 GB tapes with typically one data run
per tape. These were known as the raw data tapes and contained TDC, ADC, and
FADC information from the beam and spectrometer electronics. To analyze one
run consumed the better part of a day, with the bulk of the processing time spent
finding shower clusters and tracks. To save computer (and calendar) time, the tapes
were preprocessed once and then the tracks, shower clusters, Cherenkov hits, etc.

could be used later as needed. This method will be explained in Section 4.3.

4.2  Clustering and Tracking

Quantities such as the time, position, and energy of each shower cluster were
calculated from the TDC and ADC outputs of the shower counter. The cluster
position was determined by a weighted average of the x and y positions of the 9
shower blocks (3 x 3 square) which contained the shower?. Weighting factors came
from the energy deposited in each block [115]. In the case of overlapping showers,
a technique called energy sharing was used to separate the clusters. The amount of
energy given to each shower was determined by examining the duration of the pulse
times.

A track was the path taken by a particle when it traveled through one of the

spectrometers. Two exclusive categories of tracks known as classes were used for

! Positron runs were performed periodically to estimate the contributions from pair symmetric
processes. For these runs, the spectrometer magnets were operated with their polarities reversed.
This is discussed in more detail in Section 4.8.5.

2Essentially all of the energy from electron shower was contained within the shower counter.
Typically only a fraction of a hadron’s energy was detected.



112

the E155 analysis:

class 1: shower cluster + 1 or more Cherenkov hits + hodoscope hits?

class 2: shower cluster + (no Cherenkov hit) + hodoscope hits

A shower cluster was the starting point of a track candidate. It was then paired
with any Cherenkov hits (one per tank) which occurred in time* with the cluster.
Next, hodoscope hits were sought out which were in time with the track. The spatial
information of the hodoscope hits, when put together with an understanding of the
spectrometer optics, were required to correspond to a physically realizable track.
For example, the track should point back to the target and should be contained
within the geometry of the detector package. Once a track was found, different
pieces of information associated with it were recorded for later use. In addition to

the different detector hits, other recorded information included:

p — Track momentum, used as E’ in calculating x and Q? of an event.

6 — Scattering angle in the horizontal (non-bend) plane. This angle was measured
with respect to the central trajectory of the spectrometer.

¢ — Scattering angle in the vertical (bend) plane. This angle too was measured

with respect to the central trajectory of the spectrometer.

Although particles which produced an insignificant or no shower cluster did
make their way through the detectors, these tracks were not reconstructed to increase

the processing speed of raw data tapes.

3Typically a minimum number of three hodoscope hits per package were required. Four hits
were required of the 2.75° front hodoscopes with its six planes and higher hit rates.

4Two hits are considered to be in time if their time difference is small (less than +3 ns) after
both the particle’s time of flight and the time required to read out each signal are taken into
account.



113

4.3 Data Summary Tapes

To cut down on the computer time overhead involved with analyzing the
raw data, the tapes were preprocessed to determine tracks, shower clusters, and
Cherenkov hits. The output along with selected information from the beam and
shower counter systems were written to Data Summary Tapes (DSTs). Minimal
data cuts were made in creating the DSTs. The advantages of the DSTs were
twofold. Not only did they take much less time to process but they were also
considerably smaller in terms of the file size on tape.

Two sets of DSTs were produced. The first set was labeled “DST1” and
covered the run range from 803 to 4384. This set was created in the summer of 1997.
However, there were hardware and software conversion problems associated with the
10.5° spectrometer. For example, variations in gains of the hodoscope and shower
counter PMTs, due to fringe fields from the nearby 2.75° and 5.5° spectrometer
magnets, needed to be corrected. Also the shower counter TA PMTs experienced a
pulse ringing which made finding clusters difficult [111]. Reasons such as these made
the DST1 version of the 10.5° data inadequate for analysis purposes. By January of
1998 significant progress had been made on 10.5° issues so a second set of DST's were
produced, which were called DST2. Because no major improvements were made on
the 2.75° and 5.5° reconstruction since DST1, the DST2 tapes only contained data
from the beam and the 10.5° spectrometer. Due to hardware problems which limited

the usefulness of earlier runs, DST2 production began at run 1026.
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4.4 Student Analysis

Two semi-independent analyses of the data were undertaken. Both used the
same set of DST tapes as their starting point. One was carried out by Peter Bosted
and is described in references [116, 117, 118, 119, 120]. The other was performed
by the E155 thesis students. From here on the two will be referred to as the Bosted
analysis and the student analysis, with the latter being the focus of the following
pages. The two analyses were compared at various different levels and times. This
provided a means of cross checking which sometimes uncovered subtle discrepancies

between the two efforts.

4.5 Run Selection

Prior to a spill by spill analysis, a list of good data runs was assembled and
pruned to remove runs which had irreparable problems. For the student analysis,
run lists were constructed for each spectrometer on the basis of target material and
the mode of the spectrometer magnets (i.e., positron or electron). Table 10 shows
the total number of runs in each category. Reasons for which a run was cut are
listed below. Depending on the type of problem, a run could have been removed
from either all lists or only from the list of one spectrometer. For example, if a
10.5° magnet was down for a particular run, then this run would be removed from
the 10.5° list but would still be used for the 2.75° and 5.5° analyses. Other runs,
such as those with problems which stem from the beam, target, or DAQ areas, would

be removed from all lists. The majority of runs for a given spectrometer mode are
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Table 10: Number of good data runs per spectrometer for proton and deuteron targets.

Notes:

parallel perpendicular
proton deuteron proton deuteron
e” e’ e” et e” et e” et
2.75° 575 59 471 110 79 5 196 8
5.5° 620 38 470 142 82 5 209 8
10.5° 605 51 551 59 83 5 204 8

Parallel and perpendicular refer to the direction of the target magnet’s field with

respect to the incident beam. e~ and e are used to indicate the mode of the spectrometer
magnets.

used in all three spectrometers.

Reasons that a run was removed from the good run list:
A spectrometer magnet was off. Usually due to a magnet power supply trip-
ping off.
Runs taken during checkout were not used.
No runs were used for the 2.75° analysis during the period in which the
Cherenkov detector 2C2 was down. This down time lasted from run 2043
to run 2140.
No runs prior to run 1026 were used for the 10.5° analysis.
Runs with less than 0.05 incident peta-electrons were cut. During high rate
running, this cut-off corresponds to ~ 2 minutes of calendar time. Typical
reasons for terminating a run so soon were that the beam quality might have
degraded suddenly or the beam delivery might have been interrupted (for

example, due to a problem with a linac component).
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e The sign of the beam polarization was recorded by four different means®. A
few runs were cut because there was not a unanimous agreement between these
four helicity bits for a significant number of spills.

e Mixed up spills: This item concerns the manner in which the data are read out
and stored on tape. Each spill’s information was divided into sections called
subspills. A mixed up spill occurred when the spill number of the subspill did
not match the spill number of the parent spill. Few runs were removed for
this reason. Usually, these runs were aborted as a result of automated checks
designed to look for potential DAQ problems.

e Certain beam conditions would cause an increase in the number of noise hits
in the detector packages. In a few cases, this increase impeded the readout of
a spill’s data. The level of disruption was displayed in a quantity called the
% busy. On a few occasions the % busy was high enough to warrant that the
run be removed from the data set.

e Runs were cut if the target polarization was below 10%.

e °LiD data taken with target insert 5, lower cell were not used. These data
were inconsistent with the rest of the deuteron data. Details are presented in

reference [122].
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Table 11: Beam cuts used for E155.

0 ADC counts <  good spill < 2000 ADC counts
0 ADC counts < bad spill < 2000 ADC counts

0.5 x 10%~ /spill < toroid 2 < 5.0 x 10%~ /spill
0.5 x 10%~ /spill < toroid 3 < 5.0 x 10%~ /spill

-20.0 mm < foil array x < 15.0 mm
-20.0 mm < foil array y < 15.0 mm

0.2 mm < foil array de < 5.0 mm
0.1 mm < foil array dy < 5.0 mm

four out of four polarization bits agreed

4.6 Beam Cuts

Runs were analyzed one spill at a time and within each spill the data were
examined in pieces based on sections of the experimental setup. First the beam data
were processed, followed by those of the 2.75°, 5.5°, and lastly the 10.5° spectrometer
data. Before the analysis code began to look for events in the spectrometer data,
several checks known as the beam cuts were made to ensure the quality of the beam
for that spill. Some of the cuts also were a safeguard against any unforeseen glitches
in the computer code or detector electronics that might have gone unnoticed. A
summary of the beam cuts used for E155 are presented in Table 11 and a short
description of each is given in the following paragraphs.

The good and bad spill cuts were made on the ADC readouts of those detec-

tors. Typical values were 230 and 20 for the good and bad spill respectively. Sample

5The four sources for the beam helicity were known as PMON, High Voltage line, MACH line,
and Veto line.
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Figure 35: Spectra for the good spill and bad spill detectors.

histograms from one run’s worth of data are shown in Figure 35.

Toroid cuts were software limits placed on the incident beam current. The
minimum value of 5 x 10® e7/spill removed the witness pulse from the data set.
A large portion of the E155 data were collected between beam currents of 3 x
10 e /spill and 4 x 10% e /spill. Over the course of a data run, the beam current was
relatively stable. The current was raised or lowered by request of the shift workers.
Usually this was done in response to the detectors’ hit rates at the time. For example,
good beam conditions were sometimes accompanied by lower background rates (i.e.
lower overall hit rates). This allowed the beam current to be increased which in turn
increased the DIS data rate. Figure 36 shows the beam current histogram from run
2940.

Cuts on the beam position were made in terms of the beam’s properties at
the foil array. Since these detectors were downstream of the target, and because the

optics of ESA had the beam focussed at the target, the dimensions of the beam at
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Figure 36: Beam current spectrum for the deuteron run 2940.

the foil array were slightly larger than they were at the target. Also, the effective
center of the foil array did not coincide with the center of the target. The target
center was located at approximately (-2.5 mm,-2.3 mm) in (z,y) on the foil array
during parallel running and at (-2.5 mm,-7.0 mm) for the perpendicular mode.
Even though the envelope of the raster pattern was circular (for an example,
see Figure 8 or Figure 9), limits imposed on the beam position were rectangular in
nature. Studies were performed which looked at A and g; as a function of raster
radius [90, 123]. Neither quantity was affected by the position of the beam on the

target. For example, in [90], the proton data were split into three subsets,

r < 6.0mm
6.0mm < r < 8.5mm

8.5mm < r
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where 7 is the raster radius. The integral of ¢ was calculated for each set and all
three were in good agreement.

Another raster cut that was examined was that of a crescent shaped cut
on the south side of the target to be used for the 10.5° analysis. Some of the
scattered electron events detected by the high 6 side of the 10.5° spectrometer had
the potential to pass through more material in the target assembly than did the
events detected in other parts of the spectrometer. A negative aspect of the cut was
that it removed 15% of the 10.5° data set. Comparing the integrals gl’d of the cut
events with the uncut events showed that the two sets agreed. For this reason, the
crescent shaped raster cut was dropped [120].

In Table 11, foil array dx and dy pertain to the width of the beam at the
foil array. Sample distributions for these two quantities are presented in Figure 37.
Note that the lower cut on dy is less than that of dx. Every so often the automated
fitting routine calculated a value for dy which was below the lower limit. When the
cut spills were examined in detail, no problems were found. One possibility is that
the beam was only hitting one foil on the y array which made the fit difficult to do.
For these reasons, the minimum allowed vertical spot size was lowered to include
these ill-fitted but otherwise good spills.

As mentioned earlier, the beam helicity was determined by a pseudo-random
number generator and recorded by four different means. All four values were required

to be in agreement for the spectrometer data of the spill to be processed.
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Figure 37: Histograms showing the beam profile in = and y.

4.7 Event Selection

4.7.1 Electron Definition
Once a spill passed the beam cuts, each spectrometer’s data were checked for
electrons. The 2.75° and 5.5° arms had similar detectors package and so the same
electron definition was used for each. The electron definition used was:

e class 1 track

08 < E'/p<12

2 Cherenkov hits in coincidence

e /(C1 pulse height) x (C2 pulse height) > 40 FADC units

Shower cluster cannot be centered® on an edge block

e 0.01 < Ty < 0.9

6The shower created by electron was typically contained within a 3 x 3 grid of shower blocks
where the bulk of the energy was in the center block.
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Details of the individual cuts are explained below. Both higher and lower cut levels
as well as additional cuts were explored and used in detector studies. Since they
did not lead towards any obvious advantage (for example, they did not improve the
signal to background ratio), they were not included in the “good” electron definition.

For the 10.5° spectrometer, a purely track based definition was not an ef-
fective means of extracting the electrons from the raw data. This was due in part
to a lack of redundancy in the 10.5° detector package and also to issues related to
the newness of the setup”. Instead, a hybrid definition was used in identifying elec-
trons [120] in which a track based definition was supplemented by a non-tracking
component. The student implementation of the hybrid definition was split into a

three-tiered structure which was organized around the shower cluster:

part 1 (track based)

e cluster was used in a class 1 track

E'/p>0.75

C1 pulse height> clvmin(low)

C1 pulse time within +3 ns of shower cluster time

E' > 7 GeV (no ADC saturation)
E'>5 GeV AND p>7 GeV/c (with ADC saturation)
part 2 (track based) cluster failed part 1

e cluster was used in a class 1 track

"For example, problems with the magnetic shielding on the 10.5° hodoscope PMT’s hurt the
hit and tracking efficiency in the earlier runs. Once this problem was understood and corrected,
the efficiencies were much improved.
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E'JE! .. > 09 (replaces E'/p > 0.75 in part 1)

in

C1 pulse height> clvmin(high)

(replaces C1 pulse height> clvmin(low) in part 1)

C1 pulse time within 43 ns of shower cluster time

E' > 7 GeV (no ADC saturation)
E'>5GeV AND p > 7 GeV/c (with ADC saturation)
part 3 (non-tracking) cluster failed both parts 1 and 2
e No ADC saturation

E' > 7 GeV

E'/E.,, > 0.9

C1 pulse height> clvmin(high)

C1 pulse time within +3 ns of shower cluster time

A large portion of the good electrons were defined by part 1. Most of the events
which satisfied the non-tracking part 3 came from earlier deuteron runs or were
collected during perpendicular mode running.

For both types of electron definition, the E'/p cut pertains to the
Energy/momentum ratio of the scattered particle. While most hadrons only de-
posited a fraction of their energy in the shower counter, usually all of an electron’s
energy was deposited there. This led to an E'/p of 1 for electrons and less than 1
for hadrons and muons. A sample E’/p spectrum from the 2.75° spectrometer is
shown in Figure 38. Cuts from the smaller angle spectrometers’ electron definition

(see page 121) were used in making the histogram. The portion of the spectrum
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Figure 38: Energy/momentum ratio for 2.75° spectrometer electron definition described

in the text. The shaded area indicates the data removed by the E'/p cut.
removed by the E'/p cut has been shaded. Hadrons which began to shower in the
calorimeter created a small bump in the 0.2 < E'/p < 0.5 region, which is barely
visible in this plot. The number of counts from this source drops as E'/p increases
and is small (but non-zero) in the “good” electron region. This contribution was
called the pion contamination to the electron data set and its removal is the sub-
ject of a later section. At E'/p < 0.1 is a peak which is predominantly caused by
non-showering particles that passed through the detector.

Events were not used if the associated shower cluster was centered on an edge
block. Showers in these blocks were prone to losing part of the shower energy to the
space surrounding the detector. This caused E' and E'/p to be artificially low and
also made calibrating these blocks difficult.

In some sections of the 10.5° electron definition an E'/E] . cut was used in

in

place of E'/p. The two cuts served the same purpose. E! . was determined by the

min
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Table 12: Minimum required energy deposition for an electron in each row of the
10.5° shower counter TA.

row 1 2 3 4 5
El .. (GeV) 58 7.8 9.2 104 122

Notes:

Row 1 was the bottom row.
vertical position of the cluster. Due to the single bend of the 10.5° spectrometer,
each row of the shower counter was associated with a minimum momentum that

a particle needed if it was to reach that part of the detector. E’ . values were

min
calculated in a simulation of the spectrometer optics by P. Bosted and are presented
per shower counter row in Table 12.

For the 2.75° and 5.5° Cherenkov detectors, a cut was used which made use
of the product of the pulse heights from the two tank coincidence [124]. The logic
behind the cut was to retain particles which created a large signal in one tank but
possibly a small signal in the other. Pions above threshold would typically create
a small signal in both tanks. Although an electron could produce a small signal,
the average pulse height for an electron was a bit larger than that of the pion (see
next section). Even less likely was for an electron to generate a small signal in both
detectors. Figure 39 shows a 2-D box plot of 2C2 pulse height versus 2C1 pulse

height. The data sample is for an electron definition which requires a class 1 track,

0.8 < E'/p < 1.2, and a neural network® cut of NN > —0.97. In the center of the

8The neural network used only input from the shower counter to determine whether the cluster
was created by a pion (NN = —1) or an electron (NN = +1). Neural network information was
used in detector studies but was not a part of the event selection cuts used for the final analysis.



Figure 39: Pulse height spectra from the 2.75° Cherenkov tanks. Box plot is
of 2C2 versus 2C1 for an electron definition.  The line drawn corresponds to
\/(C1 pulse height) x (C2 pulse height) = 40 FADC units. Data are from run 2940. The
concentration in the center is due to electrons while that in the lower left is from pions.
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plot is a concentration due to electrons. Pions are the cause of the grouping in the

lower left hand corner. A line has been drawn at the cutoff, which corresponds to

a value of \/(C1 pulse height) x (C2 pulse height) = 40 FADC units. Cuts at 20,
30, and 50 FADC units were also studied. A cut of 40 FADC units was decided
upon because it led to both a high Cherenkov efficiency and a low rate of pion
contamination at the pion threshold. In the region of the pion threshold, these two
effects combined to give a smaller error on the asymmetry than would have been
achieved by a lower cutoff value [124].

A similar type of product cut was examined for the 10.5° analysis where
the pre-radiator (PR) of the shower counter was to take the place of the second
Cherenkov tank. Unfortunately the PR was insensitive in discriminating between
pions and electrons and so the cut was not used. Instead a high/low pulse height
cut was implemented only for the Cherenkov signal. The value depended on the
strength of the supporting evidence from the other systems that the event under
consideration was an electron. Studies showed that the high pulse height requirement
produced a data sample with a higher purity but lower efficiency than did the low
cut. clvmin(low,high) were (30,40) for runs prior to 2103 and (45,60) after run 2103.

At 2103 the gas pressure in 10C was increased to aid in electron - pion separation.

4.7.2 Pion/Hadron Definition
Because of the triggerless data acquisition system, the data for many pi-

ons and muons, as well as some kaons and anti-protons (or protons), were written
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to tape. Definitions to extract pions and hadrons also were implemented for the
2.75° and 5.5° spectrometers. Using the convention of the previous section, a col-
lective hadron set (7’s, K’s, and p’s) was defined as:

e class 1 or class 2 track

E'/p<0.6

E' > 1.5 GeV

Shower cluster cannot be centered on an edge block.

p>9GeV/c
Only the lower portion of the E’/p spectrum was included to remove elec-
trons. A sample of the hadron E'/p is shown in Figure 40. The hatched area, which
was eliminated by the E'/p cut, contains the vast majority of electron events. As
before, clusters centered on edge blocks were eliminated because they could lead
to an artificially low E’ and E’/p. The lower bound on E’ was used to cut non-
showering particles from the shower counter data, most of which were muons. In
Figure 38, the peak below E'/p < 0.1 was due mainly to non-showering particles.
The measured hadron rate as a function of momentum is shown for both targets in
Figure 41.
The pion data set was a subset of the hadrons’. In addition to the cuts
listed above, a two Cherenkov hit coincidence was also required. This limited the
effectiveness of the definition to events with momenta over the Cherenkov pion

threshold?. Since the results were reported in momentum bins, appropriate cuts were

9The pion threshold was set around 19 (16) GeV/c in the 2.75° (5.5° ) Cherenkov tanks [125].
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Figure 40: E'/p spectrum for 5.5° hadrons. Cuts used are: (a) class 1 or 2 track, (b)

E' > 1.5 GeV, (c) No clusters centered on an edge block (d) p > 9 GeV/c. Hatched area

indicates the data removed by the E'/p cut. The dashed line is an E'/p spectrum for a

pion definition which required cuts (a-d) plus coincidence hits the two Cherenkov tanks.
made during a later stage of the analysis to remove any particle whose momentum
was below threshold. In this region if the Cherenkov detector fired for a hadron, the
signal was most likely due to something else, such as the particle creating scintillation
light. Below threshold, a 7% was indistinguishable from another hadron, thus making
a positive identification of the pion difficult. The momentum cuts were not made on
the data shown in Figure 41, where the 7% curves exhibit bumps at the momentum
threshold.

The effect that the additional requirement of a two Cherenkov hit coincidence

had on the hadron E'/p spectrum can be seen in the difference between the solid
and dashed lines in Figure 40. Including this cut caused a large portion of the

hadron sample to be removed (E'/p < 0.8) while the electron data (E'/p ~ 1) was

essentially left in tact. This result was somewhat to be expected. Comparing the
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Figure 41: Detected hadron and positron rates for the 2.75° and 5.5° spectrometers. Cuts
for the different particle definitions are described in the text (Electrons on page 121,
hadrons and pions on page 128). The bump in the 7% and et curves are due to the pion
threshold in the Cherenkov tanks. Events below threshold were cut from the pion data
sample but were included in the hadron sample which did not contain any Cherenkov
requirements. The 2.75° plots were made with runs with large spectrometer acceptance
only.



131

run 2940
160 % 7 definition
140
120 5
100 0 0
- 25 30585
B 582 535S
80 [ 5 5
B 9% SRS
r oSt SRS
0 K RS
- X SRS
“p s
E S5 53585
- SIS
B 2555 S50
0 C L L ‘ L L L L ‘ L L L L ‘ L L L L ‘ L L L L ‘ L L L L ’ ”..’
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
E/p

Figure 42: E'/p spectrum for pions detected in the 5.5° spectrometer. Area removed by
the E'/p cut is marked by the hatched area. In addition to the cuts described in the text,
an additional requirement of p > 16 GeV was made for this plot. Normally, that cut was
made at a later stage of the analysis.
hadron and pion data in Figure 41, one can see that many hadrons were below the
pion threshold!. Also by design of the Cherenkov detectors, all electrons should
have created a sizable signal in both tanks. So the two tank coincidence picked out
electron-like events, which included pions above threshold. A close-up of the E'/p
spectrum for 77’s is shown by itself in Figure 42. The region removed by the cut
again is hatched with the electron peak now off the right hand side of the plot.
Other than each Cherenkov tank having a hit within a certain time window,

no further pulse height requirement was made!'. Compared to the light yield for

electrons, the expected yield for pions (above threshold) was!?

— 2
Nopelm™) _ (@> (1)
Np.e.(e7) p)

10K aon and proton thresholds were well above that of the pion.

"Due to the Cherenkov pulse finding algorithm there was an implicit cut of ~ 6 FADC units.
12This ratio can be calculated from the relations given in Section 3.3.4
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Figure 43: Cherenkov pulse height distribution for pions (hatched area) and electrons
(outlined area). The light yield for pions is typically less than that obtained by electrons.

where py, is the pion momentum threshold and p is the momentum of the particle.
This ratio gives values of around 0.1 to 0.4 for 5.5° pions in the momentum range
just above threshold, which were the majority of pions likely to fire the Cherenkov
tanks. A sample Cherenkov pulse height spectrum is shown in Figure 43. Pions
are presented in the hatched area and for comparison an electron spectrum also has
been shown'?.

A number of other cuts were studied prior to arriving at the final pion
and hadron definitions. These test definitions produced cleaner definitions but too
severely reduced the sample size and so were not used in the final definitions. Since

they were part of understanding the pion/hadron sample, these cuts are briefly

mentioned here.

13In addition to the electron and pion cuts in the text, the data in Figure 43 were also required
to have p > 16 GeV/c.
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One test cut placed tighter restrictions on the time difference allowed between
the shower cluster and the hit in each Cherenkov tank (to reduce random coinci-
dences). Another cut only used a shower cluster if there were no other clusters
within £5 ns (to improve the tracking efficiency). In an effort to pick out hadrons
which began to shower, clusters were required to cover two or more shower blocks.
Also, the fraction of the energy contained in the central block of the shower had to
be between 0.75 and 0.2. For one particular run and using the 2.75° spectrometer,
this fraction was in the region of 0.82 £ 0.05 for electrons and 0.45 £ 0.15 for pions.
Lastly, in an attempt to weed out any low quality tracks, a phase space cut on the
x — dx tracking parameters was implemented.

All of these cuts were tried in the high rate environment of the 2.75°
spectrometer, but only the “no other clusters within +5 ns” cut was included in

some of the 5.5° test definitions.

4.8 Asymmetries

When a preliminary “good” particle definition was established, 20 or so vari-
ations of it were also assembled and the DST’s were processed for the whole tape
set at once. The multiple definitions were used as a time saving device to study the
effects different cuts made on the results. Even though a DST could be analyzed in
less than a 1/2 hour, there existed ~ 1400 runs to process and associated with each
one was a setup time which could last from under a minute to around 1/4 hour.

This resulted in a considerable overhead for reprocessing the tapes.
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The output from each DST was saved in a “counts” file!*. Within each file,
the data were organized based on their definition number, z, @2, and the helicity
of their parent beam spill. For pion and hadron definitions the momentum of the
scattered particle was recorded in place of x,;. Since different beam cuts were
sometimes imposed from one definition to the next, the total incident charge per
helicity was saved independently for each definition.

From the counts files raw asymmetries were determined using Equation 2,
<M)¢ﬂ B (M) 0l

Q Q
)
<%> Al . (%>Tﬂ

where N was the number of events detected when the direction of the beam polar-

A (@) = 2)

ization was parallel (1) or anti-parallel ({f}) to that of the target. Here @+ is the
total charge incident on the target for each beam helicity. A comparable expression
was used for data collected during perpendicular running.

As with any experiment, E155 was performed in an environment over which
there was finite control. Because the experiment had to run in a limited amount of
time, the beam current (and thus the data taking rate) were kept as high as possible
and as a result not every event was detected!®. Also, every detected event was not
necessarily from the process we wished to study. Therefore, corrections were made
to the data to account for the additional effects experienced by the electron prior to,

during, or following its interaction at the target. Due to the nature of the individual

4

4 These were a second level of summary files which used the extension
the file r2801.count held the events found in run 2801.

15The efficiency for detecting electrons in the 2.75° and 5.5° spectrometers was estimated to be
2 80%.

‘.count”. For example,



135

corrections, different ones were applied at different stages of the analysis process.

Here is a list of the corrections made:

electroweak correction (A, ) target polarization (P, )

beam polarization (Py) dilution factor (f)
nuclear corrections (Cy, Cy) rate dependence (AArate )
pion contamination (Agt) radiative corrections (Agc, fro)
positron correction (Amees )

These corrections were needed so that Ay could be determined from the raw asym-

metry. The manner in which they were applied is indicated in Equations 3 and

4.
o) = Pl fhe e B apet) )
2 1 1 run 2
W@ = o [ @)
_—ae+(x) meas( ) — o () A ()] — - () A~ (2
2 A @) - 0 (DA 0] - (@4, o) |
+ Age(z, Q%) (4)

Equation 3 contains the corrections that were applied on a run by run basis, i.e., as
the data from the individual runs were added together. After the combining of run
data, a second level of corrections were made. The ones applied at this point are
collected together in Equation 4.

Two of the quantities in Equation 3, P; and P,, were discussed in earlier sec-

tions and will only be briefly mentioned here. The remaining corrections from both
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equations are described on the following pages. The beam and target polarizations
adjusted the asymmetry to account for the beam and target being less than com-
pletely polarized. Since the polarization values were between 0 and 1, their effect

was to increase the absolute value of the raw asymmetry.

4.8.1 Electroweak Correction
One of the first corrections to the raw asymmetry was to remove a small
but noticeable contribution due to the interference term from v and Z° exchange in

electron-nucleon scattering. Known as the electroweak asymmetry, the quantity is
defined as [126]

Oor —Og,

Aew - (5)

)
Or+O0p,

where og(r) is the cross section for right (left) handed electrons. The asymmetries
measured in E155 are not concerned with only the beam helicity but rather a com-
bination of the beam and target helicities. Note that the numerator in Equation 2
is antiparallel minus parallel. Whether left or right handed electrons were used in
the antiparallel term depended on the direction of the target polarization. If equal
amounts of data were collected with the target polarized f} and | (parallel and
antiparallel) to the incident electrons’ motion, the A., contribution would cancel
out.

For the E155 analysis, the electroweak asymmetry was accounted for per run.

The form of the correction was [127, 128]

Aew(z) = =10*Q*(z) (0.77[1 + 0.44R,(z)] + 0.11Y), (6)
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Figure 44: R(az,Q2) as a function of x at the 2.75° spectrometer’s kinematics. The fit
R1998 [11] was used for R.

where the measured average (Q® at each x bin was used and

o 1-(1=y)y
g (7)

As in Section 2.1, y was the fraction of energy lost by the electron and R = o /oy,
the ratio of longitudinal to transverse cross sections for virtual photon absorption,
was taken from the R1998 fit [11]. To give a feel for this parameter, fit results
using R1998 at the 2.75° spectrometer’s kinematics are presented in Figure 44. The
uncertainties from the fit were used in calculating the systematic error of g,. Lastly,

an approximation was used for Ry(x), which was a ratio of light quark distributions

[127]

2s(x) 0.5 foraz <0.2

u(z) +d(z) 0.0 forz > 0.2. ®

Ry(x) =

The dependence of the electroweak asymmetry on the beam polarization was
taken into account when the correction was made. This is seen in the A,, term

within the brackets in Equation 3.
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4.8.2 Rate Dependence

All of the E155 detector packages had an inherent dead time. This corre-
sponded to some finite amount of time between input signals needed to distinguish
between one hit and the next. If the total rates (i.e., electrons plus background
particles) in the spectrometers are too high, this will begin to impact the efficiencies
of the detectors. Since the E155 measurements primarily are concerned with asym-
metries, an issue of greater importance is whether or not these efficiencies have any
dependence on the beam and target polarizations.

To determine and correct for rate dependent effects, a method was used
which was developed by P. Zyla for the E154 analysis [96]. Each detector package
was assumed to have a rate dependent contribution to the measured asymmetry.

This was modeled as
A147°czt6 (JI) — ahodo(l‘)AhOdO + Qeper (x)Acher + ashw(x)AShw; (9)

where AA,q.(x) was the total correction which was included in Equation 3 and
A; was the asymmetry of normalized rates in the i detector system. These were
calculated on a run by run basis. Average values for the asymmetries over all “good”
runs are presented in Table 13. The «;’s were the relative change in the efficiency

for the i"" system and were defined as

N¢(N) — N¢(2N)
Ne(N)

(10)

o; =

where N¢(IN) was the reconstruction efficiency for electrons in that system and

N¢(2N) was the reconstruction efficiency when the data rate was doubled. To
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Table 13: Average values for the asymmetries of the rates during E155.

'NH; SLiD
2.75° 5.5° 2.75° 5.5°
(x107%) (x107%) (x107%) (x107%)
(Ahodoy  41740.04 7.274£0.08 0.2840.05 0.88+0.10
(Achery 19114 0.34 44.33+£0.69 3.284+0.41  9.39+0.83
(Ashwy 12,674 0.35 40.01 £0.10 0.574+0.43 11.98 +0.13

Notes:

Uncertainties given are the standard deviations from the approx-
imately 500 runs averaged together for each target.

simulate a doubled data rate, a program called “pulse fiction” was used. This
program merged together the data from two consecutive spills for the FADC’s,
TDC’s, and ADC’s. Adjustments were made for the TDC dead time and leading-
trailing edge behaviors. To give a feel for the size and shape of the coefficients,
example a;’s from run 2795 are plotted in Figure 45. The values are on the order
of a few percent and are relatively flat in the mid to high x region.

The net effect of the rate dependence correction was about 1% for the
2.75° and 5.5° spectrometers [71]. This analysis was not performed on the 10.5°
spectrometer. However, the overall rates were much lower in that spectrometer.

An interesting result from this procedure is shown in Figure 46 [129]. Plotted
as a function of x is the effect that doubling the rate would have had on the recon-
structed momentum and energy. Here AE = and a similar expression
was used for Ap. The change in energy was due to the simulated pile up in the

shower counter. The momentum is rather insensitive to an increase in rates. This

is good because the track momentum is the quantity used for E’ in the calculation
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Figure 46: Rate dependence of the reconstructed energy and track momentum. Plot is
from Reference [129].

of the kinematic variables.

4.8.3 Dilution Factor

Ideally, one would like all of the electrons used in making the raw asymme-
tries (Equation 2) to have scattered from polarized protons or deuterons. However
many of the events scattered from the nuclei of materials which were part of the
overall target setup. Even though efforts were made to limit the amount of addi-
tional material, the quantity in the spectrometers’ acceptance was not negligible. A
breakdown of the amount seen by electrons before entering the 2.75° spectrometer
during parallel running is shown in Table 14. These nuclei were unpolarized and the

number of events were equal in the N*! and N terms. This led to a cancellation



Table 14:

Additional material (in g/cm?)

2.75° spectrometer [118].

Notes:

142

seen by electrons before entering the

Item Material Length

(in g/cm?)
beam window aluminum 0.019
air air 0.012
outer vacuum can window  aluminum 0.020
liquid N, shield aluminum 0.010
4K shield aluminum 0.007
tailpiece aluminum 0.034
target endcap aluminum 0.007
NMR coil (for °LiD ) aluminum 0.014
liquid helium in tgt cup helium (liq) 0.206
target endcap aluminum 0.007
tailpiece aluminum 0.034
4K shield aluminum 0.007
liquid N, shield aluminum 0.010
outer vacuum can window  aluminum 0.024
air air 0.006
helium bag window aluminum 0.006
helium helium (gas) 0.005

The order, from top to bottom, is that encountered by an incident electron.

For illustrative purposes, the deuteron sample’s aluminum NMR, coil has been assumed.

(Other NMR coil configurations were also used during the experiment.)

The amount

of liquid helium in the target cup depends on the packing fraction. For this example,
pr = 0.526). Values are the same or smaller for the 5.5° and 10.5° spectrometers.
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of these events in the numerator of Equation 2 but not in the denominator.
To adjust for these additional counts in the denominator, the asymmetries

were divided by f, the dilution factor, which was defined for the proton target by

number of events scattered off p (in Hy of '’NH; )

f= : (11)

total number of events detected

An analogous expression was used for the deuteron target’s dilution factor. One
can see from Equation 11 that in an ideal situation, there would be only polarized
protons and no additional material present so that f = 1.

The dilution factors were calculated as a function of  and applied on a run
to run basis. Average values for both targets and for each spectrometer are shown
in Figure 47.

For 1°NH3 , the dilution factor was calculated by [130]

_ Nyop
Nyop, + (1 —nn)Nyois + v Nyows + Yiw;N;o;’

f (12)

where Ny and N, are the number densities of nitrogen and protons, o are cross
sections and the subscripts 14 and 15 are used to distinguish *N and *N. The sum
over w;NV;o; takes into account unpolarizable materials (i.e. the items in Table 14)

is the fraction of nitrogen

weighted by the acceptance. The factor ny = 141\;:71\{51\1

that was "*N. For the material used in E155, ny = 2% [71].

Likewise, the dilution factor for °LiD was calculated as

NDO'D
(1 — np)NDO'D + T]pNDO'p + (1 — T]L)NLO'6 + ’I7LNL0'7 + EiwiNiai’

f= (13)

with D and L subscripts for deuteron and lithium. The subscripts 6 and 7 are for °Li



144

Dilution Factor

02 7 Proton 7 Deuteron
01 -
2.75° spectrometer
g Lo L ‘
% [ [
= 02— L -
e - L
=t ___//\ r N
2 [
] [
B0l -
= 0
5.5" spectrometer
Lol
0.1 -
10.5° spectrometer
| Ll Ll Ll L

10! 1 10" 1

XBj

Figure 47: Dilution factors for the proton and deuteron targets for all three spectrometers.
The values shown are averages over parallel running data.

and “Li. Similar to above, the i factors indicate the percentage of contamination for
"Li in lithium (n; = ﬁ) and the amount of hydrogen that replaced deuterium

(np = i) For E155, i, = 4.4% and 7, = 2.4% [131]. The number densities (N)

were calculated using

(14)

with Avagadro’s number n, the density p, the material thickness z, and the atomic
mass M. In order to determine N for the target material, the amount of material
within the target cup needed to be measured. Since the form of the target material
was granular, the volume of the target cup was not completely filled with >NH; or

SLiD . There were gaps between the pieces which allowed the liquid helium to flow
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and evenly cool the target. The fraction of the cup filled with material was called
the packing fraction (py), so that the effective material thickness from Equation 14
could be expressed as 2z, = Py X 2. Conversely, the thickness of liquid helium in
the target cell was zrge = (1 — Df) X Zewp-

The packing fraction was measured for each cup in each target insert. This
was done by comparing the measured rates for a polarized target to those for a solid
target. As mentioned earlier, Be and pyrolitic graphite ('2C) were used as solid
targets to compare with °LiD and NHj respectively. Each material was chosen
to match roughly the atomic number of its corresponding target material. The
thickness of the solid target was cut to match the number of grams of the target
material. Hence the number of radiation lengths for the solid and actual target were
approximately the same. Using solid targets instead of an empty cup minimized the
differences in radiative corrections and rate dependent effects [132]. The ratio of
rates for >'NHj and pyrolitic graphite are expressed in Equation 15 [130], which can
then be solved for pp. The same convention as above is used here and k = np/M

from Equation 14.

Rate NH;

15
Ratec (15)

RpZeupOp + (]- - nN)ﬁprZcupO—w + NINKNPfZcupTi14 + KLHe(]- - pf)zcupJLHe + Zz*]\fzo—z
kezooo + Kpme(Zeup — 20)0Lme + 2iN;0;

The packing fraction was calculated for each target cup in each insert. Values used

in E155 are given in Table 15.



Table 15: Packing fractions used by the student analysis.

target packing weight weight

insert  cell  material fraction target mat’l liquid He

(gm/cm?) (gm/cm?)
1 upper  °LiD 0.526 £0.013 1.310 +£0.071 0.206 £ 0.007
lower  °LiD 0.575£0.013 1.4324+0.076 0.185 £ 0.006

2 upper 'NHj; not used not used not used
lower NHz  0.584 £0.031 1.607 4+0.087 0.181 £ 0.010
3 upper '°NH;  0.570 £0.019 1.568 +0.054 0.187 & 0.007
lower NHz;  0.55540.015 1.52740.044 0.194 £ 0.007
4 upper '°NH;  0.540 +0.033 1.486 +0.092 0.200 4 0.013
lower NHz;  0.586 +£0.021 1.61240.060 0.180 + 0.007
5 upper  °LiD 0.534 £0.017 1.330+0.077 0.203 £ 0.008
lower  °LiD 0.554 £0.014 1.379+0.075 0.194 £ 0.006
6 upper '°NH;  0.594 4+0.017 1.634 £0.049 0.177 4 0.006
lower NHz  0.610+£0.021 1.678 +0.060 0.170 + 0.007
10  upper °LiD 0.522 £0.026 1.300 £ 0.090 0.208 £ 0.011
lower NHz;  0.58340.040 1.60440.111 0.181+£0.013

Notes:
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These packing fractions are consistent with the values calculated by the Bosted
analysis [122]. In the left most columns are the amount of target material and liquid
helium in each target cup.
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Table 16: Densities for target materials and liquid helium at 1 K.

Material ~ Density p
(gm/cm?)
°'NH;  0.917 4 0.009
SLiD 0.83 £0.04
LHe 0.145 + 0.003

Using the packing fraction, one can determine the amount of target material
or liquid helium contained within a target cup. These values are included in Table 15.
The weight of the each was obtained by multiplying the density of the substance by
the expression for the effective material thickness (z,y or zu.) given above. The
error of the material weight was calculated assuming that the uncertainties of the
density and packing fraction are uncorrelated. For the values presented here, the

densities'® used are given in Table 16.

4.8.4 Nuclear Corrections
Some of the detected electrons scattered from material in the target other
than the desired target nucleon, i.e., protons in the hydrogen of >’NHj or deuterons
in °Li or D of °LiD . If these other nuclei were unpolarized, then the extra events
diluted the asymmetry. Adjustments for this situation were made with the dilu-
tion factor discussed in the previous section. When the nuclei were polarized, the
asymmetry was artificially increased or decreased depending upon the polarization

direction. How corrections for the polarized case were handled are the subjects of

16The densities for **NH3 and liquid helium are from Reference [132]. The uncertainties were
given in Reference [133] as 1% and 2% for 'NHj3 and liquid helium respectively. For °LiD , both
the density and uncertainty were taken from Reference [136].
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the next two sections.

Nitrogen Correction

For the ammonia target, these corrections primarily adjusted the measured
asymmetry for events that scattered from the unpaired proton in ®N. Due to the
negative magnetic moment of N, this proton was oppositely polarized to those in

hydrogen. The °N polarization was estimated using the expression [135]
Py5 = 0.136P, — 0.183P7 + 0.335P,. (16)

This fit came from polarization measurements of N and residual protons which
were taken following the E143 experiment.

The correction took the form

where
Ny Pi5
Cp=(1- UN)VPﬁpﬂwgﬂMc- (18)

A brief description and typical values of the different terms are presented in Table 17.
More details and a derivation of Equation 17 can be found in References [130]
and [134]. The effect of C; was small; it adjusted the asymmetry by about 2%.
The manner in which C; was applied to the measured asymmetry was shown in
Equation 3 on page 135. As with the other correction factors in Equation 3, C

was applied on a run by run basis. The Cy correction took into account events
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Table 17: Components of the nuclear corrections for the proton target.

parameter typical syst. err. description
value relative (%)

NN 0.02 £0.000 0 14]\;4%, fraction of all nitrogen
atoms that were 1N

Bis -0.333 £ 0.023 7 from Clebsch-Gordon coefficients
in the nitrogen wave function

Ny /N, 0.333 £ 0.000 0 ratio of number densities of protons
and nitrogen; 1 N atom per 3 protons

Pis 0.160 & 0.008 5 15N polarization

P, 0.800 = 0.056 7 corrected proton polarization

ghEMe 1.000 £ 0.015 1.5 N EMC effect

C, 0.024 £ 0.005 20 second term in C correction

4 1.024 + 0.005 0.5 (] correction

Notes:

For completeness, the value for C) is also included. Errors were taken from
References [71], [134], and [135].

that scattered from N present in the ’NH; sample. This term was assumed to be

negligible for E155.

6LiD Corrections

The nuclear corrections for the °LiD material served two main purposes.
Similar to the »NHjz correction, it was used to adjust the asymmetry for events
that scattered from additional material in the °LiD sample. As discussed in Sec-
tion 4.8.3, this “additional” material was “Li contamination of SLi (n, = 4.4%) and
'H contamination of D (1, = 2.4%). The second purpose was to account for the
effective deuteron in the SLi atom [77]. Unpaired nucleons in 5Li were aligned with

the nuclear spin 86.6% of the time. This was calculated with 8 models that predicted
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the magnetic moment of °Li to better than 2% [77]. Similar values were obtained
with a model independent approach (85%) [77] and by a Green’s Function Monte
Carlo prediction [138]. Treating °Li as a polarized deuteron plus an unpolarized «
particle increased the available number of polarizable deuterons in ®LiD. This made
it a more attractive target material.

The corrections for °LiD were determined using

P, 1
Cr = (1= ) + (1= ) 72 Fogl#™C— (19)
d YVd
and
1 P P7 0.
Cy = —— £ A 20
y o e, T Br97 (20)

where an explanation of the terms along with sample values are presented in Ta-
ble 18. Again, the manner of application for the two corrections was given in Equa-
tion 3 on page 135. The deuteron in °Li entered through the C; term. Values
ranged from 1.77 < €] < 1.89 with an average of 1.86. Combining this with the
the average dilution factor of 0.19 gave an effective dilution factor of around 0.35.
This can be compared to f ~ 0.22 for ND3, which also was considered as a deuteron
target for E155.

The C5 term adjusted the deuteron asymmetry for events that scattered from
residual protons in the target material. In Equation 3, a fit to the world data for Aﬁ

was used for the Aﬁ“c factor. Values for Cy ranged from —0.030 < Cy < —0.023.

17"The 12.6% relative uncertainty applied to C> comes from Reference [136] where it is presented
as the error on the quantity C7. The coefficient C; is defined as C7 = —C; x Cs. This difference
is small since §C5 is a small part of the total systematic error.
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Table 18: Components of the nuclear corrections for the deuteron.

parameter typical syst. err. description
value relative (%)

My 0.025 £ 0.001 5 75, fraction of all H that was 'H

0L 0.046 + 0.002 5 Tt fraction of Li that was "Li

Py 0.200 = 0.008 4 deuteron polarization

P, 0.040 £ 0.005 13 proton pol. (an estimated limit)

P 0.200 % 0.008 4 SLi polarization, used EST estimate

P; 0.667 + 0.067 10 Li polarization, used EST estimate

Be 0.866 + 0.012 1.3 model calculation of effective
neutron pol. as fraction of °Li pol.
in®Li=a+p+n

gEMC 1.000 £ 0.025 2.5 °Li EMC effect

B7 0.667 £ 0.067 <10 Clebsch-Gordon coefficient for extreme
shell model; effective pol. of proton
in "Li as a fraction of the ®Li pol.

gEMe 1.000 £ 0.025 2.5 Li EMC effect

FP/(2F¢)  0.600 £ 0.012 2 used to get ;2 see Figure 48

Yd 0.925 £ 0.012 1.3 1 — 1.5wp deuteron D-state correction.
wp = 0.05+0.01

C, 1.86 +0.05 2.7 nuclear correction on deuteron target

Cy -0.026 4 0.003 12.6  nuclear correction on deuteron target!’

Notes:

For completeness, the nuclear corrections C; and Cs also are included. Errors

were taken from References [136] and [137].
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Figure 48: Fy(x,Q?) is plotted as a function of z at the 2.75° spectrometer’s kinematics
for the proton and deuteron. The function was obtained from an NMC fit [154]. The
relative uncertainty from the fit is shown as a solid line on the bottom of each plot.

4.8.5 Pair Symmetric Background

Not all of the particles used in constructing the raw electron asymmetries
were from the DIS process needed to determine ¢g;. A small portion of the events
were either charged hadrons which satisfied the data cuts or electrons created by
pair symmetric processes. The latter contribution was also known as the positron
correction for reasons which will be explained shortly. Because the hadron part was
mostly pions, it was dubbed the pion contamination. It will be discussed in the next
section.

Background particles were attributed to pair symmetric processes [139] if
the detected electron stemmed from the production of an ete™ pair. These mostly

0

came from 7"’s, which could decay into background electrons by way of several
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Table 19: Branching ratios for 7° decay [140].

7% Decay Modes Branching Ratio

(%)
¥y 98.978 +0.032
ete ™y 1.198 +0.032

remaining modes < 0.1

mechanisms. A typical series of decays might be

vyp — 70X eN — X
— v et e or — v 7

In the first instance a real or low Q% photon was created by an incident electron (see
Section 2.5.2 for more details). The photon interacts with the target creating a 7°.
For this example the 7° undergoes a Dalitz decay (7° — v e e7). In the second
example given above, the 7° decays into two photons. As shown in Table 19, this
is more likely to happen than a Dalitz decay. One of the photons then produces an
electron-positron pair. Because the v — e™ e~ process needs to take place in the
field of a nucleus, any material between the target and the detectors would tend to
enhance this component of the pair symmetric background. This dependence was
used in studying the effect that a thicker section of the target support structure,
which overlapped with part of the 10.5° spectrometer’s acceptance, had on the rates
of that spectrometer [116].

To correct for this background, both the size and helicity dependence of the
positron correction needed to be determined. The first step in accomplishing this

was to collect positron data. Periodically the polarity of the spectrometer magnets
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Figure 49: Electron-positron ratios for the '>NHj target (top) and °LiD target (bottom).

were reversed for a series of runs. In this configuration the DIS electrons would
not reach the detectors but the positrons from the processes described above would,
thus enabling a measurement of the pair symmetric background. The standard
“good” electron definition was applied to these data. The relative magnitude of
the background was studied by examining e* /e~ ratios, which are shown in Fig-

ure 49. Contamination was maximum in the lower z bins accessible to a particular
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spectrometer, but quickly dropped with increasing x. As seen in Figure 49, typical
maximum values were in the range of 5% to 20%.

Positron asymmetries were constructed using Equation 2. Adjustments were
made for beam polarization, target polarization, dilution factor, C'1 and C2 nuclear
corrections, and the electroweak correction. This was done in the same manner as
they were applied in Equation 3.

The measured A for positrons'®, which will be referred to as A.+, are shown
in Figures 50 and 51. Because of the large uncertainties, an average asymmetry
was determined for each spectrometer and target type. In applying the correction,
A.+ was assumed to be equal to the average over all . The average values are
presented in Table 20. To calculate the average, no points were used which had
a statistical error greater than 1.0. Almost all are consistent with zero within one
standard deviation. The manner in which the positron correction was applied will

be deferred until after the pion background is discussed.

4.8.6 Pion Background
The E155 hadron background was predominantly made up of pions but also
contained a non-negligible number of kaons and a smaller number of protons and
anti-protons. The main processes responsible for creating the hadron background

were described in Section 2.5.3.

18The asymmetries are plotted as a function of x because the correction gets applied per -
bin. However, since properties of the positrons were used to compute z, the physical meaning of
the variable is not the same as that used for DIS electrons. If one were interested in positron
asymmetries for their own sake, then perhaps a better variable would be the particle momentum.
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Table 20: Average asymmetries for negative hadrons (A,-), positive hadrons (A,+), and

positrons (Ag+).
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1NH; °LiD
A— 2.75° 0.0068 £+ 0.0008 —0.0012 = 0.0013
5.5° 0.0082 £ 0.0025 0.0080 == 0.0042
10.5° — —
Are 2.75° 0.0135 £ 0.0020 0.0021 = 0.0023
5.9° 0.0297 £ 0.0086 0.0087 £ 0.0065
10.5° — —
Aer  2.75° 0.022 £0.021 —0.027 £0.032
5.9° —-0.09 £0.10 —-0.13  £0.09
10.5° -0.10 =£0.11 —0.27 £0.13

Notes:
Only statistical errors are presented.

A correction was needed to adjust the data for hadrons that were misidenti-
fied as electrons. In order for a particle to be misidentified, two main criteria had to
be satisfied which distinguished electron and hadron events in the data. First, the
particle must have created a sizable signal in the spectrometer’s Cherenkov tanks.
This condition was met for pions with momenta greater than the Cherenkov detec-
tor’s pion threshold. However, by design the number of pions above threshold are
a small fraction of the total number of pions detected in a given spectrometer. The
second requirement was that the particle needed to deposit most of its energy in
the shower counter. Although this does not happen often, large hadron showers did
occur or they could be mimicked by overlapping hits or random coincidences. As
will be shown below, the frequency for satisfying both criteria was quite low. The

hadron contamination was typically a few percent or less.
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Similar to the case for positrons, to correct for pions one must know the
helicity dependence and the extent of the contamination. For the 2.75° and 5.5°
spectrometers, the magnitude of the contamination was determined for each x bin by
examining E'/p spectra. This method was employed in E154 [71, 141]. A subset of
runs were used for this technique. For each x bin, two E'/p spectra were constructed,
one using the good electron definition (minus the E’/p cut) and the other using a
pion definition (also without the E'/p cut). Both distributions were fit in the region
0.2 < E'/p < 1.8, and the magnitude of the fitted curves were scaled to match
in the range 0.2 < E'/p < 0.4. The area beneath each curve was calculated in
the “good electron” region of 0.8 < E'/p < 1.2. The ratio of these areas gave the
hadron contamination for that x bin. To give a feel for the method and the level of
the contamination, E'/p spectra for electrons and pions are presented in Figure 52
where the pion distribution (hatched) has been normalized to that of the electron
for 0.2 < E'/p < 0.4. One can see that in the region 0.8 < E'/p < 1.2, the pion
distribution is small in comparison to the electron’s.

In Figure 53, the hadron contaminations as a function of = are shown for the
2.75° and 5.5° spectrometers for data collected during electron (top two plots) and
positron (bottom two plots) modes of running. The plotted quantity is called «;
and is the relative rate of the i component of the background. These a;’s are used
in the correction for hadron contaminations and will be discussed in more detail
in the next section. As was shown in Figure 41, the pion rates quickly decrease

with increasing momentum, which means that they will decrease with increasing x.
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Figure 52: E'/p spectra for pions (hatched) and electrons (clear) in 2 bin 15 (z = 0.056)

of the 2.75° spectrometer. The pion spectrum was normalized to that of the electron in

the region [0.2,0.4]. Note that in the region used to define a good electron, [0.8,1.2], the

magnitude of the pion distribution is much less than the electron’s.
Because of the greater number of pions available at low = one may expect a larger
contamination in that region, which is indeed the case. For positron running the
pion contamination increases with z in the low to mid x range. This may be due to
the small positron rates (see Figure 49) and the comparatively larger availability of
s,

For the helicity dependence of the contamination, average asymmetries were
calculated using measured Apr(p) from the inclusive hadron data set (see Sec-
tion 4.11 for details). In applying the correction, averages were then assumed to hold
over the range of measured x values. The values obtained for 2.75° and 5.5° positive
and negative hadrons are given in Table 20. No 10.5° values are presented. The

limited number of detectors in the 10.5° spectrometer, while adequate for hadron

rejection, were not sufficient to extract a hadron sample from that spectrometer’s
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data.

4.8.7 Pion and Positron Corrections
Adjustments to the measured asymmetry to account for pair symmetric back-
grounds and pions were applied at the same point in the analysis. The method used
was based on the E154 procedure described in [142]. For both the electron and
positron runs, the measured asymmetries were expressed as the sum of their various

parts. In the case of electron mode running this gave
ALY (@) = ae- (2) Ae- (7) + = (2) A= (2) + - (2) Ar- (), (21)

where A (z) is the desired asymmetry from DIS electrons, and the subscripts e
and 7~ indicate contributions to the measured asymmetry from pair symmetric
processes and negative hadrons respectively. Here the quantity A’ is the same
as Aﬁ“” in Equation 3. Values used in the analysis were assumed to be constant in
x and are presented in Table 20.

As mentioned earlier, the «; coefficients are weighting factors which indicate
the fraction of all events that were due to the i contribution. These coefficients

were defined as
Ni(z)
Ne- () + N, (z) + Np- (2)’

a;(x) = (22)

where N is the number of events normalized to the incident beam charge. With this
definition, one gets - () + a,=(2) + az-(x) = 1. When practical, the coefficients

were extracted from the data. The ratio e* /e~ (which is also a,- /a.-) is plotted
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Figure 54: The fraction of events in the measured asymmetry which were attributed to
DIS electrons.

in Figure 49. Since a,- is often close to 1, which means the number of events in the
measured asymmetry were predominantly from DIS electrons (see Figure 54), the
e’ /e ratio closely follows the quantity o, (z).

The pair symmetric term in Equation 21 was determined by examining
positron data. This was discussed in Sections 4.8.5. Analogous to Equation 21,

a decomposition of the measured positron asymmetry gives
(1) = et () Aet (@) + g+ (1) At (1), (23)
where the subscripts follow the same convention as before. For the E155 analysis,

Qe+ () = 1 — agp+(x) and Ag+(x) = A (z). The latter equality connects Equa-

€y

tions 21 and 23 which leads to a background subtracted DIS electron asymmetry

Ae_ (l‘) = (24)
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o - \T
1 A::rieas (J,‘) . e’r( )

e 1 — ag+(z)

(A" (@) = azt (2) Art ()] = Q- (2) Ar-(2)

This expression can be found embedded in Equation 4.

4.8.8 Radiative Corrections

The focus of E155 was to measure the spin dependence of electron-nucleon
scattering via the one virtual photon exchange!®. Ideally, one would like to restrict
what happens in the End Station to this single process, known as the Born process.
Realistically a collection of higher order processes also could have occurred and
in fact did affect the measurement. Often these processes manifested themselves
as energy losses to the electron and caused either an overestimation of incident
electron’s energy (E) or an underestimation of the energy of the scattered electron
(E'). As a result, the x value determined for such an event was lower than it
should have been. This leads to some of the events being shifted into lower z-bins
and skewing the shape of the measured asymmetry. Such effects on the data were
accounted for with radiative corrections.

Typically these corrections are separated into two groups, internal and ex-
ternal. Internal corrections deal with processes that occur within the field of the
scattering nucleus. These included vertex corrections at the electron vertex and
vacuum polarization as well as contributions from elastic or inelastic tails due to
internal bremsstrahlung either prior to or following the scattering. The most sig-

nificant contributions to the internal corrections came from the elastic tails [143].

19Gee Figure 1 on page 3 and the accompanying discussion.
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With the °LiD target there also were contributions from quasi-elastic tails when the
electron scattered off a single nucleon inside the deuteron. Internal corrections were
made up to O(a?).
The internal corrections were applied to the measured asymmetries through
the expression
Tint _ Oporn (1 + 6v) + 0g + 03,

Aint _ int — inel (25)

u u u u
Oint JBorn(l + 6V) + Ol + Oinel

where the p and u superscripts were used to indicate polarized and unpolarized cross
sections. The dv is for vertex corrections. Contributions from internal bremsstrahlung
are given by the o, and 0y, terms.

External corrections accounted for effects due to interactions the electron
could have before or after the scattering process. The electron traveled through
a significant amount of material enroute to and from the scattering nucleus. In-
teractions with this material could have caused energy loss and also could have
depolarized the electron. At the E155 energies, the primary mechanism for external
radiative effects was bremsstrahlung.

The radiated asymmetry (A"%?) is the internal radiated asymmetry (A;)
adjusted for the probability that the electron emitted “external” bremsstrahlung
radiation [144]. This is the corrected asymmetry presented in Equation 4 without
the radiative correction terms.

The correction was separated into two terms, an additive one (Agc) and

a multiplicative one (frc). The additive correction was associated more with the
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polarized radiative corrections and changed the effective asymmetry in a given z-
bin. The multiplicative term was used for the unpolarized radiative corrections and
changed the effective number of events in a particular bin. The fzc term also was
used to ensure a proper treatment of the statistical errors for the E155 data.

To determine the corrections, a fit was made to the world data set of A;(x, Q?).
Whenever possible data without radiative corrections were used. The asymmetry
A; was chosen over ¢; for a variety of reasons. Fits to A; were found to be more
robust [144] and A; was more closely related to the quantity measured in E155. In
addition, positivity constraints on A; ensured physical results.

The functional form of the fit was [143]

Ay(z,Q%) = 2%(a + bx + ca?) <1 + %) (26)

and asymmetries for all three target nucleons were fit simultaneously. This was done
through Equation 39, 2¢g¢ = (1 — 1.5wp)(g? + ¢7), which connected the proton and
neutron to each other as well as to the deuteron.

The results of the fits were used as the initial input into the program RC-
SLACPOL. This is a piece of code which was developed at SLAC by L. Stuart. It
was based on the ideas presented by Kukhto and Shumeiko in Reference [145]. The
code was used as part of an iterative procedure where the output was fed back into
the code until convergence was procured. Ultimately, the final output was the Born
asymmetry and convergence of the results was obtained when the Agrc term did not

change significantly from one iteration to the next. This condition usually was met
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within less than 10 iterations. The additive correction Arc~ was defined as

Aradiated (JI, QZ)

Ane (@) = AT ) = T G

(27)

Both Agc and fre are plotted in Figure 55 for the proton and Figure 56 for
the deuteron. In all cases the Aic term is positive at high = and negative at low x.
The net effect of this term is to raise the high x end of the measured asymmetry and
lower the low x region. This is a nice illustration of the ideas discussed above. In
particular, that the radiative corrections are adjusting for events at higher x (where
the asymmetry is larger) that have been shifted down in z (where the asymmetry
is smaller) due to energy lost by the electron.

As seen in Figures 55 and 56, the multiplicative term (frc) is greater than
one at high = and steadily decreases to values less than one in the lower x region.
This trend can be explained by considering Equation 10, in which A is expressed
as the ratio of spin dependent to spin independent cross sections. Recall that fro
is associated with the unpolarized radiative corrections and adjusts the effective
number of events in a given bin. Since radiative effects shift events into lower x
bins, multiplying the denominator (i.e., the unpolarized part) in the high z region
by a number greater than one compensates for this loss. Similarly, multiplying the
denominator in the low x region by frc less than one corrects for the gain in events

experienced by those bins.
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Radiative Corrections --- proton Data
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Figure 55: Additive (left column) and multiplicative (right column) parts of the radiative
corrections are shown for the proton data for all three spectrometers as a function of z.
Systematic errors are plotted with the Arc term. Statistical errors are negligible on the
vertical scales used here. Data are taken from the appendices of Reference [143].
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Radiative Corrections --- deuteron Data
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Figure 56: Additive (left column) and multiplicative (right column) parts of the radiative
corrections are shown for the deuteron data for all three spectrometers as a function of z.
Systematic errors are plotted with the Arc term. Statistical errors are negligible on the
vertical scales used here. Data are taken from the appendices of Reference [143].
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4.9 Checks for False Asymmetries

A series of tests were performed on Aj(x) to ensure that the measurements
were not biased by some facet of the experimental setup. Data collected on each
target type and for each spectrometer were divided into two independent sets. The
dividing line usually was chosen such that the sets were approximately equal in size.
From each set, an Aj|(z) was determined with adjustments made for beam and target
polarizations, dilution factor, and nuclear and electroweak corrections. Examples of
two such asymmetries are shown in the top plots of Figure 57. This example uses
2.75° '5'NH; data that has been separated into events detected when the incident
electrons were hitting the left or right hand side of the target. A distribution which
represents how well these two sets agree can be created by taking the difference of

the sets weighted by their combined errors,

(28)

where the A and B tags are used to indicate quantities from the two independent
sets. For sets in good agreement, one can expect the distribution to take the shape
of a Gaussian centered at 0 with a sigma of 1. Large deviations from either of
these parameters may indicate an unexpected influence in the asymmetry. The plot
in the lower right hand corner of Figure 57 shows the distribution of differences
and corresponding fit from this example with the results from the fit presented
in Figure 58. The left and right halves of the raster pattern agree well for the

2.75° 'NH; data.
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The third column in the top of Figure 58 shows the results of a x? test, which

is a variation on Equation 28 and is given by

) Afw) = AB(@)

X1
N N \/04, + 03,

where NV is the number of z bins in a given spectrometer. A high value of X—; points

(29)

to disagreement between the two sets. Previous experiments [149] used the x? test
with a range of X—]\f < 2 to indicate that no significant effect on the data was observed
from the quantity being tested. In the right half of Figure 58, asymmetries averaged
over the measured x range are presented. Dotted lines separate pairs of independent
data sets. Comparisons of average asymmetries offer a different but complimentary
check to the Gaussian fit described above. While the error on the mean of the
Gaussian is determined by how many z-bins are accessible to a given spectrometer,
the average asymmetry’s error depends on the number of events contained in the
set. Graphically, this provides an extra piece of information which is useful when
comparing a small subset to the rest of the data. The advantage of determining the
mean and sigma is that the comparison is performed on a point to point basis. One
can imagine comparing two lines, one sloped, one horizontal, which have the same
average height. The distinction could show up in the determination of the sigma
parameter, but not in the average asymmetry.

Results of tests performed on data collected using both target types with all
three spectrometers are shown in Figures 58 to 63. The criteria used to divide the

data are described below:
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foil x — Left and right halves of the raster pattern, determined by the distribution
of the beam on the foil arrays.

foil y — Top and bottom halves of the raster pattern.

raster — Cuts on the raster radii, used to separate inner and outer areas of the
target. May show sensitivity to beam heating or to extra material in the target
such as the NMR coil with the inner radius or the target cup with the outer
one.

time slot — One of six zero crossings of the 360 Hz 3 phase PG&E power used
to generate timing fiducials. The accelerator only uses two timing slots when
operating at 120 Hz [150]. The beam polarization (and hence the asymmetry)
should be independent of the time slot.

vpk — Pulse height from the Cherenkov detector. Cherenkov spectra for the elec-
tron definition were divided in half. Pulse height should not matter but
hadrons, with their small Cherenkov signal and small Aj, were more likely
to contaminate the lower half of the spectrum.

coll. acc. — Settings for the 2.75° collimator.

Aew — Correction to account for the electroweak asymmetry. Three versions are
given for the 2.75° and 5.5° ''NHj; data. These three show the effect of applying
or not applying the correction, or what happens if the correction is applied in
the wrong direction.

east,west — Direction of the target magnet’s field. The incident beam of electrons

traveled from west to east in End Station A.
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E/p — Energy/momentum ratio of the detected electrons. Spectra were split in
half. Similar to the test on Cherenkov spectra in that hadron contamination
was more likely to occur in the lower half of the spectra.

cltime — Event time for a particle passing through the first (or only) Cherenkov
tank in a spectrometer’s detector package. Used to divide the data into the
early half and later half of the beam spill. If the first half of the beam spill
locally depolarized the target (for example, via heating) this would change
what the electrons in the tail of the spill scattered off. One would expect such
an effect to show up in this test.

DST1 a,b,c — DST1 “a” was the main set of DST tapes for the 2.75° and 5.5° analysis.
DST1 “b” and “c” were a small subset of runs returned to the “good” run set
after some known problems were fixed. The majority of DST1 “b” and “c”
runs were for data collected with a SLiD target.

edge clust — If an event’s shower cluster was centered on an edge block of the
shower counter, it was referred to as an edge cluster. Because the signal was
recorded near the physical end of the detector, varying amounts of energy were
lost. Also, since the edge blocks had fewer neighboring blocks, they were more
difficult to calibrate.

% busy — A DAQ parameter. A high percent busy indicated that not all of the
5.5° and 10.5° spectrometer data was being read out. Runs with high percent
busy readings were not used in the final analysis.

Most of the results show a good agreement between the pairs of data studied. A
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few features were mentioned in the list above and are worth reiterating. Some of
the vpk and E/p pairs do not agree as well as one would like. The lower half of
the spectrum sometimes gives a lower average asymmetry, which is consistent with
the idea of hadron contamination®. The percent busy in Figure 62 created a higher
average asymmetry, which led to the removal of high percent busy runs from the
final data set. Runs with a high percent busy occurred a few times early on in
the E155 data taking period and was mostly resolved when the collection of proton
data commenced. Figures 58 and 59 nicely display the effect of correcting for the
electroweak asymmetry. Although this is a small correction, its application in the

wrong direction can give quite noticeable results.

4.10 Electron Asymmetries

After applying the various corrections discussed in the previous sections, one
can construct Aj(z, @*) for each type of target material and for all three spectrome-
ters. These will be the starting point in the next chapter, during which the focus will
switch to the spin structure function g;(x, @?) and A;(x, Q?), the virtual photon-
nucleon asymmetry. As explained in Chapter 2, these quantities can be obtained
through equations which involve A and a collection of kinematic factors. Since A
is central to the experiment, a worthwhile pause will be made to stop and show the
intermediate result.

The fully corrected asymmetries are presented by spectrometer in Figure 64

20Data used in these tests were not corrected for hadron or pair symmetric backgrounds.
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Figure 64: A measurements versus Bjorken z made on the I5NH; target for the 2.75°,
5.5°, and 10.5° spectrometers.
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Figure 65: A measurements made on the SLiD target for the 2.75°, 5.5°, and 10.5°
spectrometers.
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Table 21: E155 results for A, 2.75° spectrometer.

0~ 2.75°

Proton Deuteron
(x) (Q?) A £ stat £ syst (x) (Q?) Ay + stat £ syst

0.014 1.00 0.031 £ 0.041 £+ 0.004 0.014 1.00 -0.005 % 0.069 £ 0.003
0.015 1.09 0.039 £ 0.016 &= 0.004 0.015 1.09 -0.006 = 0.028 £ 0.001
0.017 1.20 0.048 £ 0.012 £ 0.004 0.017 1.20 -0.057 = 0.020 £ 0.001
0.019 1.32 0.036 £ 0.011 £ 0.004 0.019 1.32 -0.003 = 0.019 £ 0.001
0.022 1.45 0.034 £ 0.011 £+ 0.004 0.022 1.45 0.003 £ 0.019 £ 0.001
0.024 1.59 0.040 £ 0.010 £+ 0.004 0.024 1.59 0.014 £ 0.018 £ 0.001
0.027 1.73 0.046 £ 0.009 £ 0.004 0.027 1.73  0.005 = 0.017 £ 0.001
0.031 1.88 0.045 £ 0.009 £ 0.004 0.031 1.88 0.016 = 0.017 £ 0.001
0.035 2.04 0.054 £ 0.009 £ 0.004 0.035 2.04 0.000 = 0.016 £ 0.001
0.039  2.22 0.036 £ 0.009 = 0.005 0.039 2.21 0.015 = 0.016 £ 0.001
0.044 2.40 0.061 £ 0.008 £+ 0.005 0.044 2.39 0.068 = 0.015 £ 0.001
0.049  2.59 0.067 £ 0.008 £ 0.005 0.049  2.58 -0.009 = 0.015 £ 0.001
0.056  2.78 0.062 £ 0.008 &= 0.005 0.056  2.77 -0.009 = 0.015 £ 0.001
0.063  2.97 0.065 £ 0.009 &= 0.005 0.063  2.97 0.004 = 0.015 £ 0.001
0.071  3.17 0.070 £ 0.009 £ 0.005 0.071  3.17 0.033 = 0.015 £ 0.001
0.079  3.37 0.086 £ 0.009 £ 0.006 0.079  3.36  0.045 = 0.015 £ 0.001
0.089  3.57 0.063 £ 0.009 £ 0.006 0.089  3.57 0.027 £ 0.015 £ 0.001
0.101  3.77 0.074 £ 0.009 £ 0.006 0.101  3.77 0.038 = 0.016 £ 0.001
0.113  3.97 0.048 £ 0.009 £ 0.006 0.113  3.97 0.036 = 0.016 £ 0.001
0.127 4.17 0.064 £ 0.009 £ 0.006 0.128 4.17 -0.002 = 0.016 £ 0.002
0.144 4.36 0.084 £ 0.009 £+ 0.006 0.144 436 0.038 = 0.016 = 0.002
0.162 4.54 0.087 £ 0.010 £+ 0.006 0.162  4.55 0.029 £ 0.017 £ 0.002
0.182 4.72 0.074 £ 0.010 £ 0.007 0.182 4.72  0.033 = 0.018 £ 0.002
0.205 4.88 0.076 £ 0.011 4 0.007 0.205 4.89 0.041 = 0.019 £ 0.002
0.230 5.04 0.082 £ 0.011 4 0.007 0.230 5.04 0.045 = 0.020 £ 0.002
0.259  5.18 0.094 £ 0.011 £ 0.007 0.259  5.19 0.037 £ 0.021 £ 0.002
0.292  5.33 0.082 £ 0.012 £ 0.007 0.292  5.33  0.057 £ 0.022 £+ 0.002
0.328  5.47 0.085 £ 0.013 £ 0.007 0.328  5.47 0.060 = 0.025 £ 0.003
0.370  5.57 0.068 £ 0.014 4 0.007 0.370  5.58 0.049 £ 0.028 £ 0.003
0.416 5.68 0.095 £ 0.015 4= 0.007 0.416 5.68 0.000 &= 0.031 £ 0.003
0.468 5.78 0.094 £ 0.017 £ 0.007 0.468 5.78 0.090 = 0.037 £ 0.003
0.527  5.87 0.046 £ 0.020 £ 0.006 0.527  5.87 0.094 = 0.044 £ 0.003
0.593 5.94 0.065 £ 0.023 £ 0.006 0.593  5.95 0.113 = 0.053 £ 0.003
0.667  6.00 0.060 £ 0.028 £ 0.006 0.668  6.00 -0.020 = 0.062 £ 0.003
0.751  6.06 0.077 £ 0.032 £+ 0.006 0.751  6.07 0.089 £ 0.069 £ 0.003
0.846 6.12 0.129 £ 0.045 £+ 0.005 0.846  6.12 -0.069 = 0.085 £ 0.003
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Table 22: E155 results for A, 5.5° spectrometer.

0 ~ 5.5°

Proton Deuteron
()  (@% Ay £ stat + syst (r)  (Q% A £ stat £ syst

0.057 4.01 0.192 £ 0.072 £ 0.008 0.057 4.00 -0.215 £+ 0.140 £ 0.002
0.063 4.39 0.146 £ 0.032 £ 0.009 0.063 4.39 0.034 = 0.061 £ 0.002
0.071 4.83 0.106 £ 0.021 £ 0.009 0.071 4.83 -0.004 = 0.038 £ 0.002
0.080  5.30 0.116 £ 0.016 &= 0.010 0.080  5.30 -0.002 = 0.028 £ 0.002
0.090 5.80 0.123 £ 0.013 = 0.010 0.090 5.80 0.010 = 0.023 £ 0.003
0.101  6.32 0.129 £ 0.012 £+ 0.011 0.101  6.32 0.071 £ 0.021 £ 0.003
0.113 6.87 0.124 £ 0.011 £ 0.012 0.113 6.87 0.014 £ 0.020 £ 0.003
0.128 7.43 0.169 £ 0.010 £ 0.012 0.128 7.43 0.053 £ 0.019 £ 0.003
0.144 8.02 0.167 £ 0.010 £+ 0.013 0.144  8.02 0.084 £ 0.019 £ 0.004
0.162 8.62 0.150 £ 0.011 £+ 0.014 0.162 8.62 0.057 £ 0.020 £ 0.004
0.182 9.23 0.166 £ 0.011 + 0.014 0.182 9.23 0.068 £ 0.021 £ 0.004
0.205 9.85 0.164 £ 0.012 £ 0.015 0.205 9.85 0.065 = 0.021 £ 0.005
0.230 10.48 0.207 £ 0.012 £ 0.016 0.230 10.48 0.114 £ 0.023 £ 0.005
0.259 11.11 0.195 £ 0.013 £ 0.016 0.259 11.11 0.089 + 0.024 £ 0.006
0.292 11.73 0.211 £ 0.013 £ 0.017 0.292 11.73 0.145 £ 0.026 £ 0.006
0.328 12.34 0.203 £ 0.014 £ 0.017 0.328 12.34 0.123 £ 0.028 £ 0.007
0.370 12.94 0.228 £ 0.015 £ 0.017 0.370 12,94 0.163 = 0.032 £ 0.007
0.416 13.52 0.233 £ 0.016 £ 0.017 0.416 13.53 0.106 = 0.036 £ 0.007
0.468 14.08 0.181 £ 0.018 £ 0.017 0.468 14.09 0.103 £ 0.043 £ 0.007
0.526 14.61 0.208 £ 0.022 £+ 0.017 0.526 14.63 0.146 = 0.052 £ 0.008
0.592 15.11 0.204 £ 0.028 £+ 0.016 0.592 15.12  0.259 £ 0.065 £ 0.008
0.666 15.58 0.172 £ 0.036 = 0.015 0.666 15.59  0.252 £ 0.085 £ 0.007
0.749 15.99 0.231 £ 0.048 £ 0.013 0.749 16.00 0.030 = 0.111 £ 0.007
0.843 16.34 0.193 £ 0.077 £ 0.011 0.843 16.35 0.148 £ 0.153 £ 0.006
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Table 23: E155 results for A, 10.5° spectrometer.

0 ~ 10.5°

Proton Deuteron
(x)  (Q% A £ stat £ syst (x)  (Q% Ay £ stat £ syst

0.130 10.04 0.333 £ 0.125 £ 0.017 0.130 10.04 -0.004 £ 0.228 £ 0.005
0.145 11.14 0.303 £ 0.051 £ 0.019 0.145 11.14 -0.006 &= 0.096 £ 0.006
0.162 12.35 0.251 £ 0.033 £ 0.020 0.163 12.37  0.207 &= 0.063 £ 0.006
0.182 13.70 0.299 £ 0.026 £ 0.022 0.182 13.70  0.107 &= 0.049 £ 0.007
0.205 15.13 0.299 £ 0.023 £ 0.023 0.205 15.15 0.166 = 0.046 £+ 0.008
0.230 16.66 0.349 £ 0.024 = 0.025 0.230 16.67 0.086 = 0.047 £ 0.009
0.259 18.28 0.326 £ 0.026 £+ 0.027 0.259 18.28 0.206 £ 0.051 £ 0.010
0.291 20.03 0.447 £ 0.030 £ 0.029 0.292 20.04 0.249 £ 0.057 £ 0.011
0.328 21.86 0.433 £ 0.032 £ 0.031 0.328 21.86 0.186 = 0.062 £ 0.012
0.369 23.80 0.413 £ 0.035 £ 0.033 0.369 23.78 0.370 £ 0.073 £ 0.013
0.413 25.85 0.365 £ 0.046 = 0.034 0.414 2590 0.211 £ 0.098 £ 0.015
0.465 27.94 0.410 £ 0.075 £+ 0.036 0.465 28.04 0.332 £ 0.153 £ 0.016
0.524 30.12 0.318 £ 0.122 £ 0.036 0.524 30.19 0.366 = 0.253 £ 0.017
0.590 32.30 0.642 £ 0.176 £+ 0.036 0.590 32.36 -0.183 &= 0.389 £ 0.017
0.663 34.72 0.417 £ 0.293 £ 0.035 0.661 34.79 0.315 = 0.649 £+ 0.017
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for the >NHj target and in Figure 65 for data collected on °LiD . Tabulated versions
are presented on pages 184, 185, and 186. The data are presented in the fine binning
(38 z-bins) used by E154/E155 to preserve any structure that the asymmetries might
have. All asymmetries shown are relatively flat except for a slight rise in going from
low to high x. Both targets give a generally positive asymmetry, with the proton
measurement typically possessing a larger asymmetry than the deuteron. Lastly, it
is interesting to note that for a given target material, the average asymmetry scales

approximately with the central scattering angle.

4.11 Hadron Asymmetries

4.11.1 Analysis
In comparison to the electron asymmetries, the hadron asymmetry analy-
sis was relatively straight forward. The corrections applied were a subset of those
used in the electron analysis. Raw asymmetries were defined the same as in Equa-
tion 2, except that the counts were collected into momentum bins. Adjustments to
the asymmetry were made for beam polarization, target polarization, and dilution

factor. This gave an expression for the measured asymmetry of

_ A" (p)

Arn(p) = DS (30)

where p is the momentum of the detected hadron. For the beam and target polar-
izations (P, and P,), the values were the same as for the electron asymmetries. The

manner in which the dilution factor was handled was a little different.
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An average dilution factor was employed which was assumed to hold con-
stant over the range of momenta. The quantity f’' also included the C1 nuclear
correction which was applied separately in the electron analysis (see Section 4.8.4).
For reference, C'1 was around 1.02 for »’NH; and 1.86 for °LiD . The C; correc-
tion for LiD adjusts the dilution factor for the effective deuteron in Li. The yield
of hadrons per nucleon was assumed to be independent of the atomic number A.
Possible shadowing corrections were looked for by parameterizing the cross section
per nucleon as A“. In the momentum range 10 GeV < p < 20GeV, a value of
a = 0.0+ 0.1 was found for both spectrometers [95].

The dilution factors used in constructing the hadron asymmetries were de-

termined?! by P. Bosted to be

0.13+£0.03 1NH;
fr= (31)
0.34 £ 0.04 LiD .
These values are quite similar to their counterparts in the electron analysis when
the nuclear correction factors are taken into account.

As mentioned earlier, cuts were made so that lower momentum pions and
higher momentum hadrons were not included in the final data set. A discussion
was given in Section 4.7 which dealt with pions below the momentum threshold
of the Cherenkov tanks. In this region, Cherenkov cuts which were designed to

select pions out of the hadron sample became meaningless. As can be seen in the

measured 71 /e” curve in Figure 66, some particles below threshold passed the cut.

21 Private communication
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Figure 66: Measured and predicted 7t /e~ ratios for the 5.5° spectrometer. The bump in
the measured curve is due to the Cherenkov pion momentum threshold. A hA™ /e~ curve
is included for comparison because it is dominated by 7’s and it is not sensitive to the
pion threshold of the Cherenkov detectors. The predicted curves are from References [45]
and [95].

They occupy the area to the left of the peak at p = 16 GeV. However, these events
are believed to be due to particles creating scintillation light or due to random
coincidences. In either case, pions in this region could not be confidently identified
without relevant Cherenkov information and so were not included in the final data
set.

At the higher momentum values accessible by a spectrometer, the hadron
data suffered from electron or positron contamination. Evidence of this contami-
nation can be seen in Figure 66. The expected rate for hadrons in E155 dropped
with increasing momentum. Predicted rates, two versions of which are included in

Figure 66, show this behavior for the 7’s. The measured h* /e~ or 7" /e~ curves
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in Figure 66 show that the data begin to increase above 31 GeV/c, while at lower
momenta the rates are in reasonable agreement with the predicted ratios. Because
of the low rates of high momentum hadrons, relatively few misidentified e* events
are needed to cause a significant contamination. Instead of trying to correct for
these events, say by performing a subtraction as was done in the electron analysis,
these high momentum data were not included in the final data set. This is because
the size of the contamination was difficult to estimate and there are not many events
to be recovered at high momenta. Momentum cuts were made well below the region
where the curves begin to turn upward to ensure that electrons (or positrons) were
not used in constructing the hadron asymmetries.

The measured ratios which are presented in Figure 66 do not take into ac-
count the detection efficiencies for pions, hadrons, or electrons. While the electron
efficiency has been determined for the various detector packages, those for pion and
hadron definitions are more difficult to estimate. This is due to the heavy depen-
dence of the definitions on one detector system, the shower counter. Since it is
reasonable to assume that the efficiencies for detecting h*’s and h~’s (or 7*’s and
7~’s) are comparable, one can compare measured and predicted +/— ratios with the
hope of minimizing the sensitivity to these efficiencies. This is done for hadrons and
pions in Figure 67. The E155 predictions included in the ®NHj plots, which use fits
to the Wiser data [153], are in very rough agreement with the measured ratios. As
seen in the top plot of Figure 67, the largest discrepancy appears in the 2.75° hadron

ratio at high momenta. The increase in the predicted 2.75° hadron curve is due to
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Figure 67: Measured ratios of oppositely charged hadrons and pions for both NH; and
SLiD targets. The E155 curves shown in the > NHj plots were calculated from the ratio
of rates presented in Reference [95] which used a fit to the Wiser data [153]. The ACW
curve is for 7+ /7~ only and was taken from Figure 7 in Reference [47].
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the expectation of more K*’s and protons than K~’s and anti-protons at high
momentum. In this region, kaons and protons are believed to make up a bigger
fraction of the hadron sample than at lower momenta. The E155 calculated ratios
are reported in Reference [95] to be in good agreement with the PYTHIA Monte
Carlo except for the K rate. Lowering the K™ rate by the factor of 2 needed to
bring it into better agreement with the PYTHIA prediction would also improve the
agreement between the predicted and measured 2.75° h*™/h™ ratio.

Also included in the »NHj plots of Figure 67 is a predicted ratio of 7% /7~
rates that was presented by Afanasev, Carlson, and Wahlquist (ACW) in Refer-
ence [47]. No ht/h~ curve was available and so the same 7 /7~ ratio is included
in both plots. For this particular curve, the CTEQ [151] parton distribution func-
tions were used as input. The ACW curve is similar in shape to the data but is
larger in magnitude over most of the momentum range where the curve and data
overlap. However, the ACW curve is from an earlier publication that did not in-
cluded soft contributions. Additions from such sources may improve the agreement
between prediction and data. Later calculations by this group [45] which included
soft contributions led to a better agreement between the calculations and polarized

data.

4.11.2 How to Improve the Hadron Data Set
One way the hadron asymmetry measurements could be improved was men-

tioned earlier. That is to correct for electron contamination at high values of momen-
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tum. This is desirable because it extends the measurement into the more interesting
high p; region. However, the best procedure for such a the correction is not clear
and there are so few events in that region that large uncertainties would limit the
usefulness of those data.

The reasons for these difficulties, i.e., lower rates and lower purity in the high
momentum region of the hadron sample, stem from the primary focus of E155. The
experiment was designed and optimized to detect electrons and to reject hadrons
and muons. Techniques which would have improved the hadron measurement often
would have done so at the expense of the electron detection efficiency. Hence such
methods were not acceptable options.

For example, by setting different momentum thresholds in the Cherenkov
tanks, better separation between 7’s, K’s and protons could be achieved. This
would have provided more information than did the combined hadron set. However,
as mentioned above, changes such as this would have impacted the systems capability
to detect electrons. As is often the case, the optimization of one measurement was

in conflict with that of another.

4.11.3 Results
Results from the hadron asymmetries measured in the 2.75° and 5.5°
spectrometers are presented in Figures 68 and 69. Inclusive pions, which were a
subset of the hadron data that underwent more restrictive cuts, are shown in the

same plots as solid points. The data also are presented in Tables 25, 26, 27, and 28.
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Table 24: Average values of Ap; measured with the 2.75° spectrometer for polarized
proton, deuteron, and neutron targets.

0~ 2.75°
target (ALL) (A7L)
proton 0.0068 4+ 0.0008 0.0135 + 0.0020
deuteron —0.0012 £ 0.0013 0.0021 + 0.0023
neutron —0.0044 + — —0.0075 £ 0.0013

Notes:
Neutron values are from [86]. No uncertainty was given for the fit to
A" neutron data.

These data differ from the published E155 hadron data [95] in that they use
additional runs which were returned to the “good” data set since publication. The
1NH;3 measurements also include the final corrected proton polarizations [84], which
were used in the published E155 ¢¥ data [152] but were not available at the time of
[95]. The data presented here are very similar to the published results.

The asymmetries are presented as a function of the detected particle’s mo-
mentum. Data for both targets are relatively flat at low momenta. In this region
the proton data are non-zero and positive while the deuteron data are consistent
with zero. One can considers these results along with the E154 hadron asymmetry
measurements [86] which used a neutron target. These are presented in Table 24.
Similar to the case for electron asymmetries, the negative asymmetries from the
neutron target show that the deuteron measurement is an average of those for the
proton and neutron.

Included in the 5.5° plots are curves for calculated 7% asymmetries that were

presented in Reference [45]. For a given plot, each of the four curves corresponds to
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Figure 68: Inclusive hadron and pion asymmetries for 2.75° and 5.5° spectrometers using a
proton target. Curves shown are for calculated 7% asymmetries presented in Reference [45].
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Table 25: Inclusive hadron asymmetries for the 2.75° and 5.5° spectrometers. Data were

collected using the '>NH3 target.

Al (p) for Proton
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p(GeV) 0=275"h-  0=275°h" 0=55"h  0=055"h*
10.0 0.004£0.002 0.012 £ 0.005 —0.003 = 0.010 0.063 = 0.035
11.0 0.00640.002 0.010 & 0.005  0.005 == 0.006 0.006 = 0.019
12.0 0.00540.002 0.01240.005  0.006 = 0.006 0.018 = 0.019
13.0 0.00640.002 0.013 4 0.006  0.008 = 0.006 0.029 + 0.021
14.0 0.00940.003 0.008 & 0.006  0.001 £ 0.007 0.034 & 0.024
15.0 0.00740.003 0.010 & 0.007  0.024 £ 0.009 0.017 = 0.030
16.0 0.00940.003 0.026 & 0.008  0.021 £ 0.011 0.073 % 0.038
17.0 0.00840.004 0.018 4 0.009  0.009 £ 0.014 0.083 % 0.047
18.0 0.01140.004 0.02340.010  0.003 £ 0.017 0.048 + 0.060
19.0 0.01340.005 0.018 4 0.013  0.026 & 0.022 0.036 + 0.075
20.0 0.0064+0.006 0.023 4 0.015  0.020 £ 0.027 0.136 % 0.094
21.0 0.01340.007 0.012 4 0.018 —0.004 £ 0.033 0.105 % 0.119
22.0 0.00740.009 0.01540.021  0.031 = 0.041 —
23.0 0.0064+0.010 0.021 & 0.025  0.059 = 0.048 —
24.0 0.00740.012 0.044 +0.030  0.174 = 0.056 —
250  —0.005+0.014 0.045 - 0.036 — —
26.0 0.01740.016 0.066 % 0.042 — —
27.0 0.03540.018 0.003 & 0.049 — —
28.0 0.04840.020 0.141 + 0.058 — —
29.0 0.047 40.023 — — —
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Table 26: Inclusive pion asymmetries for the 2.75° and 5.5° spectrometers. Data were
collected using the NH3 target.

AT (p) for Proton

p(GeV) 0 =2.75° 7~ 6 =275 7t 0 =55 7~ =557
16.0 — — — 0.040 £ 0.077
17.0 — — 0.015 £ 0.022 0.086 £ 0.082
18.0 — — —0.003 £ 0.025 0.165 £ 0.098
19.0 0.026 = 0.012 0.055 £ 0.031 0.014 £0.031 0.288 £ 0.121
20.0 0.022 £ 0.012 0.046 £ 0.031 0.033 £0.038 0.120 £ 0.149
21.0 0.037 £0.013 —0.008 = 0.034 —0.006 £ 0.047 0.303 £ 0.191
22.0 0.029 £ 0.014 0.019 £ 0.038 0.113 £ 0.058 —
23.0 —0.002 £ 0.016 0.018 £ 0.044 — —
24.0 0.043 £ 0.018 0.039 £ 0.052 — —
25.0 —0.001 £0.021 -0.003 £ 0.061 — —
26.0 0.024 £ 0.023 0.054 £ 0.072 — —
27.0 0.043 £ 0.026 —0.057 = 0.085 — —
28.0 0.036 £ 0.028 0.087 £ 0.102 — —
29.0 0.062 £+ 0.031 — — —

a different set of Parton Distribution Functions that were used as input. Assuming
the model is correct, precision data at high values of momentum would be able to
distinguish between the different curves and therefore the different PDFs.

In the region of overlap, the theoretical calculations and the data are in rea-
sonable agreement. An earlier version of the calculations [47], which were published
prior to the E155 hadron results, were less compatible with the data. This is shown
in Figures 3 and 4 of Reference [95], where at low momenta, the calculations typi-
cally led to curves that were larger in magnitude than the measured data. Since the
release of the E155 hadron data, soft contributions were added to the theoretical
calculations via the Vector Meson Dominance model. In terms of the Section 2.5.3

discussion, this was implemented by including Aoy, =x (0ypr=x) in the numer-
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Table 27: Inclusive hadron asymmetries for the 2.75° and 5.5° spectrometers. Data were
collected using the ®LiD target.

Al (p) for Deuteron

p(GeV) 0=275°h"  0=275°ht  0=55"h 0 =55 ht
10.0 0.000£0.003  0.015 + 0.006 —0.014 £ 0.017  0.009 % 0.026
11.0  —0.003+0.003 —0.003 +0.006  0.014 +0.009  0.005 = 0.014
12.0  —0.004+0.004 —0.006 + 0.006 —0.001 +0.009  0.012 £ 0.014
13.0  —0.006+0.004  0.004 +0.007  0.011+0.010 —0.005 = 0.016
14.0 0.00240.004  0.001 +0.007  0.020 + 0.012  0.000 + 0.018
15.0 0.0014£0.005  0.004+0.008  0.016 +0.015  0.035 % 0.023
16.0  —0.003+0.005 —0.007 £ 0.009 —0.022+0.018  0.034 = 0.029
17.0 0.01740.006 —0.003+0.011  0.037 +0.023  0.039 % 0.036
18.0  —0.006+0.007 —0.006 £ 0.012 —0.010 & 0.029 —0.016 = 0.046
19.0 0.00740.009 —0.001 +0.015  0.01240.035  0.009 + 0.058
200  —0.015+0.010  0.017 £ 0.017  0.029 £ 0.044 —0.007 = 0.072
21.0  —0.016+0.012  0.015 £ 0.020 —0.079 £ 0.054 —0.036 = 0.092
220  —0.006+0.014  0.000 +0.024 —0.011 +0.066  0.013 & 0.116
23.0 0.02940.017  0.0144+0.029  0.171 % 0.076 —

24.0 0.0514+0.019  0.065+0.034  0.074 + 0.087 —

25.0  —0.0194+0.022  0.014 % 0.041 — —
26.0 0.03840.026 —0.017 & 0.048 — —

27.0  —0.048+0.029  0.006 = 0.056 — —

28.0 —0.011£0.032 —0.075 & 0.066 — —
29.0 0.039£0.035 —
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Table 28: Inclusive pion asymmetries for the 2.75° and 5.5° spectrometers. Data were
collected using the °LiD target.

AT (p) for Deuteron

p(GeV) 0 =2.75° 7~ 0 =2.75° " 0 =55 7" =557
16.0 — — —0.017 £ 0.033 0.056 £ 0.060
17.0 — — 0.035 £ 0.035 0.126 £ 0.064
18.0 — — —0.026 £ 0.042 —0.065 £ 0.076
19.0 — — 0.018 £ 0.050 —0.005 &= 0.093
20.0 —0.038 £ 0.018 0.035 £ 0.034 0.056 £ 0.061 —0.032 £ 0.116
21.0 —0.027 £ 0.020 0.014 £ 0.037 —0.071 £ 0.074 —0.169 £ 0.149
22.0 —0.036 £ 0.022 0.033 £0.042 —0.006 = 0.091 0.082 £ 0.188
23.0 0.027 £ 0.025 —0.005 £ 0.049 0.123 £ 0.104 —

24.0 0.056 £ 0.028 —0.020 £ 0.057 —0.026 £ 0.121 —

25.0 —0.041 £ 0.032 0.063 £ 0.067 — —

26.0 0.074 £ 0.036  —0.027 4= 0.080 — —

27.0 —0.026 £ 0.040 0.128 = 0.094 — —

28.0 —0.024 £0.043 —0.020 £ 0.111 — —

29.0 —0.001 £ 0.047 — — —

ator (denominator) of Equation 50. The helicity dependence of this contribution
was assumed to be zero and its net effect was to decrease the predicted asymmetry
at low momenta.

At higher momenta, the proton data look as if the asymmetries are beginning
to increase, albeit with large uncertainties. The calculations support this trend for
positively charged particles in the 5.5° spectrometer. This may be the start of a
region of sensitivity to the partons’ polarizations. Note that in Figure 6, which shows
the unpolarized differential cross sections, that this is approximately the momentum
range where the hard contributions begin to overtake those from VMD. However,
the authors of [45] point out that one of the requirements for accessing the gluon

spin through photoproduced pions is that the asymmetries need to be measured over
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a momentum region where the contributions labelled “fragmentation” (in Figure 6)
dominate. Unfortunately, this condition is not met in either of the plots of Figure 6.
Thus according to the improved model presented in Reference [45], photoproduced
pion asymmetries have no sensitivity to the gluon spin at the kinematics of the E155

5.0° spectrometer.



CHAPTER 5

RESULTS

5.1 Spin Structure Functions

Using the fully corrected electron asymmetries from the previous chapter,

one can obtain g; through the expression

Az, @) Fi(z, Q%)
D'(z, Q%)

2Mx (1)
2F — v’

gl(vaZ) = +ggVW(:E7Q2)

where the convention is the same as that used in Section 2.1. The value used for
the spin averaged structure function Fi(z,Q*) came from an NMC fit [154] to F;
and from R1998 [11]. The contribution to ¢; from the second term was small due
to both the size of g, and the suppression of this term by the factor 2Mz/(2E — v).
For g, the Wandzura and Wilczek model [155] was used, which is known to be in

good agreement with available data and is given by

B (@, Q%) = —gu(, Q%) + / (6,0 % 2)

: &

Equation 2 was evaluated using a g/ F fit [143, 148] to a global data set. Some de-

tails of the fit are discussed in Section 5.4. The quantity ¢, is presented in Tables 29
(proton) and 30 (deuteron) at measured values of z and Q*.

In order to compare the results to other experiments or to test predictions,

a number of steps need to be taken. First, the data from the three spectrometers
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Table 29: E155 Proton results for g;/F; and g;.

(x) (Q%)  g1/F) £ stat &+ syst g1 £ stat & syst
2.75° 0.015 1.22 0.048 £ 0.009 £ 0.004 0.358 £ 0.069 £+ 0.035
0.025 1.59 0.057 £ 0.008 &£ 0.006 0.281 £ 0.040 £+ 0.030
0.035 2.05 0.070 £ 0.008 £ 0.007 0.266 £ 0.030 £ 0.027
0.050 2,58 0.111 £ 0.009 £ 0.009 0.313 £ 0.024 £ 0.025
0.080  3.24 0.155 £ 0.009 £ 0.013 0.287 £ 0.017 £ 0.023
0.125 4.03 0.186 £ 0.012 &£ 0.018 0.228 £ 0.015 £+ 0.022
0.175  4.62 0.273 £ 0.023 £ 0.023 0.240 £ 0.020 £+ 0.020
0.250 5.06 0.358 £0.023 £ 0.030 0.210 £ 0.014 £+ 0.018
0.350  5.51 0.424 £ 0.049 £ 0.039 0.150 £ 0.017 £ 0.014
0.500  5.77 0.561 £ 0.058 £ 0.048 0.088 £ 0.009 £ 0.008
5.5° 0.050 4.01 0.222 £ 0.088 £ 0.009 0.690 £+ 0.273 £ 0.031
0.080  5.36 0.150 £ 0.011 £ 0.013 0.303 £ 0.022 £ 0.026
0.125 7.17 0.209 £ 0.007 £ 0.018 0.274 £ 0.010 £ 0.023
0.175 8.90 0.247 £ 0.012 £ 0.023 0.226 £ 0.011 £ 0.021
0.250 10.64 0.353 £ 0.011 £ 0.030 0.206 £ 0.006 £ 0.018
0.350 12.60 0.466 £ 0.020 = 0.039 0.154 £ 0.007 £+ 0.013
0.500 14.02 0.561 £ 0.024 £ 0.048 0.072 £ 0.003 £+ 0.006
0.750 15.70 0.622 £ 0.091 £ 0.050 0.009 £ 0.001 £ 0.001
10.5°  0.125 10.99 0.307 £ 0.050 £ 0.018 0.415 £ 0.068 £ 0.026
0.175 13.19 0.304 £ 0.022 £ 0.023 0.282 £ 0.020 £+ 0.022
0.250 17.21 0.396 £ 0.014 &£ 0.030 0.229 £ 0.008 £+ 0.018
0.350 22.73 0.500 £ 0.025 £ 0.038 0.157 £ 0.008 £+ 0.012
0.500 26.86 0.507 £ 0.042 £ 0.048 0.058 £ 0.005 £ 0.006
0.750 34.72 0.559 £ 0.405 £ 0.050 0.006 £ 0.004 £ 0.001

203



Table 30: E155 deuteron results for g;/F; and g;.

(z)

(@%)

g1/ F1 £ stat £ syst

g1 £ stat £ syst

2.75°

5.9°

10.5°

0.015
0.025
0.035
0.050
0.080
0.125
0.175
0.250
0.350
0.500

0.050
0.080
0.125
0.175
0.250
0.350
0.500
0.750

0.125
0.175
0.250
0.350
0.500
0.750

1.22
1.59
2.05
2.57
3.24
4.03
4.62
9.06
2.51
2.77

4.00
5.37
7.16
8.90
10.62
12.59
14.01
15.73

10.98
13.19
17.22
22.65
26.97
34.79

-0.033 £ 0.016 £ 0.001
0.011 £+ 0.014 £ 0.001
0.016 = 0.014 £ 0.001
0.030 £ 0.015 £ 0.002
0.059 £+ 0.016 £ 0.003
0.079 £ 0.021 £ 0.005
0.107 £ 0.041 £ 0.008
0.192 £+ 0.042 £ 0.012
0.301 £ 0.098 £+ 0.017
0.389 £ 0.129 £ 0.024

-0.266 = 0.170 £ 0.002
0.006 = 0.020 £ 0.003
0.079 4+ 0.014 £ 0.005
0.099 £+ 0.022 £ 0.008
0.184 £ 0.020 £ 0.012
0.305 £ 0.044 £ 0.017
0.349 £ 0.057 £ 0.025
0.576 £ 0.220 £ 0.029

-0.020 4= 0.095 £ 0.006
0.157 £ 0.042 £ 0.008
0.194 £ 0.027 £ 0.012
0.309 £ 0.053 = 0.017
0.330 £ 0.092 £ 0.024
0.428 £ 0.903 £ 0.028

-0.234 £ 0.115 £ 0.011
0.051 £ 0.068 £ 0.006
0.059 £ 0.052 £ 0.005
0.082 £ 0.041 £ 0.004
0.103 £ 0.028 £ 0.005
0.089 £ 0.024 £ 0.006
0.083 £ 0.032 £ 0.006
0.096 &= 0.021 £ 0.006
0.086 £ 0.028 £ 0.005
0.047 £+ 0.016 £ 0.003

-0.787 £ 0.504 £+ 0.006
0.012 &= 0.038 £ 0.006
0.094 £ 0.016 £ 0.006
0.080 £ 0.018 £ 0.006
0.090 £ 0.010 £ 0.006
0.081 £ 0.012 £ 0.005
0.034 £ 0.006 £ 0.002
0.006 &= 0.002 = 0.001

-0.025 £+ 0.117 £ 0.008
0.127 £ 0.034 = 0.007
0.094 £ 0.013 £ 0.006
0.077 £ 0.013 £ 0.005
0.028 £ 0.008 £ 0.002
0.003 4= 0.007 £ 0.001
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has to be combined. For this the data at a fixed x were evolved to a common Q?

and then averaged together. The evolution was performed using

91 (, ngm) = (3)

g1 (xa ngm) ]

x F 2
F (x: ngm) l(xj Qmeas)v

fit

X Fl(xa Q(Zzom) -
fit

[91 (, Q?neas)]

2
91(96, Qmeas) + [ Fl(fl?; Q%neas)

where “com” and “meas” are used for the common and measured values of Q% and fit
indicate ratios which came from a phenomenological fit to g;/F;. The fit includes
a term for the * dependence of ¢g;/F;. By using this additive method, the @Q?
dependence is represented in the evolution of g;/Fy. Data evolved to Q% = 5 GeV?
are shown for the proton and deuteron in the top two plots of Figure 70. Also
included in these plots are data from E143 [40], Hermes [162], and SMC [161],
which show the E155 results to be in agreement with existing measurements. Note
that the E155 data reach a low x with higher precision than previous experiments.
SMC data still extend to the lowest x bins, but with large uncertainties. The E155
data presented in Figure 70 use fine binning, i.e., 38 bins in the range 0.01 < z < 0.9
evenly separated in natural log space. Even though this tends to de-emphasize the
precision of the E155 data when they are plotted along with other experiments
which utilize coarser binning, the size of the E155 error bars are still competitive
with those of other experiments.

In the bottom plot of Figure 70, the E155 extracted neutron result is shown

along with g7 from E154 [18] and Hermes [163]. As was discussed in Section 2.3,
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the neutron result was obtained using

291 (2,Q%)

= Taa, @ Q%) (4)

g1 (2, Q%) =

where the deuteron was treated as an average of the proton and neutron. Again the
results are consistent with existing data and add further support of the downward
trend seen by E154 for ¢ at low .

One can obtain integrals in the measured regions for all three target nucleons.
Since each of the spin structure functions vary slowly with z, a simple method to
accomplish this is to perform a numeric integration in which a sum is taken over

the point values multiplied by the width of their corresponding x bin. This leads to

stat syst
f 0.014 @(r,Q*=5 GeVZ)dx = 0.1186 £ 0.0015 %= 0.0092,
Y
f 0.014 9z, Q* =5 GeV2)daj = 0.0432 £ 0.0026 £ 0.0028, ©)
f 0.014 gz, Q* =5 GeV2)d:r = —0.0236 £ 0.0058 £ 0.0110.

Because the statistical errors were assumed to be uncorrelated from bin to bin, they
were added in quadrature with each term weighted by its corresponding bin width.
Due to contributions from factors such as the beam and target polarizations, the
total systematic error for different z-bins was assumed to be 100% correlated. They
were combined linearly, again with each term multiplied by its bin width.

An alternative method of presenting the data is to plot xg; versus x. This is
done for all three target types in Figure 71. An advantage to plotting this quantity
is that it graphically shows the relative contributions from the different x regions

to the measured integral. In the case of the proton and deuteron, a significant
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fraction of the values listed in Equation 5 come from the mid to high x region.
This area is considered to be sensitive to the valence quarks. Contributions to the
neutron’s measured integral tends to come from the mid to low regions of the z
range accessible.

An estimation for the low x contribution to the integral was made using the
published E154 NLO fit [156, 157]. The data set used as input to the procedure was
the same as used in E154 except that it included updated SMC results. Neither E155
data nor Hermes proton results were used in the process. The low x contributions

for the three target nucleons were found to be

stat syst th

[V g (2, Q* = 5GeV?)dr = —0.0058 % 0.004 £ 0.002 + 0.009

6
JYOM gl (2, Q2 = 5GeV)de = —0.0135 % 0.004 % 0.002 % 0.005 )
[P0 gr(2, Q% = 5GeVA)dr = —0.0235 + 0.004 + 0.002 + 0.005,

where the uncertainties (from left to right) are statistical, systematic, and theoret-
ical. In the past, the contribution to I'; from the unmeasured high x region was
estimated by fitting to the highest x bins of the measured g,(x) [135]. The form of
the fit was ¢;(2) = A(1 — z)® where A was a fit parameter. This led to a very small
contribution to the integral which was consistent with zero within uncertainties. For
this analysis, the contribution from the unmeasured high = region was assumed to
be negligible !.

Note that the contribution to the first moment of the neutron from the un-

'Reference [156] shows the high # unmeasured region’s contribution to be < 0.0001.
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measured region is equal to that where the structure function has been measured.
High quality low x data are needed to lessen the impact of the low x approximation.

Values for the total integral can be achieved by adding together the con-
tributions from the low x and measured regions. Since the two pieces are inde-
pendent, the statistical uncertainties can be combined in quadrature. The same

holds true for the systematic contributions. For the first moments of ¢;, where

I(Q* =5GeV?) = fol g1(z, Q% = 5 GeV?)dzx, one obtains

stat syst th
I(Q*=5GeV?) = 0.1128 £ 0.0043 + 0.0094 + 0.009

I4(Q? = 5 GeV?) 0.0297 = 0.0048 & 0.0034 = 0.005

(Q? =5GeV?) = —0.0471 4 0.0070 4 0.0112 =+ 0.005.

5.2 Sum Rules

With values for the first moments of the proton, neutron, and deuteron in
hand, comparisons can be made to some of the QCD sum rules. As was mentioned
in Section 2.4, these have been fairly well tested and the E155 measurements were
expected to confirm and improve the precision of existing results. The first of
these to be looked at will be the Bjorken Sum Rule. This is obtained by taking
the difference of the proton’s and neutron’s first moments which causes the singlet
contribution to cancel. Including corrections up to O(a?) and for Q? = 5 GeV?, the

theoretical prediction for the Bjorken Sum Rule is

I = T2 s geve = 0.182 % 0.005. (8)
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From the E155 measurements with the approximations described earlier, one gets

for the Bjorken Sum Rule
[y — I ge—s Geve = 0.1614 £ 0.0135 + 0.0202 =+ 0.0210. 9)
Combining the three uncertainties in quadrature gives
[I7 = T g2—5 Gevz = 0.1614 £ 0.0321. (10)

This allows for an easy comparison and shows the predicted value and the E155
results to be in good agreement. The uncertainty on the measured value is equally
dominated by the theoretical and systematic errors. The theoretical uncertainty
comes from the approximation of the unmeasured region and can be reduced with
data extending deeper into the low = region. A significant contribution to the
systematic error is from known problems? and can be expected to be smaller in any
possible future experiments.

The low x behavior of the NLO QCD fit for the proton and neutron are
similar. As a result, they tend to cancel out the low z contribution to the sum rule
making it more sensitive to the measured region. This is somewhat to be expected.
Since to first order the Bjorken Sum Rule is the a3 matrix element, which only
depends on u and d quarks, it will be more sensitive to the valence quark helicities
which are thought to dominate in the well measured mid to high x range.

For the Ellis-Jaffe Sum Rule, theoretical predictions with corrections to

O(a?) [40] are presented in Table 31 along with the E155 measured values from

2For example, the metal target cups led to a large systematic error on the target polarization.
See Section 3.2.3 for details.
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Table 31: First moments of g; as predicted with the Ellis-Jaffe Sum Rule and measured
by E155.

[ (Q? = 5GeV?) predicted measured
(EJSR) (E155)
proton 0.164 £0.005 0.113 £ 0.014
deuteron 0.068 £ 0.004  0.030 £ 0.008
neutron -0.018 = 0.004 -0.047 £ 0.014

Equation 7. As has been seen in the past [40], the measured and predicted values
typically disagree by a few standard deviations. This difference has been attributed
to the assumptions used in calculating the sum rule. In particular, the assumption
of a null contribution of the strange quarks to the net helicity of the nucleon has
been shown to be incorrect [42]. A point worth noting is that the largest number
of standard deviations is in the case of the deuteron. Recall from Equation 41 that
unlike I'¥ and I'?, the expression for I'Y does not contain an az term, which is the
matrix element without a strange quark component. If Equations 41 and 40 are
expressed in terms of Ag(Q?)’s, then the net effect of this is that the coefficients
of Au(Q?) and Ad(Q?) are smaller for I'{, while the coefficient for As(Q?) stays
the same. This makes the deuteron spin structure function more sensitive to the

As(Q?) = 0 assumption.

5.3 Systematic Errors

Contributions to the systematic error on the E155 ¢g; measurements came
from a variety of sources. Many already have been discussed at different points in

the preceding sections. In this section the primary ones have been gathered to allow



213

Table 32: Approximate values (relative) for the different contributions to the systematic
error on A

Pb Pt f 6+/7T Cl CQ RC
BNH; 25% ™% 2.5% 1% 05% —  1.5%
SLiD  25% 4% 2.9% 1% 27% 126% 4 %

a comparison between them. Those contributions associated with the E155 exper-

imental design are listed first. Next are the uncertainties from quantities obtained

from fits to other data. Such quantities were needed to transform the fully corrected

Ay into g;.

Sources in the first category mostly come from the different correction factors
applied to the raw asymmetry. These factors were presented in Equations 3 and 4
on page 135. The contributions associated with the A, term were assumed to be
negligible. For convenience, approximate values of the significant contributions from
the A term are presented in Table 32 as relative uncertainties. A description of
each term as well as a brief explanation of the contributions to the errors are given
below.

Py: A breakdown of the contributions to the beam polarization was presented on
page 50. The dominant sources to this term came from a limited knowledge
of the background shape (1.2%) and from an uncertainty in the measurement
of the foil polarization (1.2%).

P;: For the ">'NH; data, the systematic uncertainty from the target polarization was

the dominant contribution. This is shown graphically in Figure 72. The 7%
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Figure 72: Individual contributions to the g} systematic error. The solid line indicates the
total error.

error was driven by corrections for non-linearities in the polarization measure-
ment caused by metal target cups. Contributions to this error came from (1)
scatter in the polarization in different anneal cycles and (2) from uncertainties

in the TE calibrations and precision of the NMR [83].

The error on the deuteron polarization was estimated at 4%. Because of the
lower NMR frequencies used to measure the deuteron polarization, it was not

affected by the non-linearities that were seen with the '°NHj target. The un-
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certainty on the deuteron polarization was the largest contribution in the mid
x region. However, it was not much bigger than the next largest contributions,
those from the dilution factor and the nuclear correction Cy. This can be seen
graphically in Figure 73.

et /m: The contributions from the pair symmetric background /hadron background
were typically around 1%.

C; and Cs: Only the C; nuclear correction factor was used for the ’NH; data and
its relative error was estimated at 0.5%. This value came from the 20% relative
uncertainty on the C), in Equation 17 combined with a typical C, of 0.024.
The C, coefficient, which adjusts for the *N present in the *’NH; material,

was assumed to be zero with no error.

For the SLiD target both terms were used. C) accounted for the effective
deuteron in °Li and was approximately the same size as the uncertainty on
the dilution factor. The Cy coefficient is part of the correction for the residual
protons in the deuterium. This was a small correction to Aﬁ, around 5%.
The largest contribution to the Cs uncertainty came from the residual proton
polarization, which was small and difficult to measure. A breakdown of both
the C and C5 components was presented on page 151.

f: The dilution factor error was primarily due to the uncertainty on the the pack-
ing fraction. Significant contributions also came from the uncertainty on the
structure function F,, which was used in obtaining the cross sections. The

error for the ammonia target was estimated at 2.5%. For °LiD, 2.5% is the
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error on the dilution factor and 1.5% is due to oxygen contamination of the
material [131]. These two components were combined in quadrature to get the
2.9% value shown in Table 32.

Contributions to the radiative corrections error came from uncertainties in
the input models used for the calculation. The different categories of models
were Deep Inelastic Scattering (z dependence and Q* dependence), unpolar-
ized structure functions, g», Pauli Suppression Factor models, target models,
elastic nucleon form factor, resonance asymmetry models, peaking approxima-
tion, and miscellaneous assumptions. Each category also contained additional
models which were believed to be reasonable. Models in the final set were
considered to be the optimum choice for their category. By substituting in
each alternative model and by varying the parameters in accordance to their
errors, the spread in the radiative correction calculation was determined for
each category. The spread about the value obtained with the nominal model
was used as the systematic error for that category. Each category was as-
sumed to be independent and the different categories’ errors were combined

in quadrature.

For the integral over the measured region, the dominant contributions to the
radiative corrections’ systematic error came from the unpolarized structure
function models and from the g, models. Radiative corrections were the largest

uncertainty on ¢, at low x. More details of the procedure including specific
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information about the models can be found in Reference [143].

Fy: The spin averaged structure function F, came from an NMC fit [154]. The
uncertainty provided by the fit was used as the systematic error and was
about 2% relative. An example of fit values using the 2.75° spectrometer’s
kinematics was shown in Figure 48 on page 152 along with its relative error.

R: The R1998 fit [11] was used for R. As with Fy, the uncertainty from the fit was
used as its contribution to the systematic error. An example was shown on
page 137. The relative uncertainty on R was around 20%.

The systematic error on ¢; and its different components are tabulated on
page 219 (220) and plotted in Figure 72 (73) for the proton (deuteron). As was
mentioned above, Figure 72 shows that for the proton measurement, the contribution
from the target polarization dominates the systematic error. The remaining sources
of uncertainties are roughly similar in size. For the deuteron measurement, the main
sources of error are the radiative corrections at low z and the target polarization in

the mid x range.

5.4 @Q? Dependence

An understanding of how g; evolves with (% is important for an accurate
evaluation of I';. This was a relevant factor in the results presented in Sections 5.1
and 5.2. Because of the three independent spectrometers and the wide Q% range
accessible, the E155 data may provide insights into how ¢; varies with Q%. One

way of looking at this dependence is to compare g; to the well measured F;. Tradi-
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tionally the ratio g;/F; has been considered as independent of ?. This treatment
stemmed from the similarity of the DGLAP equations for the spin dependent and
spin independent structure functions [159]. This assumption is consistent with the
data.

In the E155 analysis, efforts were made to help improve upon the current
understanding of the Q? dependence of g;. Using the code developed for the E155
radiative corrections analysis, phenomenological fits were made [143, 148] on the ra-
tio g1 /F; which took advantage of a global data set®. There is a two-fold advantage
to using this ratio instead of with g, alone. First, g, /F} is closer to the asymmetries
that were measured in E155. Second, similarities between the two structure func-
tions may cancel allowing differences to be more pronounced in the ratio. The fits
were performed on proton, neutron, and deuteron data simultaneously, where the

form of the fit was

gl(vaZ) _ 2 i

for the proton and neutron. In the case of the deuteron, Equations 11 and 4 were

combined to give

o0 1o Lo (@) e @) | bleQ) @)
@)~ 2 R R0 " R @) Fe))

In addition, fits were performed on the related quantity A; and different forms of

the Q? term were tried*. The effect of including a Q? term of some sort compared

3This set included results from SLAC experiments E155, E154 [18], E143 [40], E142 [38], E130
[33], E80 [160] as well as data from EMC [16], SMC [161], and Hermes [162, 163].
“For example, a log @ term was also tried [143].
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Table 35: Parameters from the phenomenological fit [148].

proton neutron
0.700 £ 0.082 -0.34 =+ 0.52
0.82 £0.23 -0.013 = 0.038
1.01 £0.64 -0.33 £0.15
-1.49 £ 0.60 0.76 =+ 0.39
-0.037 £ 0.061 0.13 £ 0.46

Q0 oL Q9

to ignoring the dependence was that having the Q% term improved the quality of
the fits. A lower x?/d.f. was obtained with the inclusion of a Q% term. More details
on the variations and procedure used for the phenomenological fits can be found in
Reference [143].

The results of the fits which used Equation 11 are presented in Table 35 and
plotted along with data as a function of Q? in Figures 74 (proton) and 75 (deuteron).
E155 measurements are shown as solid points and the data from the three spectrom-
eters have not been combined. Bins with three E155 points correspond to regions
where the spectrometers’ coverage overlap in . Each sub-plot is for a different = bin
® where world binning (or coarse binning) has been used. The phenomenological
fits represent the data well and as a function of Q? are quite flat. Also, the plots
show how the inclusion of the E155 data nicely complement those of E143 and SMC.
E155’s efforts contributed a considerable amount of information useful in studying
the Q% dependence of g;. However, as seen by the d parameter in Table 35, which is

the coefficient of the () term in Equation 11, the Q* dependence as parameterized

5See Table 36.



Table 36: World bins with the range of  values contained within each.

bin low center high
number  x  (bin name)
0 0.006 0.008 0.010
1 0.010 0.015 0.020
2 0.020 0.025 0.030
3 0.030 0.035 0.040
4 0.040 0.05 0.060
Y 0.060 0.08 0.100
6 0.100 0.125 0.150
7 0.150 0.175 0.200
8 0.200 0.25 0.300
9 0.300 0.35 0.400
10 0.400 0.5 0.600
11 0.600 0.75 0.900

here is small and consistent with zero.

neutron.
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This holds true for both the proton and

Figures 74 and 75 also show the results of the E155 NLO QCD fit. For the

mid to high = bins the NLO QCD fits tend to increase slightly with Q. In the

lowest x bins, the slope is opposite for proton and deuteron targets. However, there

are very few data points in those bins indicating the need for more high quality low

x data.

5.5 NLO QCD Analysis Results

In Section 2.3 an outline was given for an NLO QCD analysis of the spin

structure functions. In this section, selected details and results will be presented

for the NLO QCD analysis performed on the final E155 data set. A more in depth

discussion of the procedure can be found in [71] and references therein. However,
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Figure 74: Proton data for g, /F; as a function of Q?. Data are plotted with statistical
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the results reported in [71] differ from those shown here for several reasons. The
primary ones are that more runs (i.e., more data) have been included and the final
proton polarization correction [84] has been used for these results.

As mentioned in Section 2.3, the starting point of the analysis was a param-

eterization of the polarized PDF's. This took the form
Af(x, Q) = Apa® f(x,Q5), (13)

where f(z,Q3) are the unpolarized PDFs taken from [164]. The polarized PDFs
were divided into four groups: two for valence quarks, one for the gluons, and one
for the sea quarks. The last group was parameterized as AQ = 1(Au + Ad) + tAs
and the unpolarized sea quarks were assumed to be flavor symmetric. The fit was
performed on the world data set®. The fits were performed in the M S factorization
scheme and used a,(M2) = 0.114 which corresponds to a,(5 GeV?) = 0.26. An ad-
ditional analysis was made using the AB scheme, but the fits did not converge. The
« parameters were required to be positive and an upper limit of 2 also was imposed
on ag and o. Parameters obtained from the fit for polarized PDFs are presented
in Table 37. Results of the fits for g; for the proton, deuteron, and neutron are
plotted along with data in Figure 76. The fits well represent the data. For all three
target types, the fits tend toward negative values in the unmeasured low z region.
Also included in each sub-plot of Figure 76 is a ¢g; curve from the E155 phenomeno-

logical fits. In the measured region the NLO QCD and phenomenological fits agree

6This included data from this experiment (p and d) as well as E154 (n) [157], E143 (p and d)
[40], E142 (n) [38], Hermes (p and n) [162, 163], SMC (p and d) [161], and EMC (p) [16]
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Table 37: Coefficients for polarized parton distribution fit to world data on g (z, Q?).

Value Stat. Syst.

0.04 0.05
R
R
Ag 001 oo o

+0.37  +0.48
T et
Qy, 0.57  Tyor o2

0

1000 1001
O
oQ 100 Zp5s oo
002 +0.66 +0.78

Table 38: Moments of the polarized parton distributions at Q?=5 GeV?2.

value stat. syst.
Auy  0.71 £ 0.02 £ 0.04
Ady  -0.4540.03 £0.03
AQ -0.0140.0140.02
AG  1.624+0.78+1.13

well. First moments, evolved to a Q? = 5GeV?, are given in Table 38. While the
contribution to the nucleon spin from the valence quarks is well determined, that
from the sea and gluons are not.

Additional quantities are determined as a result of the NLO QCD fitting
procedure such as singlet and non-singlet matrix elements and the first moments of
g1 for all three target types. These results are summarized in Table 39 and will be
discussed below.

As was done earlier with the “E155 only” measurements, these can be com-
pared to predictions or to measurements obtained through other means. To begin,

the non-singlet matrix elements a3 and ag can be compared to those values presented
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Figure 76: E155 g; data evolved to a common Q2 of 5GeV? for proton, deuteron, and
extracted neutron. Data shown are the same as in Figure 70 except that the E155 results
use world binning. Curves are from the E155 NLO QCD and phenomenological fits to
world data.
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Table 39: Fit results at Q*=5 GeV?.

value stat.  syst.
as 1.153 £ 0.022 £ 0.047
ag 0.263 £+ 0.040 & 0.054
AY  0.229 £ 0.041 £ 0.057
e 0.118 + 0.004 £+ 0.007
It -0.058 £ 0.005 £ 0.008
ré 0.028 £ 0.004 £ 0.005
™™  0.176 £ 0.003 & 0.007

in Section 2.3 which were obtained from neutron and hyperon (3-decay. These give

(-decay E155 NLO

az:  1.2670+0.0035 1.153 £ 0.052 (14)

as : 0.584 4+0.032 0.263 +0.067
which show poor agreement between values obtained through NLO QCD analysis
and (-decay. The discrepancies between the results are due to known differences.
Similar values for the non-singlet matrix elements were obtained in the E154 NLO
QCD analysis [157], which was the basis for the procedure used in E155. Something
not done for the E155 analysis but performed for E154 was an estimation of the the-
oretical uncertainties for the various quantities. In E154 the theoretical uncertainty
on the ag matrix element was *023 [157). Adopting these uncertainties, which is
reasonable due to the overlap between the two analyses, improves the agreement
between the two values of ag. The ~ 20 disagreement on the az matrix element is

because the calculation is done at NLO and does not include higher order correc-

tions to the Bjorken Sum Rule. These corrections were not included so as to remain
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consistent with the NLO QCD approximation.

With the NLO QCD analysis, the Bjorken Sum Rule is found to be
[ — I ge=s gev2 = 0-176 + 0.003 = 0.007 (15)

which is in very good agreement with the theoretical prediction of 0.18240.005. The
singlet matrix element, which in the M .S scheme represents the quark contribution

to the helicity of the nucleon, was determined to be
AY = 0.229 + 0.041 £+ 0.057. (16)

This is much less than the Ellis-Jaffe prediction [31] of 0.58 but is in good agreement
with other measurements of this quantity made during the past decade or so. The
quarks carry around 20% of the total spin of the nucleon. In contrast to the quark
contribution, the spin from the gluons is still an open question. As was shown in
Table 38, the gluon contribution looks positive and the current estimates suggest
that it is large enough to account for the remaining spin. However, the large uncer-
tainties also allow for a AG of zero. In the case of the angular momentum sum rule,
this means that few constraints can be placed on the orbital angular momentum

term, which will compensate or offset AG contribution to make up the remaining

80%.



CHAPTER 6
SUMMARY AND CONCLUSIONS

High precision data for the spin structure functions of the proton and deuteron
have been presented. These data are a significant contribution to the g, world
data set and to our understanding of the quarks’ role in the net spin of the nu-
cleon. At the present time this contribution is reasonably well determined with
AY(Q? = 5GeV?) = 0.23 4 0.07. Future efforts will begin to focus on other compo-
nents of the nucleon spin and in particular, the gluon contribution.

Concerning the Q? dependence of g;, E155 data filled in gaps that existed
between the results of SMC at high @? and E143 at low Q2. A strong point of the
E155 contribution was the three independent spectrometers which covered a wide
range of ? values. Because they sometimes overlapped in z, this enabled three
measurements of different @ values in one z-bin thus minimizing the systematic
uncertainties common to all three spectrometers.

Our deuterium data were collected on a solid, polarized ®LiD target, a first for
this type of experiment. The target maintained a high polarization for an extended
period of time requiring less down time for polarization driven target maintenance

activities such as anneals. This opens up yet another avenue for testing and corrob-

231



232

orating our understanding of the spin structure of the nucleon.

Also presented were asymmetries constructed from the E155 inclusive pions
and inclusive hadron data set. These asymmetries already have proven themselves
useful. They have led to a fine tuning of a proposed model for inclusive, photopro-
duced pions in the form of the inclusion of soft processes. This addition improved
the agreement between data and model.

There is still much to learn about the mechanisms underlying the spin of
the nucleon. For example, the contributions to the first moments I'y from the
unmeasured low x region are significant using the current best estimates. However,
these are only speculation and knowledge of the true behavior will best be gained
through measurements. The low x behavior as described by the NLO QCD fits may
be supported or new surprises may await. An improved precision on I'; also will
enable an even more rigorous test of the sum rules presented here. At the present
time no experiments are approved to explore this region of kinematics. However,
one could expect an effort to be included in the plans for a polarized ep collider [167]
or as part of a fixed target program on some flavor of the Next Linear Collider.

The gluon contribution to the nucleon spin is still a poorly measured quantity,
but this will change in upcoming years. Hermes at DESY, which is still collecting
data, will be able to provide some information on AG through their semi-inclusive
measurements [165]. The approved CERN experiment COMPASS [46] will make a
measurement through photon-gluon fusion (¥*§ — c¢) . Also RHIC at Brookhaven

[166] is expected to make a precise determination of AG in polarized proton-proton
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collisions using either direct photon production (§§ — <q) or heavy quark produc-
tion (57 — QQ).

Much has been accomplished since the “spin crisis” of the late 1980’s. As is
often the case, progress is slow and does not always follow a straight path. The next
wave of experiments have their challenges laid out before them. The spin physics
community will be treated to its share of triumphs and surprises in the years to

come.
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Table 40: E155 results without Radiative Corrections for Ay, 2.75° spectrometer.

0 ~ 2.75°
Proton Deuteron

(xy (@*  Aj £ stat (z) (Q?) A £ stat
0.014 1.00 0.02140.021 0.014 1.00 0.002+0.046
0.015 1.09 0.026 +0.009 0.015 1.09 0.001+0.018
0.017 1.20 0.033 £0.006 0.017 1.20 -0.032+£0.013
0.019 1.32 0.028 £ 0.006 0.019 1.32 0.003£0.012
0.022 1.45 0.02940.006 0.022 1.45 0.007+0.012
0.024 1.58 0.034+0.006 0.024 159 0.015+£0.012
0.027 1.73 0.039+0.006 0.027 1.73 0.009+0.011
0.031 1.89 0.041 £+0.006 0.031 1.88 0.016£0.011
0.035 2.04 0.048 +=0.006 0.035 2.04 0.006+0.011
0.039 2.22 0.037+0.006 0.039 2.21 0.0161+0.011
0.044 2.40 0.056 +0.006 0.044 2.39 0.054+£0.011
0.049 2.59 0.06140.006 0.049 2.58 -0.001+0.011
0.056 2.78 0.059 +£0.006 0.056 2.77 -0.001=+0.011
0.063 2.97 0.062£0.006 0.063 297 0.009+0.012
0.071  3.17 0.067 £0.007 0.071 3.17 0.032+£0.012
0.079 3.37 0.080+0.007 0.079 3.36 0.043+0.012
0.089 3.57 0.064 £+0.007 0.089 3.57 0.028+0.013
0.101  3.77 0.07240.007 0.101 3.77 0.039+£0.013
0.113 3.97 0.051 £0.008 0.113 397 0.037+£0.014
0.128 4.17 0.064 +0.008 0.128 4.17 0.0034+0.014
0.143 4.36 0.082=+0.008 0.144 4.36 0.039+0.015
0.162 4.54 0.085=0.009 0.162 4.55 0.031x0.016
0.182 4.72 0.07340.009 0.182 4.72 0.035%0.017
0.205 4.88 0.07540.010 0.205 4.89 0.042+0.018
0.230 5.04 0.080+0.010 0.230 5.04 0.046 £0.020
0.259 5.18 0.092+0.011 0.259 5.19 0.037+0.021
0.292 5.33 0.080%0.012 0.292 5.33 0.058+0.023
0.328 5.46 0.083+0.013 0.328 5.47 0.061+£0.026
0.370 5.58 0.064+0.015 0.370 5.58 0.049 £0.030
0.416 5.68 0.09440.017 0.416 5.68 -0.004 £0.034
0.468 5.78 0.093+0.019 0.468 5.78 0.09240.040
0.527 5.87 0.040+0.022 0.527 5.87 0.096 +£0.047
0.593 5.94 0.06140.025 0.593 5.95 0.115+0.055
0.667 6.00 0.05840.029 0.668 6.00 -0.023£0.063
0.751 6.06 0.0784+0.033 0.751 6.07 0.092+0.072
0.846 6.12 0.125+0.042 0.846 6.12 -0.063 1+0.082
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Table 41: E155 results without Radiative Corrections for A}, 5.5° spectrometer.

0 =~ 5.5°
Proton Deuteron

()  (Q% Aj + stat () (Q% Ay * stat
0.057 4.00 0.143+£0.044 0.057 4.00 -0.129+40.092
0.063 4.39 0.121+£0.021 0.063 4.39 0.036 +0.042
0.071  4.83 0.100£0.014 0.071 4.83 0.01140.028
0.080 5.30 0.111+£0.011 0.080 5.30 0.0124+0.021
0.090 5.80 0.120+0.010 0.090 5.80 0.021+40.019
0.101 6.32 0.128+0.009 0.101 6.32 0.072+0.017
0.113 6.87 0.126 £0.009 0.113 6.87 0.025+0.017
0.128 7.43 0.166 +£0.009 0.128 7.43 0.058 £0.017
0.144 8.02 0.166£0.009 0.144 8.02 0.087+0.018
0.162 8.62 0.152+0.009 0.162 8.62 0.063+0.018
0.182 9.23 0.167£0.010 0.182 9.23 0.073+0.020
0.205 9.85 0.166£0.010 0.205 9.85 0.069+0.021
0.230 10.48 0.206+0.011 0.230 10.48 0.118+0.023
0.259 11.11 0.19440.012 0.259 11.12 0.091 £0.025
0.292 11.73 0.209+0.013 0.292 11.73 0.149+0.027
0.328 12.34 0.199+0.014 0.328 12.34 0.126 +=0.030
0.370 12.94 0.225%0.016 0.369 12.94 0.167+0.034
0.416 13.52 0.229+0.018 0.416 13.53 0.105+0.039
0.468 14.08 0.171+0.021 0.468 14.09 0.1014+0.046
0.526 14.61 0.202+0.024 0.526 14.63 0.146 £0.055
0.592 15.11 0.199+£0.030 0.592 15.12 0.26540.069
0.666 15.58 0.167£0.038 0.666 15.59 0.255 4 0.088
0.749 15.99 0.229+0.050 0.749 16.00 0.025+0.115
0.843 16.34 0.19240.078 0.843 16.35 0.148+0.156
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Table 42: E155 results without Radiative Corrections for A), 10.5° spectrometer.
0 ~ 10.5°
Proton Deuteron
<I> <Q2> A” + stat <.’L‘> <Q2> A” + stat
0.130 10.04 0.286+0.090 0.130 10.04 0.02240.182
0.145 11.14 0.27640.038 0.145 11.14 0.0204+0.081
0.162 12.35 0.2454+0.026 0.163 12.37 0.20740.056
0.182 13.70 0.292+0.021 0.182 13.70 0.12040.046
0.205 15.13 0.299 4+0.020 0.205 15.15 0.178 +£0.045
0.230 16.66 0.34940.022 0.230 16.67 0.097 £0.047
0.259 18.28 0.331x+0.025 0.259 18.28 0.220£0.053
0.291 20.03 0.449+0.029 0.292 20.04 0.263 £0.061
0.328 21.86 0.436 £0.032 0.328 21.86 0.193 £0.068
0.369 23.80 0.412+0.037 0.369 23.79 0.390+0.080
0.413 25.85 0.352=%0.052 0.414 2589 0.21240.107
0.465 27.94 0.397+0.086 0.465 28.04 0.34040.166
0.524 30.12 0.292+0.137 0.524 30.19 0.37340.272
0.590 32.30 0.650+0.193 0.590 32.36 -0.214£0.414
0.663 34.72 0.405=+0.313 0.661 34.79 0.31240.682
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