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Abstract

A precision measurement of the deep inelastic polarized structure functions gb(z, Q?)
and g¢(z,Q?) and the virtual photon asymmetries A5(x, Q%) and A%(z,@?) has been
made by the E155x collaboration in the ranges 0.02 < z < 0.8 and 0.7 (GeV/c)* <
Q* < 20 (GeV/c)?. The transverse asymmetry (A;) was measured at SLAC using
29.1 and 32.3 GeV longitudinally polarized electrons incident on transversely polar-
ized target protons and deuterons; the scattered electrons were detected by three fixed
angle spectrometers at 2.75°, 5.5°, and 10.5° from the beam line. g, was extracted
using the measured A, an E155 phenomenological fit to ¢;/F}, and the SLAC fit to
R(x,Q?); the function Fy was obtained from the most recent NMC fit to Fy(z, Q?).
The errors on g, for both proton and deuteron are more than three times smaller
than those of the previously existing world data set, thus enabling the data to resolve
clearly between ¢3* and zero as well as make distinctions between various models.
In addition, the Burkhardt-Cottingham and Efremov-Leader-Teryaev sum rules were

evaluated over the measured kinematic region, as well as the dy twist-3 matrix element

for the proton and neutron.
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Chapter 1

Introduction

The seeds of nuclear physics took root nearly a century ago with the discovery of
the nuclear atom model by Rutherford in 1910. His discovery was born out of clever
insight and data analysis from some of the first particle scattering experiments ever
conducted. Around 1920, Rutherford coined the term ‘proton’ to refer to the posi-
tively charged nucleon, and predicted the existence of a neutral nucleon—he referred
to as the ‘neutron’. The discovery of the neutron by Chadwick in 1932 firmly estab-
lished the prevailing nuclear model in which protons and neutrons were viewed as the
basic nuclear constituents of all elements.

In 1935, Yukawa proposed that the ‘strong’ short-range nuclear force, responsible
for binding nucleons within a nucleus, was created by the exchange of ‘r-mesons’
between the nucleons. His theory predicted the mass of the m-meson, or pion, and
in 1947 it was discovered using cosmic ray studies. Many predicted, and new, par-
ticles were being discovered in this era at an astonishing rate: Antiparticles, neu-
trinos, muons, pions, kaons, and other exotic particles. The growing data base of
new particles combined with studies of particle decays and resonances gave rise to

distinctions between different classes of particles based on the types of interactions
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in which they participated. Leptons (electrons, muons, neutrinos, etc.) are particles
which do not experience the strong-nuclear force; hadrons (protons, neutrons, pions,
etc.) are particles that do experience the strong-nuclear force. Furthermore, leptons
are considered as structureless point-like fundamental particles, whereas hadrons are
composite. In 1964, Gell-Mann and Zweig proposed that ‘quark’ particles were the
fundamental building blocks of hadrons: A three quark composite particle is called
a baryon (proton, neutron, Lambda, etc.) and a quark-antiquark particle is called a
meson (pion, kaon, eta, etc.). In that same year, the concept of the ‘gluon’ as the
exchange particle mediating the strong-nuclear force between quarks was introduced
along with the concept of color-charged quarks and gluons. Soon thereafter, work
began on the gluon theory of quark interactions governed by the quantum dynamics
of color-charges; this theory is known as quantum chromodynamics (QCD).

The first confirmation of the existence of quarks and gluons came in the late 1960s
and early 1970s, respectively. During this time, the final formulations of QCD theory
and the development of the ‘Standard Model’ took place. The Standard Model is
the theory of fundamental particles and how they interact; it describes how the four
known fundamental forces in the universe (electromagnetic, weak and strong-nuclear,
and gravity) are created by the exchange of ‘bosons’ (zero or integer-spin particles)
between the fundamental half-integer spin particles known as ‘fermions’ (leptons and
quarks). The exchange boson associated with the familiar electromagnetic interaction
described by quantum electrodynamics (QED) is the photon. The intermediate vector
bosons (W= and Z°) of the weak-nuclear force were discovered in the early 1980s.
During the last three decades, the Standard model (for all forces but gravity) has
proven to be a remarkably successful theory whose predictions are routinely tested
by experiment.

The theoretical progress discussed above was paralleled by advances in the ex-
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perimental techniques needed to test the theories. For example, advances in particle
accelerator and detector technologies produced enterprising particle scattering exper-
iments, with ever increasing measurement precision, which tested and expanded the
realms of theoretical knowledge. In the 1950s, Hofstadter and others pioneered the
use of electron scattering to probe the ‘structure’ of the nucleon. In this work, the de-
viations of the measured cross sections from those expected from elastic scattering off
point-like target nucleons were associated with electromagnetic ‘form’ factors. From
the measurement of these form factors, information regarding the size and shape of
electric and magnetic field distributions in the nucleon could be extracted. At higher
incident electron energies and greater momentum transfer between the electrons and
target nucleons, inelastic scattering form factors (or structure functions) provided
details of the momentum distributions of the nucleon’s constituents. In fact, elastic
and inelastic electron-proton scattering experiments conducted at the Stanford Lin-
ear Accelerator Center (SLAC) in the late 1960s led to the eventual confirmation of
quarks. From these experiments, it was found that the inelastic cross sections ex-
hibited ‘scaling’ behavior when plotted using a variable introduced by Bjorken. The
observation of Bjorken scaling implied that the cross sections were largely indepen-
dent of the momentum transfer (Q*) of the interaction. This phenomenon initiated,
and was soon explained by, the introduction of the quark parton model (QPM) by
Feynman.

With further theoretical and technological advances in the facilities available to
particle scattering experiments, the ability to probe the ‘spin’ structure of nucle-
ons became possible. Experiments conducted with spin-polarized leptons scattered
from spin-polarized nucleons allow a determination of the spin structure functions
analogous to the unpolarized structure functions or form factors discussed above.

Measurements of these functions, which vary with the energy and momentum of the
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exchange boson, provide information and insight regarding the spin distributions of
the nucleon’s constituents. These measurements also provide tests of the QPM and
certain aspects of QCD. In particular, spin structure function measurements allow for
a test of the fundamental Bjorken sum rule-which relates the difference in the first
moments of ¢g; for the proton and neutron to the axial/axial-vector coupling constant
ratio, ga/gy, obtained from measurements of neutron f-decay. It is commonly un-
derstood that the viability of QCD as the theory of strong interactions rests on the
verification of Bjorken’s sum rule.

The first deep inelastic scattering experiments with polarized leptons and polarized
nucleons were performed at SLAC in the mid 1970s and early 1980s [1-3]. In these
early experiments, large asymmetries were observed in the cross sections for different
helicity configurations as predicted by the QPM, and the first measurement of the g;
spin structure function of the proton was produced. The improved statistical precision
in the g measurement performed by the European Muon Collaboration (EMC) at
CERN in the mid 1980s [4] revealed an unexpected low contribution of the quarks’
spin to the overall proton spin. They found this contribution to be only ~ 10 %
instead of the QPM expectation of ~ 60 %. This result initiated the so-called ‘spin-
crisis’—which stirred much activity on both experimental and theoretical fronts with
the purpose of verifying and reconciling the discrepancy. As a consequence, several
polarized lepton-nucleon deep inelastic scattering experiments were performed during
the past decade.

The g, structure function of the neutron was first measured at SLAC during ex-
periment E142 [5,6]. Both g¢; and g¢» spin structure functions of the proton and
deuteron were measured at CERN by the spin muon collaboration (SMC) [7-9]. Up-
grades to the experimental facilities at SLAC produced a new generation of precision

spin structure function measurements: E143 [10-15], E154 [16-18], E155 [19-22], and
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E155x. The HERMES spin physics experiments at DESY started in 1995 and are
planned to continue until 2006; they have thus far reported results for ¢7"" [23,24]. A
chronology of these experiments listed with the structure functions they measured is
given in Table 1.1.

The unexpected low value of the quarks’ spin contribution to the overall proton
spin found by EMC has since been confirmed by several different collaborations.
Although the current value of this contribution (~ 30 %) is still significantly below
the naive QPM expectation, there is no longer a ‘crisis’ in terms of understanding
the composition of the nucleon’s spin; this is due to advancements in theoretical
knowledge which are discussed further in the next chapter. Also, the Bjorken sum
rule has not been found to be violated by any experiments performed to date.

During the first half of the past decade, most experimental and theoretical activity

was centered around ¢g; measurements with little interest in gs; go was simply viewed

Exp. Facility/ Target Material(s) Structure Fnct(s) Meas

Collab. Name | Year proton | deut or neut || ¢7 [ 5 [ ¢f | 92 | g7 | g

SLAC/E80 | 1976 || C4Hy(OH) — va

SLAC/E130 | 1983 || C4H,(OH) - N

CERN/EMC | 1988 | "NH, - Vi

SLAC/E142 1993 —— *He gas Vi

CERN/SMC | 1994 || CsHo(OH) | C4Do(OD) || v/ |V |/ |V

SLAC/E143 | 1995 | NH, BNDy ||V |V V]

SLAC/E154 1997 -— *He gas NARY;
DESY/HERMES | 1997 H gas SHe gas Vi Vv

SLAC/E155 | 1993 | NI, SLiD NARVARVARY

SLAC/El5bx | 2002 | N, SLiD N Vi

Table 1.1: Twenty-five year history of experiments measuring the spin-polarized struc-
ture functions ¢g; and g of the proton, deuteron, and neutron. The date listed gives
the year of the collaboration’s first publication. The experiments at CERN scat-
tered polarized muons (") with energies between 100 and 200 GeV, those at SLAC
used polarized electrons between 5 and 50 GeV, and DESY used 28 GeV polarized
positrons.
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as a small correction to g;. When it became apparent that g; was on its way to being
well understood, attention shifted to go measurements and interpretations. Since go
contains contributions from both twist-2 and twist-3 operators in the leading order
1/Q? expansion, (whereas g; and the unpolarized structure functions contain only
twist-2 contributions), a precision g, measurement would allow, for the first time,
tests of lattice QCD and operator product expansion (OPE) predictions for the dj
twist-3 matrix element. Furthermore, the precision g data from E155x will also
provide the first meaningful tests of the Burkhardt-Cottingham (BC) and Efremov-
Leader-Teryaev (ELT) sum rules.

The subject of this dissertation is the experiment E155x, which was conducted at
SLAC between February 26 and May 5, 1999. The experiment measured the cross sec-
tion asymmetries, A’id, using longitudinally polarized electrons scattered from trans-
versely polarized fixed proton and deuteron targets. The structure functions, gg’d,
and the virtual photon asymmetries, Ag’d, were extracted from the measured asym-
metries. The following paragraph will highlight the topics discussed in the remaining
chapters of this dissertation.

The general formalism for deep inelastic scattering is presented in Chapter 2.
This chapter develops the experimental asymmetries and relates them to the struc-
ture functions and virtual photon asymmetries. The interpretation of the structure
functions within the QPM are presented and the dy twist-3 matrix element from the
OPE and the BC and ELT sum rules are defined. Chapter 3 details the experimen-
tal setup including the SLAC electron beam components, polarized solid proton and
deuteron targets, and the three fixed angle spectrometers. Chapter 4 covers the data
reduction and data analysis. The results of the experiment are given in Chapter 5,
and a summary of the experiment with concluding remarks and future prospects is

given in Chapter 6. Data tables of the experimental asymmetry, the g, spin structure
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function, and the A, virtual photon asymmetry for the proton and deuteron are given

in Appendix A and B, respectively.



Chapter 2

Theory

2.1 Lepton-Nucleon Deep Inelastic Scattering

The process of scattering a high energy lepton from a target nucleon with a momentum
transfer, (%, greater than the target mass equivalent (1 (GeV/c?)?) and an invariant
mass beyond the nuclear resonances (W? > 4 (GeV/c?)?) classifies the scattering as
deeply inelastic. It is understood that at these energies, the virtual photon exchanged
between the scattered lepton and target nucleon probes electromagnetic forces at very
small distance scales deep within the nucleon. And at such high momentum transfer,
the target nucleon will typically break apart and result in a jet of hadrons in the
forward direction.

At the kinematics of E155x and most other DIS experiments of this kind, the
invoked neutral current scattering events are dominated by the single photon exchange
mechanism shown in Figure 2.1*. For this diagram, the scattered lepton is detected

at an angle # after exchanging a virtual photon of four-momentum ¢* with a nucleon.

*There is also a small probability of scattering via Z° boson exchange (the neutral weak force
mediator). This possibility requires attention and will be discussed in Section 4.4.5.
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All relevant variables for Figure 2.1 are listed and defined in Table 2.1.

For the process of Figure 2.1, the differential cross section for detecting the scat-
tered lepton within the solid angle d) and with energy between E’' and E’' + dE’ can
be expressed as

d*c a? E'

= Ky
T = oi g e (2.1)

Here, o is the fine structure constant and L, and W, are the leptonic and hadronic
tensors respectively. These tensors completely describe the state (momentum and
spin) of their respective particles before and after their photon vertices. The lep-
tonic current tensor is fundamental and can be expressed exactly in terms of known
quantities using the Feynman rules. Summing over final lepton helicity states, and
separating the tensor into symmetric (S) and antisymmetric (A) components with

respect to u, v interchange, the purely electromagnetic lepton current is described by

Ly =2L8) +2iL), (2.2)

with
Lgfy = kukl, + Kk, — gu(k - k' —m?) (2.3)
LE;?/) - meul/aﬁsaqﬂa (24)

where g, is the space-time metric and €,,,4 is the totally antisymmetric tensor.
The expression describing the hadronic vertex, however, is inexact and requires the
use of four independent, incalculable DIS form factors that account for the composite
electromagnetic nature of the nucleon. Taking into consideration the requirements of
parity conservation, charge conjugation invariance, covariance, and electromagnetic

charge conservation, the purely electromagnetic hadronic tensor is constrained to the
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Lepton

P,S"

pop
K,s

10

K

Nucleon

Hadrons

Figure 2.1: Single photon exchange Feynman diagram for the inclusive deep inelastic
scattering of a lepton from a nucleon. The diagram depicts the lepton-photon vertex
as well known and point-like, whereas the nucleon-photon vertex is represented as

complicated and relatively unknown.

Variable Value/Expression Meaning

m Rest mass of incident lepton

M Rest mass of target nucleon

E Lab frame initial lepton energy

K (E,0,0, |k Initial 4-momentum of lepton

st < (], 0,0, E) Initial spin vector of lepton (longitudinal)

pr (M,0,0,0) Initial 4-momentum of target nucleon (at rest)
SH (0, 5) Initial Spin vector of nucleon

E' Lab frame final lepton energy

'+ (E' k" Final 4-momentum of lepton

0 Lab frame lepton scattering angle

q" k—Fk 4-momentum of the virtual photon

v E —FE'"or (P-q)/2M | Lab frame energy of virtual photon

Q? —q? or 4EE'sin*(0/2) | Virtual photon 4-momentum squared

T Q?/2Mv Fraction of nucleon momentum

carried by the struck quark

y v/E Fraction of energy lost by lepton
w? p2or M?+2Mv — Q? | Invariant mass squared of hadronic final state

Table 2.1: Kinematic quantities relevant for lab frame calculations of deep inelastic
scattering from stationary targets.
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form
W = WL(LE) + iWL(Lf)a (2.5)
with
1 UGy
W;ES) - M <_9W + #) Fi(v, Q%)
]. P . q P . q
(e e ) (7 Gl By 2o
CuvalB o
W = sy,
€vapsq”
+ ﬂMziz [(P q)S” (S q)Pﬂ] g92(v, Q%), (2.7)

where the F (v, Q%) and Fy(v, Q?) form factors are known as the spin-averaged struc-
ture functions, while g, (v, @*) and g»(v, @*) are the spin dependent structure func-

tions.

2.1.1 Unpolarized DIS

Upon examination of the above equations, it can be seen that for unpolarized lepton-
nucleon scattering, the cross section depends on only the symmetric components of
the current tensors and is written as

dQO.unp 012 El

unp __ o S v(S
i Q452L§“)WN (), (2.8)

o

In the laboratory frame, Equation 2.8 can be written, using Equations 2.3 and 2.6

and neglecting the lepton mass, as

402 E"? 2 (6 0 M 0
gune — 2@ Qf;); () {2F1 sin? <§> + 7F2 cos’ <§>] . (2.9)
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Thus spin-averaged DIS experiments provide a way of probing the F} and F, structure
functions.

The extraction of these structure functions from the first measurements of ¢*"? in
the late 1960’s provided some of the first direct experimental evidence of nucleon sub-
structure. This subject will be further discussed in Section 2.3; it is however pertinent
to mention the ‘scaling’ hypothesis here, which was advanced by J.D. Bjorken in 1969
[25]. This theory states that in the deep inelastic (or scaling) limit, when Q?, v — oo
but the ratio QTZ remains finite, the structure functions become void of any separate
Q? or v dependence and are instead only dependent on x (defined as %) In other
words, the structure functions in this limit, are said to scale with z (interpreted
here as the fraction of total nucleon momentum carried by the struck quark) and be
completely independent of the energy scale of the interaction up to logarithms of

generated by radiative corrections. That is:

Fi(v,Q*) = Fl(g;,Q2)—OO> Fy(x), (2.10)
Fy(v,Q%) = Fy(v,Q*) —— Fy(1). (2.11)

2.1.2 Polarized DIS

For the case of polarized scattering (both lepton and nucleon spin-polarized), the cross
section becomes dependent on LE{:‘,) W (4) as well. By studying the difference between
cross sections of opposite target polarization, the symmetric tensor contributions of
Equation 2.8 cancel, and only the polarized structure function dependence remains.
Although ¢, and g, cannot be independently measured, their individual contributions
to the cross section difference can be separately enhanced, depending on certain target

spin configurations, thereby allowing one to be kinematically favored over the other.
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Plane of S and k
(x,z plane)

Beam Direction

Scattering Plane
(k,k’ plane)

Figure 2.2: Laboratory frame coordinate system defining the general angular kine-
matics of polarized scattering.

Figure 2.2 illustrates the kinematic angles involved in the scattering; ¢ is the tilt of
the scattering plane, € is the angle between k and IAc’, and « (the angle between k
and S ) defines the target spin orientation which is experimentally constrained to lie

in the horizontal (x, z) plane. For this situation, the generalized expression for the

difference between cross sections with opposite target polarization is

T,é - dZO.T,fé‘ B dZO.T,S'
T dQdE dQdE'

40% E
= —QQJC\ZV? z (Ecosa+ E'cosO)vg; + 2EE (cos© — cosa)gz|, (2.12)

T)fé

o — O

where 1T and +S represent lepton and nucleon spin respectively, and © is the angle
between k' and S.

For the purpose of measuring the spin structure functions, there are two favor-

tPolarized lepton scattering experiments always use longitudinally polarized leptons because any
other orientation suppresses the cross sections.
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able target spin configurations: longitudinal and transverse. The longitudinal mode
scatters polarized leptons from target nucleons with spin aligned or anti-aligned with
the beam direction (o = 0 or 7). This corresponds to © — 6, and the cross section

difference of Equation 2.12 to leading order in % becomes

2 !
N M 4o B

NP E (E + E'cosO)vg, — Q%gs| . (2.13)

o

Here, it is apparent that for small scattering angles 6, g; is much more accessible than
go for longitudinal target spins.
The transverse spin configuration, however, favors the measurement of g,. In this

mode, which was utilized solely during E155x , longitudinal leptons are scattered

from nucleons polarized transverse to the beam direction (v = % or 2). For these

spin orientations, cos©® — +sinfcos¢ and to leading order in %, Equation 2.12

becomes
402 E" 2F
0o E sin f cos (g1 + _92) (2.14)

te =

o — O

Here, the difference exhibits a strong dependence on the tilt of the scattering plane
¢, and the contribution of g, is amplified by a factor % (which ranges between ~ 3
and ~ 10 for E155x ) with respect to g;’s contribution.

As was the case for the unpolarized structure functions, the spin structure func-
tions are also known to approximately scale with . The scaled versions of g; and ¢
are:

71, Q%) = g1(z, Q) g.(x), (2.15)

Q2y—>oo

lrm
S
Q? v — 0

G2 (v, Q%) = go(z, Q%) go(z). (2.16)
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Due to the difficulty in precisely measuring the absolute cross sections of Equa-
tion 2.12, the preferred method of acquiring the spin structure functions is to extract
them from asymmetry measurements. There are two asymmetries that can be formed
from polarized lepton-nucleon differential cross sections, and these correspond directly
to the two target spin configurations discussed above. The parallel asymmetry A
and the perpendicular asymmetry A, are defined as:

ot — gt o= — o=

Frequently reversing the target and/or beam polarization, while performing these
types of measurements, enables the slow-varying common factors of the numerator
and denominator, such as detection efficiency and spectrometer acceptance, to cancel
and thus reduce experimental uncertainties as well as systematic errors. Moreover,
since the cross sections are proportional to the event rates—defined as the number of
scattered leptons detected per number of incident leptons—the asymmetry measure-
ments are largely reduced to an exercise in counting.

For E155x, the asymmetries are expressed in terms of experimentally measured

or calculated quantities as

1 [0 er
Ay = TP,P,C, (Aléfz(ﬁ) - PbATE’fV(ﬁ)> + CR AT (2.18)
with
( N )T,C(U) ( N )T,:>(ﬂ)
e — | \@ Qs
Araw - N T;<:(~U') N T;:>(ﬂ) (219)
(@) + (@)

N and @, are, respectively, the corrected* number of events and beam charge ac-

IThe collected E155x events were corrected for non-DIS electron contamination as well as pions
misidentified as electrons.
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cumulated for the specific spin configuration; P, and F; are the beam and target
polarizations; f is the dilution factor (defined as the ratio of polarizable nucleons to
total nucleons seen by the beam); P,Agyy is a very small correction accounting for the
contamination of electroweak scattering events to A,.,; C; and Cy are target nuclear
correction factors, and A°™"¢" is the asymmetry of the other target species (i.e., for
measuring Adeuteron - Aother — APTOmy “ A of the above inefficiency and correction fac-
tors, as well as the application of radiative corrections to Equation 2.18, are detailed
in Sections 4.4 and 4.5.

Using Equations 2.13 and 2.14 and noting that the denominators of Equation 2.17
are just twice the unpolarized cross section (0“"?), the ‘counts’ asymmetries can be

written in terms of the structure functions as:
2N _ ' 2 Q* 2
Az, Q) = fx |(E+ E'cos0) gy (x,Q%) — 792(37,@ )1, (2.20)

. 2F
AL Q) = JiB'sin0cos 6o, + L, )] (221)
with the factor

tan®(%)

I = R oy sin?(9) + L Fy(w, Q2) cos?(£)

(2.22)

Likewise, the structure functions can be written in terms of the asymmetries as:

1 tan (2
g1 (z, Q) = m [ I ZZS(;) AL] , (2.23)
B y E + E'cosf
9o, Q%) = 2fk(E+ E') {E’ sin 6 cos ¢AL N A”] ' (2:24)

Here, the kinematic coefficients of A suppress its contribution to g;(x, @?), while
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they enhance it for gy(z, Q?).

2.2 Virtual Photon Asymmetries

Much insight into the nature and interpretation of the structure functions can be
achieved by analyzing the process of Figure 2.1 in terms of the virtual photon. Using
the Optical theorem, the absorption of the virtual photon by the nucleon (v*N — X)
can be related to the imaginary part of the forward virtual photon-nucleon Compton

scattering amplitudes. These imaginary amplitudes are defined as
Im( M pea) = €y, €55 (W +iw (D), (2.25)

where the four amplitude subscripts refer to the helicities of the photon and nucleon
initial (a,b) and final (¢, d) states, respectively, the €, terms are the virtual photon
polarization four vectors (two transverse (s,- = £1) and one scalar or longitudinal
(sy« = 0)), and the hadronic tensor terms have been previously defined in Equa-
tions 2.6 and 2.7.

For a spin—% target, there are four independent virtual Compton scattering helicity
amplitudes under the constraints of parity and time reversal invariance, and these can

be written in terms of the structure functions as

4 r 4r%al

K Im(Ml,f%;l,f%) = Oy = K M (Fl + 01— ’7292) ; (2.26)
4 4m%c 1
% Im(ML%;L%) = 03T/2 = K M (FL— 91 +7°92) (2.27)
4o Amta /7?2
Im(./\/ll,,%;o,%) = UlT/]Q = K M (91 + 92), (2.28)
4 I 4 1 1
I% Im(Moyé;O’%) = 0'1/2 = K m <M(1 + W)FZ — VF1> s (229)
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where the virtual photon flux factor K = v — % is conventionally defined as the
energy required for a real photon to create the state X, and +? is defined as g—; The
virtual photo-absorption cross sections defined in the above equations have subscripts
referring to the total spin of the photon-nucleon system projected along the incident
lepton direction, and superscripts referring to the initial and final photon polarization:
T for transverse, L for longitudinal, and T'L represents the situation in which the

photon polarization orientation changes during the interaction. The total longitudinal

and transverse photo-absorption cross sections are defined as:

O'L = 05/2, (230)

1 47T204 Fl
O'T = 5 (0'{/2 + 0'31)}2) = ?M (231)

Two independent ‘physics’ asymmetries, A; and A, for virtual photo-absorption
cross sections can now be formed. These asymmetries represent the underlying phys-
ical interactions that give rise to the measured ‘count’ asymmetries (A and A, ). A,
and A, are defined as:

(o2 = o3) olh

A= Ay =

(2.32)
(afﬂ + aé%)

ol
Here, an obvious relationship between A; and Aj is evident in that JIT/Q is comparable
to o™V, and 03T/2 is comparable to o', A similar comparison between A, and A, is
made less obvious by the lack of an opposite scalar photon polarization. Instead, A,
is defined as the interference between transverse and longitudinal amplitudes (o7%)

relative to the total transverse amplitude (o).

Substituting Equations 2.26 - 2.28 into the above equations, the photo-absorption
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asymmetries can be expressed in terms of the structure functions as:

1

Ay(z,Q%) = o Q) (g1(2, Q%) = 7*ga(, Q%)) , (2.33)
Ay, Q%) = W\/ﬁ (91(2, Q%) + ga(z, Q%)) . (2.34)

Likewise, the structure functions can be written in terms of the absorption asymme-

tries as:

g(z,Q*) = %’g) (Al(x, Q%) + \/?Ag(x,QQ)) , (2.35)
@ QY) = & ;(i’g) <A2E;’7,?2) _ Al(x,Q2)> . (2.36)

Ay and A, can be written in terms of the lepton-scattering asymmetries as:

- 1 AH (1‘7 QZ) 77AL (1‘7 QZ)
2@ = (B~ ) 237
1 (CA(2,Q%) | AL(z,Q?)
@) = o (Gl e ) (2:3%)
with the inverse relations given by:
AH('T;Q2) = D(.’E,Q2) (Al(x7Q2)+nA2(x7Q2))7 (239)
A2, Q%) = dz,Q%) (Az(z, Q%) — CAi(z,Q%)), (2.40)

where the depolarization factors D and d, and the additional kinematic parameters
n and ¢ are defined in Table 2.2. Also shown (but not defined) in this table is the
function R(z,@?%), which is defined as the ratio of total longitudinal to transverse

photo-absorption cross sections. Using Equations 2.29 and 2.31, R(x,Q?) is written
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as
ol Fy(x,Q*) (1+97)
R(z,Q?) T R 2 1. (2.41)

This expression can be rearranged to provide a relationship between F); and Fj,

namely
1472
[1+ R(z, Q)]

Fi(z,Q%) = Fy(x,Q?) 5 (2.42)

Setting R equal to zero in Equation 2.41, as would be the case for scattering from
point-like spin—% particles (since they can only absorb transverse photons and not

longitudinal ones), and evaluating the expression in the deep inelastic limit (v* — 0)

d(z, Q%)

Quantity Expression
1 /
= F—eF

) p(E—<E)

D, @) T Rmee

D(w, @)/ T

n E—cE'
1+e€
C 77 2e
1
¢ 9
1+2( 1+ Jtan2(§
(1t ()
2
2 Q
v 2

Table 2.2: Additional factors and kinematic variables. The factors D and d account
for the ability of the virtual photon to possess both longitudinal and transverse polar-
ization components. The so-called virtual photon polarization parameter, € € [0, 1],
gives an indication of the longitudinal polarization contribution to the cross section
(e = 1 for the greatest, and € = 0 (real photons) for no contribution).
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yields the well-known Callan-Gross relation [26]

Fy(z,Q%) = 2zF (7, Q%). (2.43)

2.2.1 A, positivity limit

E155x performed a measurement of A, and thus a measurement of A,. Before this,
little experimental data had been accumulated for A5[13,17,19], and hence it was not
well understood. However, it is expected that in DIS energy regimes, A is very small.
This is readily seen from Equation 2.34, where A, is proportional to the product of
two quantities that are typically much less than 1, namely \/ﬂ? (for DIS kinematics),
and the sum of ¢;(z, @?) and gy(z, @?). Furthermore, a positive upper-bound can be
formulated for A, [27] by evaluating the absorption cross sections that comprise it in
terms of the virtual photon’s helicity state transition probability amplitudes A; and

Ap. In terms of these amplitudes, the magnitude of Ay can be written as

[(AL[A7)[?
Ayl = ———1. 2.44
= A .
Using the Schwartz inequality, the magnitude can be rewritten as
4, < [(ALIAL)] - [(Ar|Ar)|  [(AL|AL)] (2.45)

[(Ap|Ap)|? [(Ar|Ag)|’

which implies the positivity limit for A,:

Ay (2, Q%)| < v/ R(x, Q?). (2.46)

In a recent paper [28], a stronger, more accurate, bound on the A, asymmetry has
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been rediscovered from past literature. This improvement on the positivity condition
has only recently become useful due to higher precision transverse target nucleon

experiments and increasing amounts of A; data. The new positivity constraint is

|As (2, Q%)] < \/% 1+ Ai(z,Q?)] R(x,Q?), (2.47)

which takes into consideration the fact that the agT/z amplitude does not contribute

to the interference term (o7 /).

2.3 Quark Parton Model

The intrinsic value of structure function measurements resides in their influence on
the advancement of our understanding of matter. The scaling behavior exhibited by
early measurements of the unpolarized structure functions provided clear evidence of
nucleon substructure. The interpretation of this and other early DIS results by R. P.
Feynman [29] prompted him to put forth the notion that the nucleon was composed
of dynamic point-like scattering centers, called partons.

The quark parton model (QPM) provided the first theoretical framework facili-
tating an interpretation of the DIS structure functions. The simplest QPM approxi-
mates the nucleon, in the infinite momentum frame (the scaling limit), as a collection
of co-linear, non-interacting partons each carrying a fraction x of the total nucleon
momentum. This approximation implies that the DIS cross section be the sum of
incoherent elastic scattering cross sections of the individual partons. This, in turn,
leads to the association of the structure functions with parton distribution functions,
pl(z, Q%) and p;(x,Q?), which can be viewed as the likelihood of finding within a

nucleon partons of flavor ¢, spin aligned 1 or anti-aligned | with the nucleon spin,
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and momentum fraction between x and x 4+ dx. It is important to point out that, in
this model, any parton momentum transverse to the nucleon momentum is negligibly

L and

small, and thus quantities that probe the transverse distributions, such as o
consequently o'’ R, A,, and ¢, are zero and have no simple QPM interpretation.
Nevertheless, it is beneficial to examine the role of the other structure functions within

this framework.

2.3.1 F; and F;, Interpretation

By identifying Feynman’s partons with the previously postulated nucleon constituents
(30, 31] called quarks (¢) and antiquarks (), the unpolarized structure functions can

be expressed in terms of the quark distribution functions,

ai(2) = ¢l (2) + (@), @le) =q (@) + G (), (2.48)

as.

Fi(x) = —Ze gi(z) + @ ()], (2.49)
Fy(r) = :rZ z) + Gi(@)], (2.50)

where ¢; is the electromagnetic charge of the quarks having flavor 7. The sum over the
value of Fy(z), or likewise z times the sum of all quark and antiquark flavor distribu-
tions, for all x, was historically expected to be unity. However, it is experimentally
observed to be ~ %, implying that the charged constituents of the nucleon account for

only ~ 50% of its total momentum. This observation suggested that neutral partons
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(gluons®) must also participate in the scattering and carry a significant portion of the
nucleon momentum.

The participation of the gluon in the DIS reaction can be observed experimentally
as the Q% dependence of the structure functions at a given z. For example, Figure 2.3
displays F¢ as a function of Q?. Here, the trend at higher constant z, for Fy to
decrease as Q% increases, indicates the increasing probability that the exchanged
virtual photon probes a quark that has radiated a gluon. The opposite trend at lower
x (for Fy to increase as Q% increases) indicates that larger distributions of low x quarks
and antiquarks are found at higher probing energies. These low z distributions are
interpreted as the quark-antiquark ‘sea’ content of the nucleon and are thought to

originate from the very gluons that were radiated at high .

2.3.2 ¢; and gy Interpretation

The polarized structure function g;(x,Q?) is proportional to the difference in the
parton distributions with opposite helicity (p!(z, Q%) — pf(z, @%)). In terms of the

nucleon’s charged constituents, g; is expressed as
gi(2) = 5 Y ¢ [Aqi(x) + Agi(w)] (2.51)
with
Ag;(x) = ¢l (2) — ¢} (v), Agi(x) = gl (x) — g/ (). (2.52)

The above equations indicate that g; provides a measure of the quark and antiquark

helicity content of the nucleon. Performing the sum in Equation 2.51 over light quark

$The gluon is the electromagnetically neutral and massless vector boson mediating the strong-
nuclear force responsible for binding quarks. The strong color charge, which both quarks and gluons
possess, dictates the strength of the interaction which has inner workings and degrees of freedom
governed by the theory of quantum chromodynamics (QCD).
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Figure 2.3: Deuteron F,(Q?) [32], at various values of z, multiplied by the quantities
in parentheses to spread them vertically for ease of viewing.

flavors i = u, d, s (corresponding to up, down, and strange quarks respectively), and

noting that the quark flavor charges are e, = +§, €q = —%, and e, = —%, yields the

following relation

(o) = 5 (5 B0lo) + A0+ § (Do) + Aau(o)] + 5 (A0 (o) + Aao)] ).

2
(2.53)

with the net quark helicity contribution to the overall nucleon spin defined as

AY(z) = [Aqu(z) + Agy(2) + Aga(x) + AQa(x) + Ags(x) + Ags(2)] - (2.54)

9The contribution from heavy quark flavors i = ¢, b, ¢ (corresponding to charm, bottom, and top
quarks respectively) is negligible.
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The initial (naive) assumption that the quarks carried all of the nucleon spin, implying

that

1 1/t
Snucleon =-=3 AE(.’E)d.’E, (255)
22,

was found to be drastically violated by the EMC experiment [4] which produced
the first non-statistics dominated measurement of ¢7(x). Here, a value for AY was

extracted! from calculations of the first moment of ¢, defined as

1
F;f :/ g (z)dz, (2.56)
0

and found to be more consistent with 0 than 1. Since the verification and refinement
of this result by the experiments that followed, it became increasingly apparent that
the simple QPM prediction and/or interpretation of the g; structure function was in
jeopardy and that a theoretical re-evaluation was needed to resolve the issue. The
non-intuitive low value of AY found by EMC is now believed to have resulted from
the anomalous gluon contribution to the flavor singlet axial current matrix element
ag [33]. This implies that Equation 2.51 should be modified to include the difference
in helicity distributions of polarized gluons in the nucleon.

It should be noted that an additional possible source for the unexpected low value
of I'! (and thus AY) could stem from the not well-known gg-sea contribution to the net
spin, or more explicitly, the small z (x — 0) behavior of g;(z). Figure 2.4 displays
the current state of the world database on precision measurements of g (z,5 GeV?)
with special emphasis on the E155 data.

There is no analogous QPM interpretation for g; it is predicted to be zero. How-

ever, from past experiments [13,16,21] and predictions based on models [34-37], go

HUsing measurements of the hyperon f-decay F' and D constants. For a discussion of this tech-
nique, refer to [38].
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Figure 2.4: E155 g;(x) results for proton, deuteron, and neutron shown with world
data at an average value of Q? = 5 GeV?2.

is known to be small but non-zero. This can be reconciled in the QPM by realiz-

ing that % and v are large but finite under experimental conditions. Hence, small

values of A, and g9 are expected to result from transverse momentum distributions

arising from intrinsic Fermi motion and/or QCD effects. The effect of these quark

momentum distributions, within the framework of this model, is to bring the quark

masses slightly off shell (m, # xM); g» can then be interpreted in this context as the

amount of ¢g; in the momentum degrees of freedom transverse to the total nucleon

momentum. That is

1 m
g2(x) = 526? (x—]\} -

) [(d/@) = ¢ @) + (dl (@) — g} (@))].

(2.57)
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However, due to the sensitivity of this calculation to the unknown effective quark
mass, my, the above interpretation is not expected to yield a reliable prediction of g,.

Instead, a different approach is needed for understanding gs.

2.4 Operator Product Expansion

The limited ability (or inability) of the QPM to incorporate transverse parton momen-
tum and helicity distribution effects (e.g. quark interactions, gluon emission, etc.)
within its framework leads to a non-intuitive interpretation of ¢g; and a null result
for g;. To help remedy these shortcomings as well as provide a different viewpoint
into the meaning of the spin structure functions, especially g,, the operator product
expansion (OPE) analysis can be applied to DIS. First developed by K. G. Wilson
in the early 1960’s, the OPE provides a method for approximating g, by evaluating
the product of singular operators contained in the forward matrix element for the
virtual Compton scattering process. The following discussion, which closely follows
the treatment of Kodaira et. al. [39], briefly describes this technique.

The hadronic tensor developed at the beginning of this chapter can be described
as the Fourier transform of the commutator of currents sandwiched between polarized

nucleon states with four-momentum P and covariant spin S:

1 .
Waln@) = 5o [ 0 (RS0, LONIPS), (@58)
s
_ S) | (A
= WL+, (2.59)
where ¢ is the 4-momentum transfer (Q* = —¢*), J, and J, are electromagnetic

currents evaluated at their respective space-time coordinates, and once again the

tensor can be split into symmetric and antisymmetric components under p <> v.
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The amplitude 7,

w, which is closely related to the forward matrix element for virtual

photon-nucleon Compton scattering, can be written in terms of the time-ordered

product of the currents as [33]

T (v, Q%) = i / d*ze"* (P, S| T(Ju(2)4,(0)) [P, S), (2.60)
= T +iTY, (2.61)
where
1
S,A) _ S,A
Wt = —Tm T, (2.62)

In the deep inelastic limit, the singular behavior of J(z).J(0) for z near the light
cone (i.e. for 22 ~ 0) dominates the behavior of W,,. The result of Wilson’s OPE is
that this singular behavior of the current operators can be isolated in non-operator
functions multiplied by non-singular operators. The general OPE result relevant for

the case of unpolarized scattering can be written as

Ju(2)J,(0) o Zé;(f)zm...zunéjm---unm) (2.63)

+ [terms antisymmetric under p <> v]. (2.64)

The non-singular operators Ojﬂl"'””(O) are referred to as ‘spin-n’ operators and are
evaluated at z = 0. The coefficient functions C7(2?) are singular as 22 — 0. If the
mass dimension of the current .J is defined as d; and that of 07 is defined as ch, then
on naive dimensional grounds, the behavior of the singular coefficients is expected to
be [40]

2y 2y 220 (1 3(2ds=)
Oty 22 (= : (2.65)

22

where 7; = cZ,- — n is called the ‘twist’ of the operator Oj. From the sign of the twist
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exponent in Equation 2.65, the smaller 7; is, the more singular CN’]” will be. Thus, the
lowest twist operators will dominate the behavior of the hadronic tensor. In analyzing
a product of currents, the properties of the OPE operators are such that the lowest
twist occurring will always be 7 = 2.

The above simplified example of the OPE results for the spin-averaged case were
given as a means of introducing the concept of twist as well as some of the general
properties of the expansion coefficients and operators. The remainder of this section
will discuss the OPE results relevant for the case of polarized scattering. The goal
of this discussion is to develop a set of sum rules for certain moments of the spin
structure functions and relate them to unknown matrix elements.

For spin-dependent DIS using a massless quark model, Wilson’s OPE can be

written completely as

J(2)J,(0) =~ [terms symmetric under p <> v

™ [1—(=1)"] 3 L
—1 TZM...ZWL_2 euw\o(s/\zun—lg
n 7

% Eii(ZQ)Rtnglmﬂnfl

+ (€4prc000” — €0p200,0° — €uro0)

x E?,i(ZQ)RSZ’”"'““}- (2.66)

The operators R; with coefficients £, are of twist-2 and the operators Ry with coef-

ficients Ey are of twist-3. The index ¢ labels various operators of equal twist which

may appear in the expansion. The operator R """~ is totally symmetric in its
. . NOLL oo fln 2« .. . ..
Lorentz indices while Ry7""""~* is symmetric in op;...41,—p and antisymmetric in

Ao. It should be noted that the coefficient functions E(2?) are also functions of the

renormalized QCD coupling constant, g.
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The Fourier transform of the time-ordered product of currents corresponding to

Equation 2.66 is

i/d4zeiq'ZT(Ju(z)J,,(O)) ~ [terms symmetric under p <> v

_ Zzw (é) CIm ...qﬂn22{6uu)\aq)\qﬂnl

n=1 7

X B(@)RI

n—1

+ (eup)\aql/qp - eup/\trqqu - q2€uu)\a)—
x Eg,i(QQ)RQZ““'“”‘Z}- (2.67)

The matrix elements of the operators are defined as
—2qt
(P,S| R{"+=t |P,S) = ——infgopm  phn-i} (2.68)
’ n

(P,S| Ry =2 |P,S)y = di(S7P* — S*P7)PM .. Phn=2, (2.69)

where { }; implies symmetrization of indices. The factors a! and d’, reflect the
unknown, non-perturbative aspect of the interaction dynamics [33] and can only be
determined from experiment.

The moment sum rules for g; and g, can now be formulated by substituting the
light-cone expansion of Equation 2.66 into Equation 2.60 and using Equations 2.67,

2.68, and 2.69. The result is

1
1 .
/0 0. Q") = 5D L@ ) n=0,2...(2.70)
1
n . .
/ dx " gy(z, Q%) = ST 22 [ab BT (@7, g) — dLES(Q g)] n=2,4....(2.71)
0

i

It is important to note here that the OPE only gives information about the odd
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moments of g; o(x, @*). Furthermore, the above sum rule for g, does not necessarily
hold for its first moment as indicated by the lack of an n = 0 term (the first moment
of g is addressed in Section 2.6). The above coefficient functions are calculated
using perturbative QCD as a power series expansion in the coupling g [33]. These
coefficients are arranged in Equation 2.67 such that for free fields (i.e. ¢ = 0), their

values are:

Thus, in the free field approximation, the above sum rules reduce to

1
1 .
Fé?ﬂ) = /0 do z"g1 (x, Q%) = 5;% n=0,2,4.. (2.73)
1
n+l) n 2y 1 i i _
Lt = /0 dv z"go(2,Q°) = 2n+22 [0l —di] n=24,6. . (2.74)

i

The a!, and d!, are the reduced matrix elements of the twist-2 and twist-3 operators,
respectively, and as was mentioned above, they can only be determined from experi-
ment. A calculation of d for the proton and neutron has been determined from the
E155x experiment in the measured x range for an average @* of 5 (GeV/c)?. The
method of the calculation and its interpretation are given in the next section; its

results are presented in Section 5.5.

2.5 Wandzura-Wilczek ¢g» Model

Before describing the method used to calculate the dy twist-3 matrix element, it is
instructive to introduce the Wandzura-Wilczek model for go (referred to as ¢3™).

Assuming that the twist-3 terms in Equation 2.74 are zero and that the sum rules
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derived in the previous section are valid for all integer n, Equations 2.73 and 2.74
can be solved to yield an expression for a twist-2 only approximation of g. This
calculation was first performed by Wandzura and Wilczek [41], and the result was

the following prediction for gs:

1 / 2
95" (2, Q%) = —gl(fv,Q2)+/ %d:ﬂ. (2.75)

x

As will be shown in Chapter 5, this prediction turns out to follow closely the E155x
g2 results. However, the additional twist-3 contribution to g, should not be neglected

at finite Q?. A complete description for go (up to twist-3) can be written as

1 d /
wle. @) =@ Q) - [ 5 (@) e @) @)

where m is the effective quark mass, M is the nucleon mass, h; is an additional twist-
2 term describing the fraction of transverse polarization of the nucleon carried by its
quarks (referred to as the ‘quark transversity’), and the twist-3 term, &, is related to
quark-gluon correlations in the nucleon. To represent the deviation of g, from g3,

the structure function is commonly written as

92(2, Q%) = 95" (¢, Q%) + G2(z, Q7). (2.77)

Due to the suppression of the quark transversity by the quark to nucleon mass ratio,
1> any deviation of g; from gy will be primarily from the twist-3 quark gluon term.
The E155x data is precise enough that statistically significant differences between g,
and ¢¥" can be used to estimate the size of the twist-3 contribution.

From the OPE sum rules of Equations 2.73 and 2.74, evaluated for n = 2, d for



CHAPTER 2. THEORY 34

the proton and neutron can be written as
p,n ' 2 D,n 2 3 b,n 2
d2 =2 de x 91 (l‘aQ )+ 592 (xaQ ) ) (278)
0
and in terms of gg, this equation becomes

1
a— 3 / do 2255z, Q). (2.79)
0

This is the expression used to extract ds from the E155x g9 data.

2.6 Sum Rules

Two specific sum rules are evaluated using the E155x data: The Burkhardt-Cottingham
sum rule for the first moment of ¢,, and the Efremov-Leader-Teryaev sum rule which
involves the valence quark contributions to the second moment of (g; + 2g,). This

section briefly describes these two sum rules.

2.6.1 Burkhardt-Cottingham

The Burkhardt-Cottingham (BC) sum rule states that the first moment of go(x)

vanishes [42]:

1
r, = /0 dz go(z) = 0. (2.80)

As shown in Section 2.4, this result does not follow strictly from the OPE sum rules
since n = 0 is not included in Equation 2.71. It was derived from virtual Compton
scattering dispersion relations, and its validity relies on the lack of singularities in
g2 as © —> 0. It is worthwhile to note that the first moment of ¢g¥* is identically

zero by definition, however, once again, the expression for g5’* also does not strictly
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follow from the OPE and furthermore it assumes a zero twist-3 contribution. Thus,

any significant deviations of g, from ¢35 may invalidate this sum rule.

2.6.2 Efremov-Leader-Teryaev

The Efremov-Leader-Teryaev (ELT) sum rule, derived from a general field-theoretic
approach [43], produces a set of sum rules for the even moments of the structure
functions (in contrast to the OPE’s odd moment sum rules of Section 2.4). Moreover,
these even sum rules involve only the valence contributions to the structure functions.
In the particular case of the second moment sum rules, it has been proved rigorously
[43] that the hadronic matrix element vanishes. This produces an exact sum rule that

does not rely on neglecting twist-3 contributions and it is expressed as

/0 dz x [g) (x) + 2g3 ()] =0, (2.81)

where V' denotes the valence parts of the structure functions. Assuming that the sea
quark distributions in protons and neutrons are the same, this sum rule takes the

form

/0 dr 2 [gh(x) + 26(x) — g7 () — 203(2)] = O, (2.82)

which can be calculated from measurements of the proton and neutron spin structure
functions.
The results of the BC and ELT sum rule calculations in the E155x measured x

range at an average Q% of 5 (GeV/c)? are presented in Section 5.4.
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Experimental Apparatus

SLAC experiment E155x was dedicated to measuring the transverse asymmetry (A )
for protons and deuterons in the kinematic range 0.02 < z < 0.8 and 0.7 (GeV/c)? <
Q* < 20 (GeV/c)? using a longitudinally polarized 29.1 and 32.3 GeV electron beam
and transversely dynamically polarized solid '?NHjz and °LiD targets. The average
beam polarization was 83 % , and the average target polarizations were 70 % and 22 %
for ®'NH3 and SLiD respectively. Scattered electrons were detected simultaneously in
three fixed-angle large-acceptance magnetic spectrometers at 2.75°, 5.5°, and 10.5°

with respect to the beamline.

3.1 SLAC Beam Components

3.1.1 Polarized Source

The source for SLAC’s polarized electron beam is shown in Figure 3.1. It consists
of a strained-lattice Gallium Arsenide (GaAs) photocathode excited with circularly
polarized photons generated by a pulsed Ti:sapphire laser system [44]. The circularly

polarized photons incident on the photocathode excite the valence electrons into the

36
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conduction band where they are extracted at high voltage and transported into the
accelerator. The polarization of the conduction band electrons is dependent on the
helicity of the photon polarization which is pseudo-randomly switched between Left

and Right-handedness on a pulse to pulse basis to reduce systematic errors.

Flashlamp-pumped YAG—-pumped
Ti: Sapphire Laser (8us)  Ti:Sapphire Laser (3ns)
750-870 nm 750-870 nm

Laser Pulse Left or Right
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Q'\ita Control
r Rlln
[ \ S Thermionic Gun
uqi%\ (unpolarized)
Linearly 8 (i
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uth
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Mirror Box
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Taoana Accelerator Section

Figure 3.1: Schematic layout of the Polarized Source at SLAC.

The use of a GaAs photocathode polarized source has been in development at
SLAC since the mid 1970’s; further developments in the 80’s and early 90’s, at SLAC
and elsewhere, led to the discovery that mechanically strained GaAs was capable of
much higher polarizations (approaching 100% as compared to 50% for unstrained).
Figure 3.2 shows the energy level diagrams for both unstrained and strained GaAs. In
the unstrained case, there is a degeneracy in the z-component of angular momentum
(m; = + 3, £ 2) for the J = 2 valence band. Furthermore, the transition from the
mj = + % states to the conduction band are three times more probable than those

from the m; = £ % states (which flip helicity during transition); thus the maximum

polarization achievable with an unstrained GaAs source is 50 %.



CHAPTER 3. EXPERIMENTAL APPARATUS 38

If a thin (~ 0.1 pm) layer of GaAs is grown on a Gallium Arsenide Phosphorus
(GaAsP) substrate, a compressive strain is induced in the thin GaAs layer due to the
slight 1% lattice mismatch[45]. This strain splits the degeneracy in the J = 2 states
by ~ 50 meV, thus allowing a finely tuned laser to select only the transitions from
the m; = &+ % states to the conduction band. In theory this technique is capable of

producing 100% polarizations, in practice ~ 85% polarizations are achieved.

m. =-12 m.=+1/2 m. = -1/2 m. = +1/2
S,, U=12)
Conduction Band

Relative
Transition
Propabilities K

—_—
m]. = -3/2 m§= 2 m = +1/2 mi = +3/2 F:’;Iz J=3/2) m]. = -3/2 ! mi = +3/2 > ~0.05 eV
@ Valence Bands m; = fr2
—_—

mj‘F +1/2
m=-12  m=n P, w=172) m=-12  mo=an
Unstrained GaAs Strained GaAs

Figure 3.2: Energy levels of unstrained and strained GaAs. Dotted and solid transi-
tion lines are induced by right and left-handed absorbed photons respectively.

3.1.2 Beam Acceleration and Transport

The beamline components used in fixed-target experiments at SLAC are illustrated
in Figure 3.3. The SLAC linac was constructed between 1962 and 1966. It is 2 miles
long and utilizes the common ‘disk-loaded’ accelerator concept to propel the beam
through evacuated Copper cavities located 25 feet below ground. To fuel the accelera-
tion, powerful (67 MW peak output power) klystrons pump microwaves at 2856 MHz
into the beamline using waveguides as depicted in Figure 3.4. The total accelerator
structure uses 240 klystrons divided among 30 sectors and has a maximum achiev-

able beam energy of ~ 52 GeV. Each sector also contains magnets for steering and
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shaping the beam pulses as well as additional components for monitoring the beam

position and current.

200 MeV
Injector

) ) Polarized Beam
o 1 GeV Linac 50 Gev Linac Target Dump
Thermionic e~ ~

Source End Station A 554 ¢

¢ Moller Polarimeter 275
> ] ] ) | =" o
i —= = —= —=>

Spectrometers
N / 4

A-Line
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Polarized e~ e Spin ;
Source Longitudinal  Linac. Moller

Longitudinal Polarimeter

Figure 3.3: Schematic overview (not to scale) of the SLAC beamline. Also shown are
the A-line transport and end station A target and spectrometers.

Figure 3.4: Illustration of klystron waveguides

The electron bunches created at the source are injected into the 3.2 km linac and
accelerated eastward to the desired energy. At the end of the linac, the beam is

deflected 0.5° northward into the A-line by two magnets in the beam switch-yard.
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The A-line consists of a 24° bend designed to deliver the beam to end station A
(ESA). Figure 3.5 is a schematic of the A-line bend which is accomplished by 12 large
dipole magnets operated in series as well as several small corrector magnets (for fine
tuning) and quadrupoles|[46]; also shown is the momentum defining collimator SL-10
which was set to keep the beam’s energy spread below 0.8% FWHM. Due to the
electron’s successive emission of synchrotron radiation at each large bend, trimcoils
were added to consecutive dipole pairs such that slightly less current was given to
the magnets further downstream. (Note that synchrotron radiation losses were not
very significant for E155x as they amounted to less than 0.5% energy loss.) A 13%
reference dipole identical and connected in series to the other 12 dipoles (but located
external from the beamline in an above ground control building) housed a flipcoil
which provided machine control center (MCC) a measurement of the beam energy
at the target. An independent (perhaps more accurate) measurement of the beam
energy at the target was provided by the ESA Mgller polarimeter (see Section 3.1.3
for a discussion of the Mgller polarimeter).

The Mpgller cross-check of the flipcoil energy measurement utilized the electron’s
spin precession during the A-line bend. The amount of precession A¢, which is caused
by the anomalous magnetic moment of the electron, is given by

E (ge - 2)
Me 2

Ag =

Oy, (3.1)

where g, is the g-factor of the electron and 6, is 24.5°. To retain the maximum
longitudinal electron polarization after the bend, the amount of precession must equal
nm radians where n is an integer. This requirement fixes the allowable accelerator
energies to specific values; the two energies used for E155x , corresponding to n values

of 9 and 10, were 29.16 and 32.41 GeV respectively. By varying the amount of A-line
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Figure 3.5: Schematic of the A-line bend.

bending, and measuring the subsequent variation in beam precession using the Mgller,
a precise determination of the beam energy can be made. The Mgller beam energy
scan performed during E155x indicated that the flipcoil measurement was 40 MeV
too high [47] implying that the two measurements were in agreement at the 99.9 %
level.

After completing the 24.5° bend, the beam was longitudinally polarized either
opposite or the same as before the bend depending on whether there were an odd or
even number of half-processions. At this point, the beam is in line to collide with
the ESA target located approximately 60 meters downstream. The following section
attempts to describe the remaining beamline (or beam-related) components that were

vital to the success of the experiment.

3.1.3 End Station A Beamline Components

The experimental hall, ESA, contained the final components necessary for MCC op-
erators to deliver quality, low-emittance rastered beam pulses (or spills) to the target.
ESA also housed the components necessary for counting house A (CHA) operators to
monitor the beam characteristics (spot size, position, current, and polarization). Two

pairs of Helmholtz coils located at the entrance to the ESA alcove were responsible for
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rastering the beam pulses over a circular area of the target. This provided uniform
coverage over the target material and reduced the adverse effects of beam heating
and radiation damage to the material (these effects are discussed in Section 3.2.4).
The ESA single arm Mgller polarimeter was used to measure the beam polarization
at various intervals throughout the experiment. A pair of toroids measured the beam
charge which determined the current, and the foil-array and roller screens indicated
the beam spill’s position and size characteristics. There was also, in addition to the
standard straight-through beamline, a chicane system of magnets necessary for the
perpendicular target magnet configuration. After the beam passed through the tar-
get, the non-interacting electrons proceeded through the last chicane magnet which
directed them straight to beam dump east (BDE) via a large shielded beam-pipe,
while the interacting electrons with the proper kinematics were transported into one
of three momentum analyzing spectrometers. BDE is a water-cooled device, capable
of absorbing high amounts of power, located in a tunnel in the side of a hill behind

ESA. Figure 3.6 displays the location of various ESA beamline components.

Beam Monitors

Many devices were used by MCC and CHA operators to monitor the beam spill char-
acteristics. Two fluorescent roller screens made of mylar coated with zinc sulfide,
located in the ESA alcove (not shown in Figure 3.6), were used during beam tun-
ing to observe the beam spot size and steering in ESA. The screens fluoresced when
struck by the beam, showing its position and shape. The beam could be steered to
center it on cross-hairs which were projected on the screens. Cameras transmitted
pictures of the roller screens to video monitors in MCC and CHA. When the beam
tuning was complete, the screens were rolled out of the path of the beam. Another

device which provided beam position information was the traveling wave beam posi-
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tion monitor (TWBPM) located just upstream of the target. The TWBPM utilized
radio-frequency cavities to produce signals proportional to the horizontal and verti-
cal displacement of the beam from the center of the beamline. These signals were
incorporated into MCC’s beam position feedback system.

The primary device used to determine the position and size of the beam at the
target was the foil array. Located approximately 11 meters downstream of the target,
the foil array consisted of two arrays of 48 foil pairs; one array oriented horizontally,
and the other vertically. The foils were made of 25 pm thick aluminum placed at

1 mm intervals. Each foil pair consisted of an emitter and collector foil with a high
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Figure 3.6: Schematic top view of ESA beamline components (not to scale). The
Mgller foil was placed in the beamline only when beam polarization measurements
were performed.
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voltage potential between them. When the beam passed through a foil, it produced
secondary electrons which were accumulated at the collector foil; this generated a
signal which was read out by an amplitude-to-digital converter (ADC). The typical
beam spot size was ~ 1 mm in the horizontal direction and slightly less in the vertical
direction.

The number of electrons contained in each beam spill was measured by two toroidal
current monitors. Toroid-2 was located approximately 9 meters upstream and toroid-
3 approximately 5.5 meters downstream of the target. Each current monitor consisted
of an iron ring, encircling the beam line, with a wire coiled around it. When the beam
passed through the ring, it induced a current in the wire which was amplified and
measured by an ADC. The signal from the toroids was proportional to the number
of electrons in the spill. The toroids were calibrated several times a day (refer to
Section 4.1.1). Typically, there were approximately 2 to 3 x 109 electrons contained
in each spill depending on which target and beam energy was used.

The final beam monitoring components to be mentioned here are the ‘good’” and
‘bad’ spill monitors. These devices consisted of a plastic scintillating paddle read
out by a photomultiplier tube (PMT). The output from the PMT was passed to
an ADC and an oscilloscope. Cameras transmitted the oscilloscope trace to video
monitors in MCC and CHA. The bad spill monitor was located about a meter off the
beamline near the entrance to ESA. It was responsible for detecting particles resulting
from the beam scraping upstream beamline components due to poor steering or low
beam quality. Little or no signal from the bad spill monitor indicated a stable beam
which cleanly passed through the beamline. The good spill monitor was positioned
a meter off the beamline at the target location. A large uniform signal from this
monitor indicated that the beam was on target. Spikes or erratic characteristics in

this monitor’s trace could indicate that the beam was near the target cell edge and/or
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slightly mis-steered as it entered ESA. If the good spill monitor became too erratic
or non-uniform across the time-width of the spill (~ 450 ns), MCC operators would

perform small adjustments of the pulse shape and steering.

Mgller Polarimetry

The beam polarization for E155x was determined from polarized Mgller scattering.
Mgller scattering is defined as elastic electron-electron scattering. If both the beam
and (fixed) Moller target are spin-polarized, the cross section at a given scattering
angle and beam energy is dependent on the magnitude and relative orientation of
the reaction participant’s polarization. In other words, a Mgller asymmetry exists
between the cross sections resulting from electrons with parallel spins and those re-
sulting from electrons with antiparallel spins. By measuring this asymmetry with
knowledge of the beam energy, scattering angle, and Mgller target polarization, the
beam polarization can be accurately determined.
The cross section for polarized Moller scattering is given by

do d00<

0= a1t > PgAij(Qcm)P%>, (3.2)

1’7\7:I7y’z

dog

%0 is the unpolarized Moller cross section, P} and P} are the beam and Moller

where
target polarization, and A;;(f.,,) is the asymmetry at the center-of-mass scattering
angle (0.,,) resulting from the i,j beam and target polarization configuration. The z

axis is defined along the beam direction, and the y axis is normal to the scattering
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plane [48]. The various asymmetry components are given by

Ay = Ap=4,=4,,=0, (3.3)
sin* @,,,
(3 + cos? Oem)?’
2sin® 0., oS 0o,
(4 —sin2b,,)
(7 + c08% O ) sin? Oepy

A, = - : :
(3 + cos? O, )? (3.6)

The asymmetry A,, is the theoretical longitudinal Mgller asymmetry whose measure-
ment allows for a determination of the longitudinal beam polarization. The measured

Mgller asymmetry can be expressed as

Mgller _ UTT — O—T¢ — P?P?A 3.7
measured — O_TT + O—Ti — bt T R2 ( . )
Thus the beam polarization is given by
Moller
P, = p? = measured 3.8

E155x utilized the ESA single-arm Mogller polarimeter to measure the Mgller asym-
metry by detecting only one of the scattered electrons. Figure 3.7 displays the setup
and detectors for this polarimeter. In past SLAC ESA experiments, a double-arm
Mgller polarimeter was also used; this detector (which uses the same target, bending
magnet (B0), and collimators as the single-arm) determines the Mgller asymmetry
by detecting both scattered electrons in coincidence. The remainder of this section
will be limited to a discussion of the single-arm polarimeter only.

The ESA Mgller polarimeter uses a thin ferromagnetic foil as its polarized target.

During past experiments, several different target foils with thicknesses varying be-



CHAPTER 3. EXPERIMENTAL APPARATUS

BO L T
Moller , e - | 1m
Target R 1
ﬂ - g Detectors
.U— - == [——
< 30 m >
Detector Hut
Moller Stripe Top
Detector
\ Beamline
Bottom T x K
Detectors 5, 6,7, & 8
1-97
8256A3

47

Figure 3.7: Top view of the Mgller polarimeter design (upper figure) and downstream
view of the Mgller detector components (lower figure) as they were configured for
E154 [48]. Note that for E155 and E155x, the top and bottom detectors occupied the

bottom and top locations respectively.
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tween 20 pm to 154 pm were used. Each target was made from a foil of Permendur*
and was approximately 3 cm wide by 35 cm long, and each could be individually
moved in and out of the beamline remotely. For E155x, all of the Mgller data was
taken with the 154 pym foil. The atomic electrons in the foil were polarized (along
the plane of the foil) by a 100 Gauss magnetic field produced from Helmholtz coils
centered around the beamline at the target’s location. The foil was positioned at an
angle of 20.7° with respect to the beamline (see Figure 3.7) to produce a longitudinal
component to the target electron’s polarization. The overall electron polarization in
the foil, measured just prior to E155x, was approximately 8.3 %—which agreed with
the post E155 measurement to better than 0.1 % [47].

A collimating tungsten mask, located approximately 10 m downstream of the
target foil, with a wedge-shaped opening above and below the hole for the beam,
was used to define the acceptance of the Mgller detectors. The mask provided a 6
acceptance of 3.59 mrad to 8.96 mrad, and ¢ (azimuthal) acceptances of 0.20 rad for
the upper aperture and 0.22 rad for the lower aperture [48]. A momentum analyzing
dipole magnet (B0) with a central field of ~ 1 T was used to bend the scattered
electron trajectories horizontally toward the Mgller detectors. The unscattered beam,
which passed straight through the central hole in the mask, traveled through an iron
septum that shielded it from B0’s field.

The scattered electrons deflected by the BO magnet formed a stripe at the Moller
detectors (as shown in Figure 3.7) which were located approximately 29 m down-
stream from the target foil. These detectors consisted of five silicon strip detectors,
each consisting of two 4 cm X 6 cm x 300 pm silicon pad devices. The lower detector
(shown as the top detector in Figure 3.7) consisted of one finely segmented silicon de-

tector, and the upper detector (shown as the bottom detector in Figure 3.7) consisted

*A polarizable metal consisting of 49 % Fe, 49 % Co, and 2 % V.
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of four coarsely segmented silicon detectors. The fine detector had 48 instrumented
channels, each 2.18 mm tall, spanning the 12 cm height of the detector. The four
coarse detectors each had 12 instrumented channels, each 8.69 mm tall, along their
12 c¢m height [48]. Both detectors were angled such that the Moller stripe was aligned
parallel with the width of the channels. The fine detector was mounted on an actu-
ating z-y stage that could be controlled remotely to position the detector anywhere
within the acceptance.

The total charge deposited in each channel per beam spill was integrated by
charge sensitive preamplifiers and then read out by an ADC. These values were then
written to tape along with the relevant beam information (charge and helicity) which
together was used to form the Mgller asymmetry. The results of the beam polarization

measurements are given in Section 4.4.1.

Chicane Magnets

A chicane system of four dipole magnets was used to steer the beam properly to
and from the transversely polarized (nuclear) target. This system consisted of three
magnets before the target magnet and one after the target magnet. The configuration
of the dipoles showing a schematic of the beam trajectory through the chicane magnets
and target magnet is shown in Figure 3.8. The first chicane deflected the beam in
the same direction as the target magnet, while the remaining three deflected it in
the opposite direction. Each chicane magnet was energized such that it possessed
half the bending power of the target magnet. The responsibility of the upstream
chicane magnets was to position the beam so that its momentum and spin vectors
at the center of the target were parallel with the momentum and spin vectors of the
beam before it entered the first chicane. The responsibility of the downstream chicane

magnet was to ensure that the (unscattered) beam coming from the target made it
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Figure 3.8: Diagram of the Chicane magnet system used for the perpendicular target
mode.

into the beam pipe directing it to BDE.

After running at the beam energy proposed for E155x (29 GeV) for nearly two
weeks, it was concluded that, at that beam energy, the chicane system did not have
enough bending power to steer the beam cleanly into the beam pipe downstream
of chicane-3B4. This was evidenced by the large background rates seen by the de-
tectors due to the beam scraping the inside of the pipe. Attempts to alleviate the
extremely high rates seen in the 2.75° and 5.5 ° spectrometers were only accomplished
by lowering the beam current below 1 x 10° e~ /spill. At this current, the statistical
precision of the experiment’s measurement would not be reached in the given time-
frame. Thus, it was decided to run the experiment at the next highest allowable
beam energy (32 GeV). This allowed the chicane magnets to do their job properly,
and the background rates in the detectors were reduced to acceptable levels at the
proposed current of ~ 2 x 10? e~ /spill. Three weeks later, during a short planned
maintenance period (in which the target was changed from proton to deuteron), a
small 30 Amp/1.5 kGauss dipole magnet (referred to as the ‘kicker’) was installed
between the target and 3B4. The kicker magnet had the same polarity as 3B4 and
provided the extra bending power needed to pass the beam cleanly through the down-
stream beam pipe. This reduced the background rates to normal levels and enabled

the experiment to operate at the optimal beam energy and current.
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3.2 Polarized Target

The targets utilized for E155x were solid dynamically polarized nucleon targets of
15NHj; for protons or SLiD for deuterons. The free nucleons in the target material
were polarized via dynamic nuclear polarization (DNP) at a temperature of 1 K in
a 5 T magnetic field using 140 GHz microwaves. A %He evaporation refrigerator
with over a Watt of cooling power at 1 K cooled the target. A superconducting split-
Helmholtz coil magnet generated a homogeneous (1 in 10*) 5 T field at the target cell.
The microwaves driving the DNP process were generated by an extended interaction
oscillator (EIO) tube and delivered to the target cell through a system of waveguides.
The polarization of the target material was determined by nuclear magnetic resonance

(NMR) measurements using a tuned series RCL circuit.

3.2.1 Theoretical Overview

Solid polarized fixed target systems have been in development for nearly half a century
and have been in use at particle accelerator laboratories since the 1960’s. Today, they
are widely used in particle and nuclear physics research programs around the world
and have proven to be an invaluable tool in the investigation of nucleon spin-structure.
The crucial features of a solid polarized target are three-fold: The percent polarization
attainable, the material’s concentration of polarizable nucleons, and its resistance
to radiation damage. Historically, the best polarized targets were typically made of
chemically doped frozen alcohols. These targets were capable of high polarizations but
suffered from poor resistance to radiation damage. In 1979, high proton polarizations
were discovered in irradiation doped, frozen *NHj, and subsequent studies revealed
that it also possessed extremely good polarization resistance to radiation damage [49].

Since then, ammonia and other inorganic crystalline solids (e.g. lithium hydrides)
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have often been the material of choice for fixed polarized target experiments using high
intensity particle beams. The remainder of this section will outline the fundamental
theory describing the polarization of a system of nuclei, how this polarization is
enhanced, and finally how the polarization is measured.

All nuclei with a net spin (or unpaired nucleon spin) possess a magnetic moment
i that, when placed in an external magnetic field E, tends to align itself with the
direction of the field. This is simply a consequence of the particle seeking the low-
est possible energy state associated with the fi - B interaction. Depending on the
strength of the magnetic field and the spin temperature of the system, this alignment
produces a natural net polarization of the material. For example, the deuteron’s
natural polarization at 1 K in a 5 T field is ~ 0.1 %.

The most common measure of this polarization is known as ‘vector’ polarization,
P, and is defined as simply the population (N) difference between spin aligned and
anti-aligned (with the B field) divided by the total population. For the case of spin—%

protons, this is
N,1—N

1 _1
P =12 73 _
spm% N % + N_%J (3 9)
while for spin-1 deuterons, it is
Ny — N_
Pspinl = = - (310)

Ny +No+ Ny

As can be seen from Equation 3.10, the deuteron possesses (2J + 1) = 3 possible
orientations of the spin along the axis of the magnetic field (where J is the spin of

the nuclei). This gives rise to the Ny term and thus a quantity known as the ‘tensor’
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polarization, A, which can be written as

Ao N+ N_y — 2N,
Ny +No+N_y

(3.11)

The above quantity A, which can range between —2 and +1, is shown just for com-
pleteness and is not relevant for this experiment. For the remainder of this paper,
the use of the term polarization will refer to the common ‘vector’ polarization which
simply ranges between —1 and +1.

A more precise definition for the polarization of a system of nuclei is acquired
through the use of statistical analysis. When a group of spins is placed in a magnetic
field, each spin aligns in one of the (2. + 1) possible orientations. Given that each
spin state (or orientation) has equal probability, and that there are no restrictions on
the number of nuclei that can occupy a given state, then the arrangement of spins for
the system will follow the Maxwell-Boltzmann distribution. Furthermore, at thermal
equilibrium, the distribution of nuclei among the available energy (spin) states will
take the most probable distribution consistent with the total available energy and
number of particles.

For spin—% protons, this leads to the relative populations

2

M

— ¢ AB/KT _ =2 B/KT (3.12)

=

M

where k is the Boltzmann constant and 7' is the spin temperature. Substituting

Equation 3.12 into Equation 3.9 then leads to

1B
1 = tanh(——). 1
1 = tan (kT) (3.13)

P

spin
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For spin-1 deuterons, Boltzmann statistics leads to the relative populations

Nov o Noo_ -am/kr _ g-paB/hr (3.14)

No N

Substituting Equation 3.14 into Equation 3.10 yields

(3.15)

From Equation 3.13, the thermal equilibrium (TE) polarization for protons at
5T and 1 K is ~ 0.5 %. But for electrons, which couple much more strongly to the
external field, their TE polarization (under the same conditions) is nearly 100 %. This
natural polarization of the electrons, given proper preparation of the target material,
can be used to manipulate the nuclear spin-state populations through the hyperfine
interaction. This can lead to an enhanced nuclear polarization compared to its TE

value and is the subject of the next subsection.

DNP Enhancement

Dynamic nuclear polarization has long been used as a technique to enhance the nuclear
polarization of materials and has broad-based applications in many fields of study.
The concept underlying DNP enhancement is to provide a mechanism by which the
natural polarization of a material’s unpaired electron spins can be transferred to
its unpaired nucleon spins. To supply the unpaired electrons that facilitate this
process, it is required that the material be doped with paramagnetic centers (e.g. free
radicals). These are essentially free electron spins which, through their creation of a
localized effective magnetic field, couple to neighboring nuclei spins. This coupling,

often referred to as the hyperfine interaction (HFI), is the key ingredient required to
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orientate dynamically the target nucleons by means of spin transitions that would
otherwise be forbidden.

To illustrate the mechanics of the DNP process, it is instructive to examine the
Hamiltonian for a single electron and nucleon in an external magnetic field. This
Hamiltonian consists of two Zeeman terms and a third term arising from the HFI and
is written as

—

H = fie-B + jin-B + Hyy. (3.16)

Figure 3.9 displays the split energy levels implied by the above Hamiltonian. Without
the interaction term, H;,;, only the electron paramagnetic resonant (EPR) transitions
and NMR transitions are permitted due to dipole selection rules. With the addition of
the HFI, mixing occurs between the two allowed transitions resulting in the possibility
for the forbidden transition. The method of DNP employed by the target system,
commonly referred to as the ‘solid-effect’, induces the forbidden transitions by driving
them with electromagnetic radiation [50].

By irradiating the material with photons of frequency fpnp = 5= (we +wy), where
we and w, are the electron and nucleon resonant Larmor angular frequencies, the
desired transition in which the electron and nucleon spin are simultaneously flipped
results. For a 5 T field, %we is approximately 140.126 GHz. For protons, %wn =
21,B/h ~ 213 MHz. This implies that microwaves of frequency fpxp = 139.9 GHz
can be used to align nucleon spins with the B field (positive polarizations), whereas
fonp = 140.3 GHz anti-aligns the nucleon spins—creating negative polarizations. For
deuterons, %wn = pgB/h &~ 32.7 MHz; implying that frequencies of 140.09 GHz and
140.16 GHz produce positive and negative polarizations respectively.

Thus far, it has been shown how the polarization of unpaired electrons can be

transferred to their neighboring nucleons. However, this process only occurs in very
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Figure 3.9: Level diagram for a nucleon-electron system in a magnetic field [51]. The
energy of the states increases from top to bottom. EPR transitions induce an electron
spin flip only whereas NMR transitions induce the nucleon spin flip only.

localized regions around the paramagnetic centers which are separated by vast seas
of nuclei that do not experience these transitions. Thus, additional mechanisms are
required to produce a material-wide nuclear polarization enhancement. By the process
of ‘spin-diffusion’, the dynamically polarized nucleons transfer their polarization to
other nearby nucleons via the nucleon-nucleon spin-spin interaction. This disperses
the polarization enhancement outward from the paramagnetic centers and over time
eventually increases the nuclear spin ordering in the material. However, since spin-
diffusion is a relatively short distance phenomenon, DNP enhancement relies heavily
on the process of ‘thermal mixing’. This is the process by which induced electron

spin transitions are propagated throughout the material via electron spin ‘flip-flop’
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interactions in an attempt to maintain (or reestablish) thermal equilibrium. And
each time an electron spin is flipped, there is a probability that it will take a nearby
nucleon with it.

The final essential feature contributing to the success of DNP enhancement is that
the relaxation of the electron and nucleon spin take place primarily through thermal
coupling with the lattice. Since the probability of these transitions is more than five
orders of magnitude greater for electrons than nucleons [52], the nuclear polarization

is allowed to build up while the rapidly relaxing electron spins are reused for further

DNP.

NMR Measurement

The absolute nuclear polarization of the target was determined by continuous-wave
NMR. In this technique, the material is exposed to a continuous radio-frequency
(RF) signal with a time-varying magnetic field transverse to the static external field.
The perturbing RF field is swept through a small range of frequencies (v) centered
about the Larmor frequency (%wn) of the nuclear spin species. At each frequency,
the response of the material is dictated by its net nuclear magnetization or more

explicitly by its magnetic susceptibility

x(v) =X'(v) +ix"(v), (3.17)

where ' is the dispersive and x” the absorptive component. The sum of the absorptive

component over all frequencies (or equivalently, the smaller range stated above) has

been shown to be directly proportional to the net polarization of the material [53].
An indirect measurement of y is made possible by measuring the inductance of a

simple coil embedded inside the target cavity and surrounded by target material. For
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completely unpolarized material, the inductance is just a constant Lg; the presence

of nuclear magnetization modifies the inductance to the form

L(v) = Lo[1 + 4mnx(v)], (3.18)

where 7 is the coil filling factor or more explicitly a measure of the material’s coupling
to the coil RF. By incorporating the inductor’s impedance into a resonant RCL circuit
and tuning its capacitive parameters, the reactive part of the impedance (containing
the dispersive susceptibility component y’) cancels leaving only the resistive part
which contains x”. The voltage output from such a tuned circuit at resonance can
then be used to determine the target polarization. The design and operation of this

circuit are detailed in Section 3.2.5.

3.2.2 Target Setup

The setup for the E155x polarized target was the same as that for E143 and E155.
It consisted of a vacuum insulated, liquid nitrogen (LNy) shielded, liquid helium
(LHe) cryostat with an Oxford Instruments 5.1 Tesla superconducting magnet and
‘He evaporation refrigerator. This arrangement is shown in Figure 3.10. The target
material was contained in cylindrical cavities attached to an ‘insert’ (see Section 3.2.3
for details) which was installed through the refrigerator from the top of the cryostat.

The cryostat’s internal vacuum was maintained at ~ 1077 torr to provide a high
degree of insulation between the cryogen reservoirs and from the outside world. A
57 liter LN, reservoir shielded the 85 liter LHe reservoir and inner-cryostat compo-
nents from the room temperature (300 K) thermal radiation from the cryostat’s outer
walls. The liquid levels were automatically maintained by individual 2000 1 dewars

which were manually refilled about every two weeks. For added convenience and
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Figure 3.10: The E155x polarized target cryostat, refrigerator, and magnet assembly.
For the transverse target configuration of E155x, the electron beam (not shown) comes
out of the page at the center of the magnet geometry.

efficiency, the magnet reservoir was filled from an intermediary 500 1 buffer dewar.

Magnet

The large, highly uniform magnetic field requirements of the polarized target were
achieved with a pair of superconducting Helmholtz coils. This magnet geometry not
only provided the necessary level of spatial field homogeneity at the midplane but
also readily facilitated a transverse target polarization configuration by enabling the

beam to pass through the space between the coils’. The superconducting core of the

tFor a longitudinal target, the entire cryostat can be rotated such that the beam passes through
the central axis shared by the two coils.
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magnet coil windings were made of niobium-titanium alloy (NbTi) which has a typical
critical temperature of 7T, ~ 10 K. As depicted in Figure 3.10, the magnet coils and
their support structures were immersed in liquid helium and thus maintained at a
temperature around 4 K. The space between the coils (and coil support structures)
spanned 8 cm-allowing ample space for the target. Each coil spanned the geometry
of a open cone with inner diameter approximately 20 ¢cm, and outer diameter roughly
50 cm. Along the bore of the magnet, this produced a scattered particle clearance of
£50° in both horizontal and vertical directions. For the transverse configuration, the
scattered particle clearance was +17° horizontally and +25° vertically. The magnet
was slowly energized to ~ 77.5 A by an Oxford 10 V/120 A power supply. Two trim
coils were added to the magnet to enhance the homogeneity of its field to a level of
10~ T in a small ~ 30 ¢cm?® volume centered at the target location, and for added

stability, the magnet was operated in persistent mode.

Refrigerator

Maintaining the target at a temperature around 1 K was achieved by submerging
the material in a LHe bath cooled by an evaporation refrigerator. The design of
the refrigerator is illustrated in Figure 3.11. An evaporation refrigerator operates
on the principle that lowering the vapor pressure of a liquid bath lowers the bath
temperature. The target refrigerator supplied the bath by drawing LHe from the
magnet reservoir and delivering it to a cavity surrounding the target cups (called the
‘nose’). The vapor pressure of the bath was reduced by pumping out the evaporated
helium that filled the inner space of the fridge. Moreover, as this helium was pumped-
out, it cooled the fridge’s inner components, which were in thermal contact with the
LHe filling the nose, thus further reducing the liquid temperature.

The main fridge components are labeled in Figure 3.11. LHe drawn from the
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magnet reservoir was passed through a phase separator to ensure that mostly liquid
was delivered to the nose. The separator utilized a sintered bronze plate which had a
high impedance to helium gas but readily allowed LHe to pass through it. The gas in
the separator was pumped out by a small mechanical pump; this gas was used to cool
a system of radiation baffles which shielded the inner fridge from thermal radiation
emitted from the top plate. The delivery of liquid from the separator to the nose could
occur by one of two pathways (or both) each with their own stepper-motor controlled

needle valve. The run valve, which was the primary means of maintaining the nose

insert ——

access LHe input
separator
pumpout —_t l o byptassI valve
contro|
run valve/ Tr |
control e top plate
l —+——_ support rods
T upper set
i ” 5 radiation
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Figure 3.11: Target *He evaporation refrigerator (not to scale) [54]. The short, small
black arrows denote the flow of LHe down through the system. Large shaded arrows
show the direction of evaporated helium as it is pumped through and out of the fridge.
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liquid level, regulated the flow of LHe spiraling through a system of heat-exchange
plates cooled by the passage of pumped-out helium vapor through its perforations.
The bypass valve circumvented the heat exchangers providing a quick way of filling
the nose with (not as cold) LHe. The pumps used to lower the helium vapor pressure
inside the fridge consisted of a system of three successively larger Roots blowers
capable of maintaining the vapor pressure around 0.12 torr and thus the temperature

of the target around 1.0 K.

3.2.3 Insert and Instrumentation

The target material, which consisted of 1 to 3 mm diameter granules or chips, was
loaded into two cylindrical cups attached to the bottom of a long thin rod called the
‘insert’. The insert was over a meter long and about four centimeters in diameter and
was designed to position the material in the beamline by lowering it into the target
cryostat through the bore of the refrigerator. The insert also contained all of the
instrumentation needed to operate and monitor the polarized target. This included
waveguides for delivering microwave radiation, NMR cables for the Q-meter circuit,
temperature sensors and heater wires for target annealing—(discussed in Section 3.2.4),
and a *He manometer for temperature measurements during thermal equilibrium
calibrations—(presented in Section 3.2.7).

The insert consisted of a long stainless steel frame attached to an aluminum target
ladder which held the target cups in place. The various hardware and electronic
instrumentation entered through the top plate of the insert and traveled down its
length to the target ladder. To reduce heat flow from the top plate to the target
chamber, two copper radiation baffles and a heat-sink were mounted to the insert.

The heat-sink was located roughly halfway down the insert such that it would be in
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thermal contact with the refrigerator separator at 4 K. Figure 3.12 is a schematic of

the insert. It details the configuration of the target cells at the bottom of the insert

as well as the location of the various temperature sensors.

Polarized target material was contained in the two larger cells that are shown to

be fitted with a microwave horn. These cells, referred to as ‘“Top’ and ‘Bottom’, were

1 inch diameter by 3 inch long cylinders made of polymonochlorotrifluoroethylene

(PCTFE) called Kel-F; this material contained no free protons and was moderately
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Figure 3.12: Target insert schematic [54]. Not shown are the NMR cables which
couple to the NMR coils inside the polarized material cups as well as the heater coils

used for annealing.
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resistant to radiation damage. There were also three other possible target positions:
A small unpolarized solid target located just under the top cell, a smaller ‘no target’
(or hole) position for straight through running with unrastered beam located just
above the bottom cell, and a full-sized unpolarized solid ‘dummy’ target mounted
inside a Kel-F cup at the very bottom. The two unpolarized solid targets consisted
of either a carbon or beryllium disk of uniform density and known thickness. The
primary function of these targets was to enable a determination of the polarized target
thickness (via a comparison of spectrometer detection rates) used in the calculation
of the dilution factor (presented in Section 4.4.3). Two different inserts were used
during E155x. They were constructed identically except one had a solid carbon
‘dummy’ target, for ’NH;3 running, and the other had a solid beryllium ‘dummy’
target for °LiD running.

Each polarized target cell contained two NMR coils made of CuNi tubing. The
deuteron coil used a four turn loop while the proton used a single loop coil. Each coil
was connected to an RF transmission cable which ran up the length of the insert and
out of the top plate. These cables consisted of a teflon insulated (8 = 0.695), semi-
rigid beryllium-copper coaxial-cable and provided a portion of the NMR \/2-cable
circuit which connected a Q-meter to the coil. A platinum resistor and AuFe/Chromel
thermocouple mounted near each polarized material cell monitored the target tem-
perature during anneals. Two small heater wires wrapped around the bottom of the
up stream aluminum frame of the target ladder (and a few turns around each target
cell) provided the anneal heating.

Microwaves, generated by an EIO tube mounted on a table above the target
cryostat, were delivered to the target by a system of waveguides. Inside the insert,
two 3/16 inch CuNi tubes guided the microwaves straight to each target cell. Outside

the insert, an assembly of short waveguides and couplers linked the EIO tube to the
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insert waveguides. The microwave assembly table and insert were attached to a motor
driven actuating platform which moved the various targets (up and down) into the

beamline; the platform motor used an optical encoder for positioning feedback.

3.2.4 Material

As mentioned at the beginning of Section 3.2.1, the crucial considerations when choos-
ing a target material are its maximum polarization, concentration of polarizable nu-
cleons, and resistance to radiation. Other deciding factors include rate of polarization
buildup and percentage of free protons or deuterons compared to other polarizable
nuclei. The latter is one of the important factors influencing the size of the dilution
factor! which affects the size of the raw asymmetry. Furthermore, the aforementioned
‘other’ polarizable nuclei create additional corrections that need to be applied to the
raw asymmetry; these are known as nuclear corrections, C; and Cy (briefly defined
below), and are detailed in Section 4.4.4.

The C) factor corrects for the presence of polarizable nuclei, other than 'H or
2H, that are of the same spin species as the target nucleons, whereas Cy corrects
for the presence of polarizable spin species different from the target (e.g. protons
in the deuteron target and vice versa). In general, fewer and/or smaller asymmetry
corrections are more desirable as their uncertainty contributes to the error on the
measurement. This is the reasoning behind the choice of >N ammonia (>NH;) as
opposed to *N ammonia. Since *N is spin-1 and has a very large quadrupole moment
[56] (broadening its NMR signal), its polarization is difficult to determine accurately

and thus creates a significant source of error by way of a sizable Cy correction. '°N,

YA material’s concentration of the desired polarizable particles (*H or 2H) dictates the theoretical
upper-limit on the size of its dilution factor. For protons in '>NHj this is 16.7 %, while for deuterons
in °LiD, the upper-limit is 25.0 % assuming no ?H content in %Li and 50.0 % assuming °Li can be
viewed as *He + 2H [55].
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however, possesses only a single unpaired proton (spin—%) and hence no quadrupole
broadening; this facilitates a more accurate determination of its polarization and thus
contributes a much smaller error to the asymmetry by way of the C; correction$.
The choice of an ammonia proton target was clear—extremely high polarizations
(nearly 100%), fast buildup, good resistance to radiation damage, reasonable dilution
factor and small nuclear corrections, and most importantly a well understood target
material widely used for decades. The choice of °LiD as a deuteron target was not
as clear-cut mainly because it was not widely used? and understood, although it
possessed many qualities superior to the ‘mainstream’ deuterated ammonia ("*’NDj)
target. These qualities include extremely high resistance to radiation damage, a much
improved dilution factor, a very narrow single-peak NMR, signal (easier to measure),
and maximum polarizations comparable to "'NDjy (~ 30 - 40%). A detailed study of
LiD as a polarized target can found in reference [57]. The only major drawbacks of

SLiD were its long thermalization time (see Section 3.2.7) and its extensive nuclear

corrections (refer to Section 4.4.4) as compared to the ammonia targets.

Pre-irradiation

The pre-irradiation of the target material creates within the material the concentra-
tion of paramagnetic centers needed for DNP (~ 10 centers/cm® [58]). Prior to
the start of the experiment, two batches of »NH; were irradiated with low energy
electrons produced by the 30 MeV linac at the Stanford University Short Intense
Electron Source (SUNSHINE) facility. These batches served as the primary target

proton material used during E155x. The °LiD material used during E155x was irra-

$Note that >N was originally chosen because it eliminated the hard to measure background
neutron polarization in deuterated ammonia targets.

YSLAC experiment E155 was the first time LiD was used in a high energy electron beam exper-
iment.
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diated at SUNSHINE prior to E155. During this irradiation, the °LiD was exposed

to 1 to 5 x 107 e~ /em?. Typically, ’NH3 was exposed to ~ 1 x 107 e /cm?.

Radiation Damage and Annealing

When the target material is subjected to the intense high energy SLAC electron beam,
its polarization decays as a result of radiation damage. This ‘damage’ is understood
essentially as the creation of additional types and numbers of paramagnetic centers
beyond the optimal density needed for DNP purposes. As these extra radicals ac-
cumulate, they eventually begin to counteract the DNP process by shortening the
nucleon relaxation time and thus lowering its absolute polarization [58]. After the
target material has experienced a certain amount of beam flux (referred to as ‘dose’),
causing its polarization to drop below the acceptable level deemed for the experiment,
the material must be either annealed or replaced.

Annealing is the method used to recover the initial dilute concentrations of para-
magnetic centers created during the warm irradiation doping. This process involves
heating the target material up to the pre-irradiation temperature (~ 80 K for "'NHj;
and ~ 120 K for SLiD) and keeping it there for a time sufficient enough to remove
most of the unwanted radicals. The theory behind this is that the centers created
by the beam while the target was cold (1 K) recombine at higher temperatures thus
healing the beam induced damage. This is however not an exact science and other
processes not mentioned here could also play an important role in recovering the tar-
get polarization performance. Moreover, after each successive anneal, the targets did
not necessarily completely recover their initial performance. For the case of ’NHj,
this is evidenced by progressively faster rates of polarization decay after each anneal,
leading to the eventual replacement of the material. For °LiD, the beam impact on

its polarization was less dramatic, and the material’s response to annealing has not
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been fully tested.

Figure 3.13 displays the target polarization as a function of accumulated dose for
a specific batch of 'NH;. This plot tracks the behavior of the polarization through
five anneals. Figure 3.14 displays the polarization as a function of dose for the LiD
targets. This plot displays the dose performance of all three batches of °LiD used in
the top target cell during the entire experiment. Note the radiation resistance of SLiD
is more than twice that of 1’NHj, moreover, it was run at twice the average beam
current (~ 50 nA instead of ~ 25 nA for '>’NH;) to maintain the same spectrometer
event rates—because it is nearly half as dense as the "NHj targets. The only SLiD
target anneal occurred for batch ‘Bottle 1020+1021" after it had received a dose of

~ 45 x 10" electrons.
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Figure 3.13: ’NH; polarization versus accumulated beam charge for top and bottom
cell material batch G08 E155x #1 used between 03/17/1999 and 03/31/1999.
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Figure 3.14: Polarization versus dose for all °LiD top cell material used during E155x.

3.2.5 Q-Meter NMR System

The circuit used to provide the target NMR measurement consisted of a Liverpool
Q-meter module with a resonant transmission cable connected between the tuning
capacitor and the target coil. This subsection will detail the operating principles of
the Q-meter circuit, displayed in Figure 3.15, as well as the technique used to produce
and acquire its signal.

The RF generator supplies the Q-meter input voltage (Vi) which is a continuous
wave RF signal swept through a small range of frequencies centered about the target
Larmor frequency (%wn) After properly matching impedances at the input of the
Q-meter, Vg is directed along two parallel circuit paths: One through a phase-adjust
cable to provide a reference signal for the phase-sensitive detector (PSD) (detailed be-
low), and the other through Rcc and on to the RCL branch and output amplifier with

input impedance R4. The value of Roo limits the nominal current in the amplifier
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Figure 3.15: NMR circuit design for E155x using Liverpool series-tuned, constant
current, RCL Q-meter.

and RCL branch to ~ 0.15 mA RMS, given Rcc = 660 2 and Vgr = 100 mV RMS.
The approximation of constant current in the Q-meter circuit and more importantly
the NMR coil is assumed in the analysis of the Q-meter signals. The actual current
has a slight frequency dependence from the impedance of the RCL chain, Zgcp(v).
To minimize the relative change in current, Rc¢ is chosen to be much greater than
the parallel sum of Zgcp(v) and Ry. To further justify the assumption of constant
current in the NMR coil, Zrcy () << Ra. Table 3.1 gives the values of the resistors
and capacitors used in the five Q-meters (one for each NMR coil plus an additional
Q-meter for N polarization measurements).

After sampling the impedance characteristics of the RCL branch, the voltage signal

is amplified and then directed through two different outputs of the Q-meter. Vpiopg
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Q-meter Module Parameters A/2-cables
Q-mtr | Target Vres | Resistances () | Capacitance (pf) length
# Species | (MHz) | Rce | Ra | Rp C n\/2 | (cm)
1 Proton | 213.06 | 660 | 50 | 10 KAC + TC 7 365.13
2 Deuteron | 32.71 | 660 | 50 | 5.6 KAC + 62 1 338.35
3 Proton | 213.06 | 660 | 50 | 10 KAC + TC 7 365.13
4 5N 21.60 | 660 | 50 | 5.6 | KAC + TC + 200 1 521.98
) Deuteron | 32.71 | 660 | 50 | 5.6 KAC + 62 1 338.35

Table 3.1: Module parameters for the five Q-meters used during E155x. The vari-
ous knob adjusted (KAC), trim (TC), and fixed capacitors were added in parallel.
Also listed are the target resonant frequencies for a 5.004 T field and the \/2-cable
specifications—where the length is the total cable length from Q-meter to coil and
the preceding column is the number of half wavelengths (n) contained in that total
length.

yields the magnitude of the signal and is useful when tuning the circuit. Vpgasg is
the output from the PSD which contains the NMR signal to be analyzed. The phase-
sensitive detector consists of a balanced-ring modulator (BRM) which produces a
signal proportional to the phase difference between its input and reference signal
multiplied by the magnitude of the input signal. The length of the phase-adjust cable
is chosen such that there is zero phase difference between the input and reference
signal at resonance. The goal of the Q-meter design and setup is to establish, at
resonance, a purely resistive input voltage to the BRM. This ensures that the NMR,
signal be as close as possible to a direct measurement of y”.

To achieve this goal, the Q-meter employs a variable capacitance whose impedance
can be tuned precisely to cancel the reactance of the coil at resonance. Also, the
impedance of the transmission cable is made to be purely resistive at resonance by
requiring that its length be an integer number of half wavelengths (nA/2) of the

resonant frequency inside the cablel. Since Vzp is swept through a small range

INote that the transmission cable outside the cryostat is different than that inside; its dielectric is
made of a micro-porous teflon (8 = 0.780) whose characteristics do not exhibit a strong dependence
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of frequencies, contributions from the reactive impedance of the A\/2-cable at non-
resonant values give the Q-meter signal, plotted as a function of frequency and referred
to as the Q-curve, its characteristic background shape which resembles a parabola.
This background @ of the signal (known as the baseline) must be subtracted before
integrating the NMR signal; this is done through computer software and will be
discussed briefly in the next section.

The coil RF induces NMR transitions in the target sample. For a positively (neg-
atively) polarized target, these transitions are mostly energy absorbing (emitting)
(refer to Figure 3.9) and thus create an effective increase (decrease) in the coil resis-
tance as the RF sweeps through resonance; this gives rise to the NMR signal. The
value of the damping resistor, Rp, sets the voltage level of the baseline sufficiently
high (up to 3 V DC) such that the tip of the maximally negative-enhanced signal
peak never crosses zero.

After passing through the PSD, the Q-meter signal was sent through an ‘offset
card’, for the purpose of subtracting the baseline voltage level created by Rp, in
order to zero the background level of the signal before it was passed through two
additional stages of amplification on its way to an ADC. The ‘DC-subtract’ level was
specified by the size of Vpyagsg during a computer-controlled trigger. The trigger was
programed to occur at an off-resonance frequency where the background Q was near
its average value. The purpose of the background subtraction was to prepare the
signal for amplification—which increased its signal-to-noise ratio and allowed the full
range of the ADC (£5 V) to be utilized. The Vppagsg signal was also directed through
a buffer amplifier output where it was used for tuning and diagnostic purposes. This

output, called the ‘DC-monitor’, was used to determine the baseline voltage (V}) and

on temperature around 20 C as is the case for the solid teflon dielectric of the transmission cable
inside the insert.
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modulation strength (M) of the Q-meter signal. The modulation strength of the RF

level in the Q-meter circuit is defined as

(3.19)

where AV} is the peak size of the enhanced NMR signal. The maximum modulation
level is a critical parameter for materials with very large enhanced signals (e.g. protons
in '>NHj) because its size gives an indication of the reliability of the constant current
assumption. For M,,., < 0.3, the response of the Q-meter over the range of measured
polarizations was expected to be linear.

The RF was swept back and forth through 400 equally spaced frequencies mod-
ulated by a 12.5 Hz digitized triangle wave. At each step of the triangle wave, the
amplified Q-meter signal was acquired by a Stand-Alone CAMAC microprocessor
system (STAC) [59] which consisted of an embedded Motorola 68000 series micropro-
cessor and a 16bit ADC. The STAC generated the triangle wave and synchronized its
signal acquisition to take place approximately 25 us after each frequency step. This
allowed settling time for the RF generator frequency changes which took place every
100 ps. The typical NMR measurement consisted of 200 back-and-forth frequency
sweeps producing a total of 400 Q-meter signals for each frequency step. These sig-
nals accumulated in the STAC memory buffer until the set of sweeps was complete.

The signals were then passed to the target data acquisition system for processing.

3.2.6 Target Data Acquisition System

The target data acquisition (DAQ) system was responsible for performing and mon-
itoring most polarized target operations as well as logging to disk all information

needed for the target data analysis. Approximately 1.2 gigabytes of target data were
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logged to disk during the E155x run. A description of the DAQ software system
components and their functionality will be given in this section.

The target DAQ was executed on two PCs located in CHA interfaced with rack-
mounted hardware in ESA via General Purpose Interface Bus (GPIB). The control
program (referred to as the target polarization system or TPS*™) consisted of a col-
lection of routines written in National Instruments LabView5.0 which ran on one of
the PCs. The second PC acted simply as a display for additional target informa-
tion. The TPS LabView routines were organized into 12 groups (called ‘modules’)
each responsible for performing a specific set of duties. Table 3.2 gives a list of these

modules along with their primary functions.

Module Name Primary Task
PDP (Polarization Display Panel) Main user interface, initiates all activities
TCL (Target Computer Logging) Log event data to disk
NSE (NetServ Exchange) Exchange information with ESA DAQ
STS (Slow-controls Tcp/ip Sender) Send event data to SDP for display
TEB (Target Event Builder) Compile data generated during an event
OLA (On-Line Analysis) Process Q-curve to determine polarization
QCA (Q-curve Acquisition) Initialize /perform NMR related tasks
SMC (Superconducting Magnet Control) | Operate/monitor magnet power-supply
TTM (Target Temperature Monitor) Monitor He & *He manometers
MWC (Microwave Control) Monitor microwave frequency
SCM (Slow Controls Monitor) Readout analog signals

Table 3.2: List of target DAQ LabView modules with a brief description of their
functionality.

The target operator interacted with the TPS through the PDP module. There
were two main operation modes: Take-data, and monitor. Take-data was the usual
mode of operation in which NMR measurements were continuously performed. Each

measurement lasted from ~ 17 s for 200 sets of sweeps to ~ 82 s for 1000 sets. During

**The original version of the TPS, executed on a single Macintosh computer, was written by P.
McKee for E155.
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each measurement (called an ‘event’), all the so-called ‘slow-control’ target parame-
ters were read out. These parameters included liquid levels, gas flows, valve settings,
temperatures, RF power, microwave power and frequency, magnet power-supply sta-
tus, and encoder position. These read-out values as well all other information relevant
to each event, including the raw Q-curve returned from the STAC, were collected by
the TEB module. Following the on-line processing of the Q-curve (described at the
end of this section), TEB would package all the data and send it to TCL for disk stor-
age; a portion of the event data was also sent to PDP for updating the user display,
and to NSE for exchanging data™ with the ESA DAQ—(which is briefly described in
Section 3.4). In addition to being sent to TEB, the slow-control parameters were sent
to STS as they became available. From here, the data was sent to the Slow-controls
Display Panel (SDP) which was the only LabView process running on the second PC.
This process simply displayed the information with no user interaction. The flow of
commands and data through the TPS are illustrated in Figure 3.16. The other main
operation mode of the TPS, monitor mode, was invoked when there was a need to
monitor the slow-control parameters but no need for NMR measurements.

The processing of the raw Q-curve occurred in the OLA module. After averaging
the Q-curve over the number of sweeps performed, three processing steps took place.
First, the baseline was subtracted from the raw Q-curve. The baseline was acquired
with the Q-meter in the same way as the NMR signals (same frequency range, sweep
pattern, etc.), except that the static field was lowered about 2% causing the NMR sig-
nal to be absent from the measurement. Baselines formed in this way usually allowed
for a very accurate subtraction of the background () from the NMR signal. Baseline

measurements took place prior to NMR measurements and were performed anytime

HTarget data sent to the ESA DAQ included the event number, type of material, polarization,
calibration constant, and magnet current. Data received by NSE included the run number, spill
number, beam current, and the present total top and bottom target dose.
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Figure 3.16: Flow of information between the components of the target DAQ.
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the material or the Q-meter tune was changed. The second processing step was to fit
the residual ‘wings’ of the baseline-subtracted signal with a 3¢ order polynomial and
then subtract it from the signal. This produced the final processed signal atop a flat
background. The last step in the on-line analysis was to integrate this processed sig-
nal to yield its area. The area was then multiplied by a calibration constant to yield

the polarization. The details of the NMR calibration are given in the next section.

3.2.7 Calibration and Performance

In order to determine the polarization of the target, the area under the NMR signal
was calibrated to the natural polarization (Prg) of the material at thermal equi-
librium. Assuming the Q-meter circuit was properly tuned and operating within
designed parameters (i.e. the modulation strength of the RF level remained suffi-
ciently small), then the signal area increased linearly throughout the whole range
of polarization enhancement. This resulted in a simple calibration constant (C'C)

relating the area of the signal to the absolute polarization, and it can be expressed as

co = e

Arearp’

(3.20)

where Arearg is the integrated NMR signal at thermal equilibrium, and Prg is calcu-
lated from Equations 3.13 or 3.15 depending on proton or deuteron target respectively.

New CC's were calculated each time the material was replaced and ideally after
each anneal, although the later was not always possible given the time constraints
of the experiment. If significant settling of the material occurred during an anneal,
this could result in a change in the target coil filling factor () which affects the
tune and the response of the Q-meter circuit and hence the NMR signal calibration;

in these situations, a new C'C' was needed. Table 3.3 lists the C'Cs used during
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the experiment. A detailed off-line analysis, performed by Stephen Biieltmann, was
needed to determine these calibration constants after it was discovered during a target
technical run (conducted immediately following the completion of E155x) that the
*He manometer (used for the on-line determination of the C'C's) was not functioning
properly. The main results of that analysis will be given here; the details are located
in reference [60].

The error associated with the target polarization measurement was dominated by

the uncertainty of the TE calibration constants. For both targets, the main contri-

Mat. Batch: Dose 10" e7: | CC:
Date Mat. Top Top Top Comments
Bottom Bottom Bottom
3/02/99 - E155(#8115%#9) | 47.0/47.0 | 0.0718
3/10/99 | “NH, [ E155(#61#8) 22.6/22.6 | 0.7932 | 1 anneal
3/10/99 - E155(#8+15%#9) | 28.6/75.6 | 0.8704 | 2 anneals
3/17/99 | NH, [ E155(#61#8) 22.7/45.3 | 0.7932 | Mat. change
3/17/99 - G08 E155x#1 28.6/28.6 0.8108
3/22/99 | NH; [ GOS8 E15ox#1 182/182 | 07719 | 1 auneal
3/22/99 - G08 E155x#1 14.1/42.7 0.7744
3/24/99 | NH, [ GOS8 E155x#1 10.8/29.0 | 0.7926 | 1 auneal
3/24/99 - G08 E155x#1 34.7/77.4 0.7361 3 anneals
3/31/99 | °NH; G08 E155x#1 49.8/78.8 0.8398 | Mat. change
3/31/99 - Bottle 34 102.3/102.3 | 0.9484
4/09/99 | SLiD Bottle 33 68.5/68.5 1.0314 | Mat. change
4/09/99 - Bottle 1020+1021 73.8/73.8 0.8983 1 anneal
4/17/99 | SLiD Bottle 58+1021 66.0/66.0 1.1570 | Mat. change
1/17/99 - Btl. 341t4/171/97 | 42.4/424 | 1.4375
4/22/99 | SLiD Bottle 33 17.1/17.1 1.4965 | Mat. change
4/22/99 - G08 E155x#1 9.5/9.5 0.6717
4/26/99 | NH; [ GOS8 E155x#1 12.2/12.2 | 0.7529 | Mat. change
4/26/99 - G09 34.9/34.9 0.7331 2 anneals
5/05/99 | NH; G10 86.3/86.3 0.6402 | E155x ends

Table 3.3: E155x target material history with cold dose and calibration constants.
The first dose number shows the dose received during the given time interval, and
the second number is the running count of the total dose for that batch.
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butions to the C'C error came from two sources: Temperature uncertainty from the
‘He manometer, and uncertainty in the Area;r measurement. The uncertainty in the
‘He temperature was primarily the result of a slight drift in the manometer’s pressure
zero point during the course of the experiment; this correction contributed less than
+1% uncertainty to the overall error. The uncertainty in the Arearyr measurement
was small for 'NHj (also less than +1%) but dominated the overall error for the
°LiD polarization measurements. The reason for this was not a lack of precision in
the actual area measurement, but rather the result of not waiting long enough for the
material to thermalize. Since SLiD targets require several more hours to thermalize
than '»’NHj (~ 12 hours at 1.8 K and 5 hours at 3.3 K [57]), the decision was made
by the collaboration to intentionally cut short its TE measurements and to instead
extrapolate an asymptotic value for Arearg from the area data collected after only 6
to 8 hours. Thus the errors on the °LiD polarization were significantly increased by
the uncertainties associated with the extrapolations. However this did not adversely
affect the deuteron asymmetry measurement since its error was statistics dominated.
The average value of the temperature and Area;r measurement errors are given in
Table 3.4, where the last column gives the total combined averaged error on the
enhanced polarizations for the entire experiment.

The bottom-line performance, or average polarization for all runs, was right on par
with the value used in the experiment’s proposal [61]: ~ 70 % proton and ~ 22 %

deuteron average polarizations. A plot of the average polarization per run for the

AP AP AP
(?)4He Temp (?)AreaTE (?)pol
I5NH;, +0.88% +0.8% +1.7%
SLiD +0.88% +4.4% +4.5%

Table 3.4: Errors associated with target polarization measurements.
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entire experiment is shown in Section 4.4.2. A more concrete picture of the target
polarization over time can found in Figure 3.17 which displays the same polarization
data presented in Section 3.2.4 except as a function of time instead of dose.

The routine operations of the target went smoothly and efficiently; there was lit-
tle loss of experimental run-time due to problems with the target. The NMR setup
and operation occurred without any irregularities, and corrections to the polariza-
tion measurements due to non-linear signal distortions were small. Maximum signal
modulations (M,,,,) near or greater than 0.3 occurred briefly for the last batch of
15NH; loaded in the bottom target cell. Subsequent comparisons of the event rates
from this load with the rates from the dummy carbon target revealed that the tar-
get cell packing fraction (used in the calculation of the dilution factor) was ~ 15 %
larger than its usual nominal value. This increased the coil filling factor () and as a
result larger maximally enhanced signal sizes occurred—producing greater modulation
strengths. However, this only resulted in a 2 to 3% non-linear correction for only the
largest target enhancements of that load and did not pose any significant problem;
overall, the non-linear corrections for ?’NH; were £0.3%. With the exception of re-
placing a damaged microwave EIO tube power supply on two occasions, the biggest
target mishap was the slight misalignment (2.4°) of the static B field from a purely
transverse orientation. This was the result of not using the proper survey positions
during the magnet’s installation. The reason for this mishap along with its effect on

the go measurement are given in Section 4.6.
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Target Polarization
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3.3 End Station A Spectrometers

The equipment used to quantify the characteristics of the scattered electron (i.e., its
angle 0 (and ¢) and energy E, or equivalently z5; and Q%) are collectively known as
a spectrometer. E155x used three fixed-angle spectrometers positioned with average
@’s of 2.75°,5.5°, and 10.5° (from the beamline) and with average ¢’s of ~ 0° (in
the horizontal plane). With a beam energy around 30 GeV, this configuration leads
to a spectrometer-combined kinematic range of 0.02 < z; < 0.8 and 0.7 (GeV/c)? <
Q* < 20 (GeV/c)? as displayed in Figure 3.18.

A schematic of the spectrometer setup is given in Figure 3.19. Each spectrometer
utilized its own magnetic transport system to deliver charged particles to its detector

components. These components are grouped into three major detector subsystems:

20
18 - E155X kinematic coverage
B by spectrometer
16 (Ey=29GeV)
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— 12+
E 10 -
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27
2 S 1
10 10 1
XBj

Figure 3.18: Kinematic coverage of E155x spectrometers.
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E155x Spectrometers

PLAN VIEW

Hodoscopes
Dipole Magnets /\
Polarized /\ \Shc')‘.vtverr 5.5°
Target a——% % Cherenkovs counters
Polarized = = 5 4 2.75°
Electron
Beam Collimator
10.5°
Hodoscopes
Quadrupole
Magnets
Hodoscope Shower
counter
Cherenkov
t | | | | | | | | |
meters 0 5 10 15 20 25 30 35 40

Figure 3.19: Schematic top view of the E155x spectrometers.

Hodoscopes to provide tracking information, Cerenkov tanks for particle identifica-
tion, and an electromagnetic calorimeter for energy determination (as well as further
particle identification). The functionality and application of each subsystem (as used

during E155x ) will be detailed in this section.

3.3.1 Transport Optics

The charged particles emanating from the DIS reaction with a certain trajectory
and momentum are transported to the detector components via a series of magnets
interleaved with collimators (as shown in Figure 3.19).

The collimators, which were placed in various locations throughout the magnets,
provided a physical barrier that defined the extent of the § and ¢ acceptance of each
spectrometer. The typical collimator had two adjustable ‘jaws’ made of one inch of

tungsten followed by four inches of lead; the settings of the ‘jaws’ were optimized (with
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respect to particle detection rates) prior to the start of E155x production running
and were adjusted only when the beam energy was changed. These settings were
particularly important for the 2.75° spectrometer where both the scattered electron
and background rates were highest.

The magnetic fields of the transport system bent electrons with different momen-
tum by different amounts. Thus, determining the precise trajectory of an electron
(traversing the detector components) gave a measure of its momentum. This is the
underlying principle by which a momentum-analyzing spectrometer operates.

Both dipole and quadrupole type magnets were used to bend and focus/defocus,
respectively, the scattered electrons into the detectors. The configuration of these
magnets for each spectrometer are better illustrated in Figure 3.20. Here, it can seen
that both the 2.75° and 5.5 ° employ two dipoles bending in opposite directions (first
down and then up). Commonly referred to as a ‘reverse bend’, the advantages of this
arrangement (in contrast to a same-bend setup) are two-fold: Larger momentum range
of detectable particles, and increased shielding from neutral background particles
(such as 7”’s and photons). The 2.75° also used a quadrupole (Q1) between the two
dipoles to defocus the electrons horizontally and refocus them vertically. This further
reduced background rates and increased the uniformity of electron coverage across
the face of the detector. This lowered instantaneous rates and increased its detection
efficiency as well as enhanced its x,; resolution.

The 10.5° used a different arrangement; a single dipole located between two
quadrupoles. The upstream quadrupole (Q2) focused trajectories horizontally (pro-
viding greater 6 acceptance) and defocused them vertically (for better momentum
resolution), while the downstream magnet (Q3) performed the same way as Q1 (re-
ducing background rates and enhancing xy; resolution).

The optics (or trajectory-momentum correlation) of each transport system was
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Figure 3.20: Schematic side-view of the E155x spectrometers with emphasis on the
dipole bending angles.

defined and calibrated prior to E155x via computer Monte Carlo simulations in con-
junction with detector subsystem response’s to actual electrons with known kinemat-
ics. As a result, each spectrometer acquired its own coordinate system with a Z-axis
along the central-momentum trajectory defined by its optics. To this end, a measure-
ment of an electron’s track (or trajectory) relative to this ‘central-trajectory’ could
be transformed into a measurement of its momentum. The 2.75° 5.5° and 10.5°
central momentum values were 20.0, 20.0, and 11.7 GeV /c respectively. The stability
of the transport magnets were monitored throughout the experiment to ensure the re-
liability of the spectrometers’ optics. Figure 3.21 is a plot of the dipole’s (B1 through

B5) field strength as measured, at sporadic intervals during E155x, by NMR coils
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Figure 3.21: Spectrometer dipole NMR field measurements shown as a function of
E155x run number.

embedded in the magnets. This plot indicates that the NMR readings were stable to
better than 0.1% (for all dipoles) which was well within the experiment’s acceptable
limits [62]. Also, Hall probe measurements of the three spectrometer quadrupoles

displayed comparable stability.

3.3.2 Hodoscopes

The primary instruments used to trace the paths of ionizing particles passing through
the spectrometer are the hodoscopes. By design, the collective response of these de-
vices yields at least two space-time coordinates (along the path of such a particle)
separated by a large enough distance to provide the necessary trajectory reconstruct-
ing angular resolution.

To accomplish this task, the E155x spectrometers each employed two hodoscope
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packages separated by a distance of approximately five to six meters; one placed imme-

diately upstream and the other downstream of the 2.75° and 5.5° (10.5°) final (only)

Cerenkov detector. The hodoscope packages consisted of several highly segmented

planes of plastic scintillating strips, called ‘fingers’. The fingers associated with each

plane were grouped into two identical overlapping subplanes (front and back). Each

subplane contained parallel, uniformly spaced fingers mounted side-by-side; the sub-

planes were attached to one another such that each front finger partially overlapped

one of the back fingers. Table 3.5 gives some of the specifications of the hodoscope

Spectrometer | Plane # of Finger Finger Finger

(location) Name | Fingers | orientation (°) | width (mm) | overlap (mm)

2H1U 44 +15 (diagonal) 15 5

2H2V 44 —15 (diagonal) 15 5

2.75° 2H3X 64 90 (vertical) 13 1

(upstream) 2H4Y 72 0 (horizontal) 13 1

2H5Y 31 0 (horizontal) 30 10

2H6X 34 90 (vertical) 20 7

2H7X 90 90 (vertical) 13 1

2.75° 2H8Y 90 0 (horizontal) 13 1

(downstream) | 2H9Y 55 0 (horizontal) 30 10

9H10X | 27 90 (vertical) 30 10

5H1U 25 —45 (diagonal) 45 15

2.5° oH2X 23 90 (vertical) 30 10

(upstream) 5H3Y 36 0 (horizontal) 30 10

5HAV | 25 | +45 (diagonal) 45 15

5H5U 21 —45 (diagonal) 75 25

5.5° 5H6X 27 90 (vertical) 30 10

(downstream) | SH7Y 55 0 (horizontal) 30 10

5H8V 21 +45 (diagonal) 75 25

10.5° 10HO1Y 20 0 (horizontal) 25 —

(upstream) | 10H02Y 21 0 (horizontal) 25 -

10HO3Y | 20 | 0 (horizontal) 25 -

10.5° 10HO4Y 24 0 (horizontal) 25 13

(downstream) | 10HO5Y 25 0 (horizontal) 25 13

Table 3.5: Some details of the E155x hodoscope planes for the three spectrometers.
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planes used for E155x. These planes were positioned in precise (Z) locations in the
spectrometer (as shown in Figure 3.19) and with various finger orientations (vertical,
horizontal, and diagonal). The plane’s specific location fixed its subplane finger’s
z-coordinates (to the same value), while the planes orientation gave its fingers spatial
variability in a direction perpendicular to Z. Thus, each plane provided a simultane-
ous determination of two space coordinates: z and z, y, or a combination of the two
depending on vertical, horizontal, or diagonal orientations respectively.

A photomultiplier tube (PMT) mounted to one end of each finger quantified the
light created in the scintillator when a charged particle passed through it. The PMT
created a voltage pulse whose integrated charge was proportional to the number
of photons absorbed by the PMT’s photo-cathode. This pulse was passed through
a threshold discriminator on its way to a time-to-digital converter (TDC) where a
‘hit” was recorded at a specific time, for a specific finger, in a specific plane. This
information was then used to reconstruct the particle’s track. On average, the 2.75°
generated ~ 15 hodoscope finger hits per track, and the 5.5° and 10.5° produced

~ 13 each.

3.3.3 Cerenkov Tanks

Due to the nature of DIS reactions combined with the high luminosity, low duty-rate
SLAC beam characteristics, large numbers of background particles emerge from the
scattering process along with the desired scattered electrons. The main purpose of the
Cerenkov detectors was to distinguish these electrons from the various background
particles (the vast majority of which were 77’s in E155x). To do this, the detector
exploits the fact that a high-enough energy electron travels faster than the speed that

light travels through non-vacuum media; in doing this, the electron creates a coher-
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ent electromagnetic disturbance, called Cerenkov radiation, that propagates outward
from the particle in a conical ‘shockwave’ fashion. The detection of this radiation in
real time indicates exactly when a high-momentum, low-mass particle (an electron)
passes through the Cerenkov detector and thus provides a means of its identification.

To accomplish this task, each spectrometer employed a threshold gas Cerenkov
counter (the 2.75° and 5.5 ° used two) that consisted of a large cylindrical aluminum
tank several meters in length and over a meter in diameter. The tanks had 1.5 mm
thick aluminum windows at either end and were filled with a gas mixture of 90%
diatomic nitrogen (Ny) and 10% methane (CHy) at sub-atmospheric pressures be-
tween 2 —4 psi. A heavily lead shielded PMT was mounted inside each tank (outside
the spectrometer acceptance) to detect and quantify the Cerenkov radiation. Two
screening baffles with rectangles cut out of the acceptance region were affixed inside
each tank to minimize the ambient light reaching the PMT from N, gas scintillation
caused by low energy secondary charged particles [63]. A set of large curved (concave)
mirrors placed at the downstream end of each tank were used to focus the Cerenkov
light onto the PMT. The PMT’s anode signal was passed to a chain of four Flash
ADCs which collectively digitized the signal every nanosecond-creating a waveform
of the Cerenkov pulses occurring in the tank during a beam spill; this system served
as the primary means of signal acquisition for the Cerenkov detectors. A secondary
(backup) system, which utilized the PMT’s dynode signal, processed the occurrence
of a Cerenkov pulse via an array of four discriminating TDC’s with progressively
higher threshold levels. The Cerenkov detector pulses, correlated in time with the
responses of the other subsystems, labeled a particular track and/or shower cluster
(to be discussed in the next subsection) as resulting from an electron.

The density or pressure of the tank’s gas mixture determined its index of refraction

(n), which set the detector’s minimum threshold velocity (vy, = £), below which a
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charged particle will not emit Cerenkov radiation coherently. Translating this into a

momentum threshold yields the following relation

(3.21)

which indicates that particles of different mass have different thresholds. The pressure
and temperature (and thus index of refraction) of each of the five tanks were adjusted
to specific values which were monitored and maintained throughout the experiment.
These values were tuned, per spectrometer, to accept electrons and reject pions and
any other massive negatively charged hadrons. Table 3.6 displays the momentum
thresholds of various particles for each tank at their operating pressures. The two
sets of pressures and thresholds given in this table represent the fact that the 2.75°
and 5.5 ° tank pressures where adjusted during the experiment to provide greater pion

rejection (this occurred early in the experiment at run 2524).

Cerenkov Tanks

2.75° 5.5° 10.5°
2C1 2C2 5C1 5C2 10C1
Pressures (psi) | 2.35/2.00 | 2.35/1.97 | 3.17/2.63 | 3.16/2.60 | 3.75/3.76

Particle: Momentum Thresholds Py, (GeV/c)
Electron | .052/.056 | .052/.056 | .045/.048 | .045/.048 | .041/.041
Pion 14.5/15.5 | 14.5/15.5 | 12.5/13.5 | 12.5/13.5 | 11.5/11.5
Kaon 51.3/54.9 | 51.3/54.9 | 44.2/47.8 | 44.2/47.8 | 40.7/40.7
Anti-proton | 97.4/104 | 97.4/104 | 84.0/90.7 | 84.0/90.7 | 77.3/77.3

Table 3.6: Cerenkov tank particle momentum thresholds for the two given tank pres-

sures. Values calculated using reference [64] at a temperature of 20° celsius.
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3.3.4 Electromagnetic Shower Calorimeter

The final detector subsystem encountered by particles passing through the spectrome-
ters was the electromagnetic shower calorimeter (or simply the shower counter). This
detector’s primary function was to measure the energy deposited by particles that
traversed its components. By design, it is very efficient at extracting the energy of
the scattered electron, and much less efficient at measuring the energy of hadrons*.

The shower counter determines the energy of a single high-energy scattered elec-
tron by converting it into an electromagnetic shower of many lower-energy charged
particles; these lower-energy particles then deposit their energy within the calorime-
ter in some detectable form. The shower is a cascading succession of bremsstrahlung
emissions and pair-production processes; it grows in size as it progresses through
the calorimeter—peaking at about five radiation lengths in and then tapering away.
For the E155x calorimeters, the energy of the incident particle was determined by
measuring the number of Cerenkov photons emitted by the showering particles (emet
pairs) as they traversed the segmented, transparent lead-glass blocks that made-up
the shower counter.

The two smaller angle spectrometers had identical shower counters, whereas the
10.5° used a different design. The 2.75° and 5.5° shower counters consisted of 200
lead-glass blocks stacked into a twenty row by ten column array as depicted in Fig-
ure 3.22. Each block was 6.2 cm x 6.2 ¢cm x 75 ¢cm and had an index of refraction of
1.58=which corresponded to a momentum threshold for electrons/positrons of approx-
imately 0.7 MeV /c. The shower counter array was oriented such that the long sides of
the blocks were roughly aligned with the spectrometer’s central-trajectory. The lead-

glass used was of Schott type F2 and was determined to have a 3.17 cm radiation

HThis feature, which is a consequence of how different particles interact differently with matter,
greatly enhances the overall functionality of the calorimeter and is discussed later in this subsection.
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Figure 3.22: Schematic view of the 2.75° and 5.5 ° shower counters.

length [65] which induced and maintained a relatively quick, compact shower that
could be contained within the 75 centimeters (23.7 radiation lengths) of the blocks,
as well as the 450 ns beam spill. A PMT was mounted to the downstream end of
each block to detect and quantify the Cerenkov radiation within that block. Each
PMT signal was sent to both an ADC and a system of discriminators and TDCs. For
the 5.5°, only one level of discriminators and TDCs were used because overlapping
showers rarely occurred. For the 2.75°, where the event rates were much higher, two
levels were used. Furthermore, 64 of the 2.75°s PMT signals were passed through
an additional level of discriminating TDCs (for a total of three); these ‘hot” PMTs,
located in the top-most seven rows, experienced the highest instantaneous rates.
The 10.5° shower calorimeter utilized the same concept as the 2.75° and 5.5°
shower counters except it had a different design. It consisted of a two part system:
An active pre-radiator (PR) with a lead passive pre-radiator (PbPPR) and a total-

absorber (TA). The TA part of the shower counter had the same design as the 2.75°
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and 5.5 ° counters, that is, it consisted of stacked lead-glass blocks designed to totally
absorb the energy of the scattered electron with a PMT mounted to the downstream
end of each block to detect Cerenkov light. However, there were only 30 stacked
blocks in a five row by six column array, and the block’s dimensions and properties
were different. The majority of blocks were 14.6 cm X 14.6 cm X 40 cm and had
radiation lengths of 2.47 cm [66]. This implied that the 40 cm length amounted
to only ~ 16 radiation lengths, which alone would not be enough to sufficiently
contain a 12 GeV electromagnetic shower. Thus a PR system, to initiate and slightly
develop the shower just upstream of the TA, was employed. In addition, for E155x,
a 77 cm X 71 cm x 0.64 cm thick (1 radiation length) lead sheet, the PbPPR, was
placed just upstream of the PR blocks to further aid in the TA’s containment of the
shower.

The active pre-radiator consisted of 10 bars, each identical to the 2.75° and 5.5°
shower counter blocks, stacked vertically with their long axes perpendicular to the
central-trajectory. To assist in tracking reconstruction as well as enhance the TA’s
ability to determine the shower position, a PMT was mounted to both ends of each
PR bar. The vertical stack provided the ¢ positioning ability, while the use of two
PMTs provided an estimate of the horizontal () hit location along the bar. The
latter was accomplished by measuring the time difference between the two PMT
signals; this time difference, converted to distance and calibrated with the TA’s
shower position, proved to yield more consistent results than using a ratio of the
PMT signal sizes (mainly due to significant light attenuation in the bar) [67]. The
read-out electronics of the PR and TA blocks were similar to those of the 5.5 ° shower
counter, that is, an ADC and one level of discriminating TDCs for each PMT.

In addition to providing a very accurate determination of an electron’s energy, the

shower counters provided supplemental particle identification as well as a reasonably
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sensitive measurement of the shower’s ‘centroid’, or central location of the shower
maximum within the calorimeter. The ability for the 2.75° and 5.5° calorimeters
to determine the shower centroid to better than 4+0.5 cm was made possible by the
segmentation of the lead-glass blocks combined with software analysis and aided sig-
nificantly in tracking reconstruction. Particle ID was made possible by discerning the
differences between hadronic showers, made by pions for example, and electromag-
netic showers. These differences, which included size and shape of the shower, as well
as the percentage of the particle’s energy deposited in the shower, were revealed, in
part, through an examination of the ratio of a particle’s energy (as determined by
the shower counter) to its momentum (as determined by the track trajectory). Com-
monly referred to as the E-over-P (E/P) ratio (discussed further in Section 4.2.3),
it is unity for electrons/positrons and usually much less (< 0.5) for pions and other
massive particles. The value of this ratio played a crucial role in characterizing an
event (see Section 4.3.2), and careful analysis of the E/P spectra of specific data sets
provided an assessment of the amount of background (pion and non-DIS electron)

contamination in the data set used to calculate A; (see Section 4.5.1).

3.4 ESA Data Acquisition System

The computers, associated software, and electronic hardware used to control, col-
lect, monitor, and archive the experimental data flowing from the various ESA beam
and spectrometer subsystems is collectively referred to as the ESA data acquisition
system (or ESA DAQ). The ESA DAQ was upgraded following experiment E143 to
accommodate the higher event rates generated by the shorter beam pulses (450 ns
as compared to 2.2 us) which resulted from the SLAC energy doubling (SLED) [68]

upgrade to the accelerator. The upgraded DAQ consists of a VME based system
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capable of data transfer rates up to 1 MB/s using a reflective memory network [69].
A block diagram of the ESA DAQ is shown in Figure 3.23.

During the DAQ’s open trigger (which lasted the duration of the beam-spill),
data flowing from the spectrometers’ various electronic components (TDCs, ADCs,
discriminators, and FADCs) were read in by the ‘Remote VME’ Real-Time crate
located in ESA. The ‘Local VME’ Real-Time crate, located in CHA, was interfaced

to the beam data CAMAC branch and was responsible for acquiring the relevant
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Figure 3.23: Block diagram of the ESA data acquisition system [69].
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beam-related parameters like charge, helicity, spot-size, and position. The reflective
memory network facilitated the combination of the spectrometer and beam data which
was then available for logging in the ‘Unix VME’ crate (also housed in CHA).

The ESA DAQ employs several processes to control the state of the DAQ and
monitor its performance. A process known as ‘DAQCntrl’ provides the DAQ’s main
user interface in which specific types of data runs can be started and stopped. DAQC-
ntrl is essentially a stand-alone free running program used to control the flow of data
through the DAQ); it polls VME crates and exchanges messages (via NetServ) with
other free running processes used by the DAQ. One such process, known as ‘DAQJob’,
monitors CAMAC branch data such as high voltage settings or scalar values, as well
as information from the target DAQ via Ethernet connection using NetServ (see Fig-
ure 3.16). DAQJob makes the data it acquires available to DAQCntr]l and other
processes executing on the same processor [69]. Other processes include interactive
and/or non-interactive control programs for altering or monitoring magnet current

settings, low voltages, and scalar values.



Chapter 4

Analysis

4.1 Run Overview

Approximately 3,000 E155x runs were logged to tape between March and May 5%,
1999. From an analysis standpoint, these runs can be sorted into two categories: Pro-
duction and calibration. The production runs consisted of scattering events logged
from polarized beam-polarized target interactions. The calibration runs consisted of
spectrometer-component calibrations with and without beam, target dilution calibra-
tions which used polarized beam scattering events from an unpolarized solid/dummy

target (or no target), and dedicated Mgller beam polarimetry runs.

4.1.1 Calibration Runs

There were many types of spectrometer-component calibrations logged to tape dur-
ing the experiment, but the predominant ones were Toroid, Hodo-LED, and Pedestal.
The Hodo-LED and Pedestal runs calibrated the hodoscope and shower counter PMT's
respectively; these were performed without beam. The Toroid run was used to cal-

ibrate the beam-line toroids which were used to determine the beam current. This

97
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calibration was performed both with and without beam to obtain a high and low
coil current response from the toroids. Typically, these three calibration runs were
performed at the beginning of each 3 hour run series. The target dilution calibrations
were performed less often—at most once per day and at least once per target load.
These calibrations were usually performed during the reversal of target enhancement
to maximize use and efficiency of experimental resources; they involved scattering
polarized electrons from unpolarized solid Carbon and Beryllium targets, for "'NH;
and SLiD respectively, and lasted as long as a production run (= 0.5 hour). This
data was primarily used to determine the target packing fraction which was used to
calculate the target dilution factor. Multiple Moller polarimetry runs (described in
Section 3.1.3) were performed about a dozen times throughout the experiment. The

results from the Mgller measurements are given in Section 4.4.1.

4.1.2 Production Runs

The production data consisted primarily of the desired DIS electron events with a
small contamination from other negatively charged particles (e.g. 7—’s and non-DIS
electrons). A breakdown of the number of production runs used in the A, analysis for
each spectrometer, target material, and energy is shown in Table 4.1. The production
runs each contained (on average) the DIS events from roughly 200,000 beam pulses.
Each pulse (or spill) contained 1 to 3 x 10% electrons (with 83% polarization) packed
within a 450ns pulse and delivered at a rate of 120Hz. Only a minute fraction of
the electrons per pulse both participated in the desired reaction and were analyzed
by the spectrometers. On average, roughly 3 electron tracks per spill were collected
by the 2.75° 0.5 by the 5.5°, and 0.04 by the 10.5°. For all three spectrometers

combined, roughly five kilobytes per spill of raw data were written to tape yielding a
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I5NH, 29 GeV 32 GeV
Runs Events Runs Events

2.75° | 428 | 188,986,346 | 687 | 219,298,061
5.5° 422 | 33,547,817 | 726 | 42,705,617
10.5° | 327 3,137,902 711 5,273,707
SLiD 29 GeV 32 GeV

Runs Events Runs Events
2.75° | 263 | 138,234,642 | 399 | 150,927,933
5.5° 282 | 25,659,598 | 404 | 34,059,045
10.5° | 165 1,893, 860 401 4,161, 846

Table 4.1: Number of production runs and DIS electron events used in the A analysis
for each spectrometer, target, and beam energy.

total typical run size of just over a Gigabyte.

There was also another type of run performed with polarized beam on polarized
target. This was called a positron run and was used to measure the non-DIS electron
contamination in the production data. These runs had all the characteristics of a
production run except that its events consisted of positrons from pair symmetric
processes with a relatively large background of 7*’s. This mode of running was
achieved by reversing the polarity of the spectrometer’s transport magnets thereby
allowing only positively charged particles to pass through the spectrometer. The
ESA spectrometers could be individually set in positron mode, thus allowing each
spectrometer to spend the minimum amount of time required to achieve the statistics
necessary to perform the pion and non-DIS electron contamination correction on the

A, data set (detailed in Section 4.5.1).

4.2 Raw Data Studies

Many data studies were performed on the raw data set for the purpose of verifying

the integrity of the data, and improving the analysis code’s ability to extract ac-
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curately the relevant information. The latter was especially prevalent for the 10.5°
analysis, where some spectrometer features were new for this experiment. There were
several analyses performed on all aspects of the runs both during and after the exper-
iment. These included beam quality, helicity, and raster studies, target studies (refer
to Section 3.2.7), and spectrometer component calibration, efficiency, and resolution
studies. Due to natural fluctuations in experimental conditions (e.g. temperature
and high-voltage), the timing between detector component (Cerenkov, hodoscopes,
and shower counter) responses needed to be corrected in the raw data set. Further-
more, new surveyed locations of certain hodoscope fingers required a correction of the
momentum reconstruction from tracking information. And consequently, the shower
counter’s energy response calibration (determined from electron E/P distributions)

needed to be corrected.

4.2.1 Timing

The TDCs read out by the DAQ provided the information needed to find out when an
event occurred. But the TDCs relied on other electronics (PMTs, etc.) to send them
the signal, and these devices’ response times fluctuated due to changes in high voltage,
temperature, etc. Thus there was a need to adjust the relative timing between the
Cerenkov , Tracking, and Shower signals to compensate for these fluctuations. Timing
run-blocks were determined based on high voltage changes and on changes in timing
that occurred for unknown reasons [70]. The Cerenkov times were first adjusted to be
consistent with the Shower Counter’s time; the hodoscope fingers were then timed-in
relative to the Cerenkov. Careful attention was given to this task as proper timing
between the different detector components was a prerequisite to reconstructing an

event track. The timing resolution of the different detector components was ~ 1 ns.
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4.2.2 Tracking Momentum Reconstruction

The optics model, providing trajectory-momentum correlation for particles scattered
from within the target cell and transported through the spectrometers, was generated
by Monte Carlo simulation using measured transport magnet field maps and the
precision alignment data for the magnets and detector components [71]. This provided
a look-up table used to assign momentum and lab-frame scattering angles to tracks
based on their hodoscope finger hits and associated shower cluster centroids (if any).

Figure 4.1 gives a sample of the E155x electron tracking momentum distributions
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Figure 4.1: Electron tracking momentum distributions from run 4200 for the three
spectrometers.
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from the three spectrometers. The momentum resolution of the E155x detectors was
~3 % [72).

Prior to E155x, it was suspected that some of the 2.75° and 5.5° §-measuring
hodoscope fingers had inaccurate alignment data, however, a proper survey of the
fingers was not performed until months after the experiment when the Cerenkov
tanks could be lifted out of the way. The results of the survey indicated that nine
2.75° front hodoscope fingers were misaligned from 0.5 to 1.5 mm; two 5.5° front
fingers were misaligned—-one 3 mm lower and the other 1.5 mm higher than expected
from the previous alignment data. The rear hodoscope planes had four 2.75° fingers
averaging 5.5 mm higher than expected, and two 5.5° fingers ~ 2 mm higher than

expected. The details of the survey results can be found in references [73] and [74].

4.2.3 Shower Counter E/P

A detailed analysis of the 2.75° and 5.5° shower counter energy calibration was
motivated following the changes in tracking momentum reconstruction. This analysis
examined an electron shower cluster’s central block E/P distribution to access the
block’s energy calibration. As described in Section 3.3.4, each calorimeter consisted
of a 200 block array, the inner 144 block E/P responses were calibrated and studied for
rate-dependent effects while the outer 56 edge-blocks required additional calibration
studies due to the shower counter’s partial coverage of clusters centered about their
location. The specifics of this analysis can be found in reference [75], its main results
are presented here.

The initial calibration, performed using three low current runs, led to much im-
provement in the mean E/P variations from block to block. This in turn lead to

better overall E/P distributions with narrower peaks and Gaussian means closer to 1.
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Figure 4.2: 2.75°, 5.5° and 10.5° E/P histograms from run 4200. Histogram entries

represent tracks identified as electrons (left plots) and pions (right plots).
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As an example, Figure 4.2 displays the electron E/P distributions compared with the
pion E/P distributions for the three spectrometers from one run. The partial shower
containment in edge block clusters was studied by examining E/P distributions from
tracks projected to 4 different regions inside the block from inner to outer edge. This
revealed a gradual decrease in E/P from the inner to outer region with the outcome
that half of the tracking events projected to the outermost region would not pass
the 0.75 E/P-cut in the electron event definitions—(discussed in Section 4.3.2). This
represented a very small percentage of events and thus was deemed an acceptable
loss. Subsequent studies of the above calibrations for medium and high-current runs
showed up to 6 % variation in E/P distributions as compared with low current runs.
Since large blocks of runs were performed at similar currents, different shower counter
block calibrations were used for run regions of different current. This provided the
shower counters with more accurate energy determination and thus improved the
overall E/P distributions from run to run. The energy resolution of the 2.75° and

5.5 ° shower counters ranged between ~ 3 and 5 % at the kinematics of E155x.

4.3 Data Reduction

Over 2 Terabytes of raw data were collected for the ~ 2000 runs used in the A
analysis. The process of analyzing this data set occurred in two steps. First, following
the bulk of the raw data studies, the raw data runs were processed, filtered and
reduced into Data Summary Tapes (DSTs). This reduced the size of the data set by
a factor of 10 and facilitated the next stage of analysis which was to produce ‘count
files’ from the DSTs. The count files were then used to calculate the raw asymmetry—
(detailed in the next section). This section briefly describes the DST and count file

stages of the analysis.
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4.3.1 DST Production

DSTs are simply a more compact form of the raw data tapes; by producing the DSTs,
the vast amount of information, conveyed by each electronic component within each of
the spectrometer subsystems, was reduced to the essential bits of information needed
to characterize the individual events. This information included timing, particle ID,
tracking momentum, and energy (to name a few) and was not limited to only the
most pristine DIS events; it included pions, and any other particles that produced a

reconstructable track and/or shower cluster within the DAQ’s open trigger.

Run Selection

All production, target calibration, and positron runs were processed into DSTs. Be-
fore and during processing, bad runs were weeded-out by looking for obvious prob-
lems such as: The loss of a spectrometer magnet due to its power supply tripping
off, unusually low event rates and/or small file size due to DAQ problems, low or no
target polarization, and indeterminable beam helicity or large beam-charge asymme-
try. During and after DST production, histograms created during the processing of
individual runs were monitored by comparing them with the same histogram from a
known good run. These histograms included spectrometer component hit-timing dif-
ferences, Cerenkov tank signal peak voltages, electron and pion E/P spectra, electron
tracking # and ¢ hit distributions, and electron and pion tracking momentum distri-
butions. Gross deviations from the expected behavior of the monitored histograms
were investigated and repaired if possible by code modifications. Several passes of
DST production were performed before all processed runs were considered satisfac-
tory. In all, the runs used in the A, analysis consisted of 1777 production, 101 target

calibration, and 32 positron runs (with an additional ~ 250 positron runs for the
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10.5° only).

4.3.2 Count Files

This was the stage of analysis where events that shared a common set of well-defined
characteristics (called ‘event definitions’) were extracted from the DSTs and grouped
together in a count file. These files (one for each run) contained the number of events
per x-bin with left versus right beam helicity for each spectrometer and for each event
definition; they also contained other necessary information such as the total charge

for left versus right beam helicity and average %, x, and E/P per z-bin. The 38

x-bin ranges used in the analysis are given in Table 4.2.

x-bin

Bjorken x range

x-bin

Bjorken x range

0.0100 — 0.0112

20

0.0949 — 0.1067

0.0113 — 0.0126

21

0.1068 — 0.1202

0.0127 — 0.0142

22

0.1203 — 0.1353

0.0143 — 0.0160

23

0.1354 — 0.1523

0.0161 — 0.0180

24

0.1524 — 0.1714

0.0181 — 0.0203

25

0.1715 — 0.1930

0.0204 — 0.0229

26

0.1931 — 0.2173

0.0230 — 0.0257

27

0.2174 — 0.2446

0.0258 — 0.0290

28

0.2447 — 0.2757

0.0291 — 0.0326

29

0.2758 — 0.3100

—| =
D S| 0|~ o] wt] kx| ol bo| =

0.0327 — 0.0367

30

0.3101 — 0.3489

—_
[N}

0.0368 — 0.0414

31

0.3490 — 0.3928

13

0.0415 — 0.0466

32

0.3929 — 0.4422

14

0.0467 — 0.0524

33

0.4423 — 0.4978

15

0.0525 — 0.0590

34

0.4979 — 0.5604

16

0.0591 — 0.0665

35

0.5605 — 0.6308

17

0.0666 — 0.0748

36

0.6309 — 0.7102

18

0.0749 — 0.0842

37

0.7103 — 0.7994

19

0.0843 — 0.0948

38

0.7995 — 0.9000

Table 4.2: Bjorken x ranges of 38 z-bins used for the analysis.
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The students of E155x developed a set of analysis routines for producing count
files independent of the collaboration analysis. This provided a way of comparing
the two analyses which helped reduce analysis errors and improve the reliability of
the result. A simplified representation of the student analysis routines is shown in
Figure 4.3. This figure details the steps involved in filtering through event candidates
from the DSTs and accumulating them based on specific criteria (defined below), for

each spill and spectrometer.

Event Definitions

There were seven total event definitions used for the student analysis: Five electron
and two pion. Tables 4.3 and 4.4 list the main electron and pion definitions for
the three spectrometers. The ‘standard’ electron definition shown represents the
cuts used for the final A,,, calculation. The standard pion definition represents
the cuts used for the final pion asymmetry calculations used for A,’s contamination
correction. The cuts labeled ‘F’ in Table 4.3 were not used for these definitions,
but were used in other definitions. The additional (non-standard) electron definitions
consisted of two loosely-defined and one tightly-defined tracking-based definition, and
a ‘hybrid’ (shower cluster and tracking-based) definition. Unlike the other 2.75° and
5.5 definitions, the hybrid definition did not require the event to have an associated
track if it possessed a shower cluster. Note that all 10.5° definitions were hybrid in
nature. The purpose of the various electron event definitions was to study the effect
of different cuts and limits on the raw asymmetry. This produced a more thorough

analysis in which the statistics of ‘good’ events could be optimized.
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Figure 4.3: Schematic outline of the process used for generating the run-by-run count
files. The process for extracting 10.5° pion events as well as 2.75° and 5.5° ‘hybrid’

electron events is not shown.
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2.75° 9.0°
Parameter cut electron pion electron pion

description limits limits limits limits
? | Iwrupr | 7 | lwr/upr | 7 | lwr/upr | 7 | lwr/upr

Track momentum (GeV) | F | 0.0/0.0 | F | 0.0/0.0 | F | 0.0/0.0 | F | 0.0/0.0
Shower energy (GeV) | T |8.0/100 | F | 0.0/8.0 | T | 8.0/100 | F | 0.0/8.0
Bjorken « T|.01/09 | T | .01/0.9 [T | .01/0.9 | T | .01/0.9

Q? transfer (GeV?) F| 1.0/25 | F| 1.0/25 | F | 1.0/25 | F | 1.0/25
W?inv. mass (GeV?) |F |40/ — |F |40/ — |F | 40/ — | F | 4.0/ —
E/P ratio T | .75/25 | T | 0.0/0.6 | T | .75/25 | T | 0.0/0.6

C1 peak voltage (mV) | T | 30/500 | F | 20/500 | T | 30/500 | F | 20/500
C2 peak voltage (mV) | T | 30/500 | F | 20/500 | T | 30/500 | F | 20/500
verxcz (mV) T | 20/500 | F | 20/500 | T | 20/500 | F | 20/500

Table 4.3: Standard electron and pion definition for 2.75° and 5.5°. The True (T) or
False (F) entries in the question mark column indicate whether the cut was applied.

Parameter cut value

description electron pion
Minimum cluster energy, Emin (GeV) 5.0 0.3
Minimum track momentum (GeV) 7.0 0.0
E/P minimum 0.75 0.0

E/Emin minimum 0.75 N/A
E/Emin maximum N/A 0.8
C1 voltage ‘low” minimum (mV) 20 0.0
C1 voltage ‘high’ minimum (mV) 30 0.0
Minimum C1 - shw time diff (ns) 3.7 3.7

Table 4.4: Standard electron and pion definition for 10.5°.
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4.4 A, Extraction

The calculation of the experimental asymmetry begins with a run-by-run determina-

tion of the raw asymmetry, which is defined as*

Ai,i(x) — <%)L:> B <%)T7:> ) (4‘1)

Taw ‘L’i T’i
N(z) N(z)
( Q ) * ( Q )

The raw asymmetry per z-bin for each run was calculated for each spectrometer us-

N(x)),

ing the count files. From these files, the number of charge-weighted events ( o

separated into left (]) and right (1) beam helicity, were used to calculate A, (x) for
both positive and negative target enhancements. The above asymmetry is referred
to as the ‘raw’ asymmetry because, at this early stage in the calculation, it assumes
idealized experimental conditions (i.e. 100% polarized beam and target and no di-
lution factor (f = 1)) as well as no contamination of the event data set from pions,
non-DIS electrons, or electroweak scattering events. Moreover, radiative corrections
must be applied to the final asymmetry to account for the scattering events’ devia-
tions from the single photon exchange (‘Born’) approximation assumed throughout
this text. Finally, an additional modification to the asymmetry measurement must
be made to account for the small mis-alignment (~ 2.4°) of the target field from
a purely transverse orientation. The above inefficiency factors and corrections, and
their application to the asymmetry are the subject of the remainder of this chapter.

The next step in extracting A, is to adjust the raw asymmetry for experimental

inefficiencies P,, P, and f, and target nuclear corrections C; and C5. The electroweak

*Note that this expression differs from Equation 2.19 in that the lepton flips helicity instead
of the target nucleon. The two expressions are however equivalent, and this one is used because
it is more representative of a run-by-run analysis. Furthermore, for opposite target polarizations,
Equation 4.1 flips sign.
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asymmetry (Agp ) correction is also applied here due to its application to the A cal-
culation being sensitive to the run-by-run target polarization direction. The adjusted

asymmetry, labeled A", is then defined as

1
~ BPf(2)Ci(x)

Auneorr () (Araw(x) - PbAEw($)> + CQ(.I)ACj_ther(gj), (4.2)

where A% is defined in Section 2.1.2 for Equation 2.18. The following subsections

detail the analysis, results, and associated errors for each of these factors.

4.4.1 Beam Polarization

The average beam polarization for E155x, determined by Mgller polarimetry, was
P, =0.832 £ 0.002444; £ 0.031,,. Dedicated Mgller runs were performed at various
intervals throughout the experiment. The final results from these runs are shown in
Figure 4.4, where the straight-line fit through the data points yielded the average P,
(quoted above) used for the entire asymmetry analysis. The details of the Mgller runs

as well as a description of the assigned systematic errors are discussed in reference

[47].

4.4.2 Target Polarization

During the course of a production run, the polarization of the target was measured
approximately every 30 seconds. Thus the target polarization (P,) for each run was
an average of roughly 60 measurements. P, was calculated for all prospective ‘good’
runs. Runs with average polarizations below +10 % were omitted from the analysis.
Figure 4.5 displays the average target polarization for each run used in the raw asym-
metry calculation. A breakdown of the average |P;| for each of the experimental run

regions is given in Table 4.5.
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Figure 4.4: Mgller beam polarization measurements during E155x. Each data point

represents the average of the several measurements performed that day.
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Figure 4.5: E155x average target polarization per run number. The proton polariza-
tions are represented between runs 1558 — 2871 and 4045 — 4559 while the deuteron

polarizations for runs 2917 — 4029.
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I5NH, 5NH;, SLiD SLiD
29 GeV 32 GeV 29 GeV 32 GeV
2.75° | 0.69554 + 0.0118 | 0.72998 + 0.0124 | 0.22531 = 0.0101 | 0.21190 4 0.0095
5.5° 1 0.69666 £+ 0.0118 | 0.73122 +0.0124 | 0.22516 4+ 0.0101 | 0.21173 £ 0.0095
10.5° | 0.71175 4+ 0.0121 | 0.73163 &= 0.0124 | 0.21538 £ 0.0097 | 0.21172 £ 0.0095

Table 4.5: Average |P,| for each spectrometer, target, and beam energy. The errors
quoted represent the 1.7 % "'NHj and 4.5 % SLiD target polarization errors discussed
in Section 3.2.7.

4.4.3 Dilution Factor

The dilution factor (f) is a quantity representing the fact that the targets were not
purely protons or deuterons, but consisted of other scattering centers whose cross
sections tended to dilute the desired measurement. Furthermore, any material other
than target material within the acceptance of the spectrometers that the beam passed
through (e.g. aluminum vacuum windows, NMR coil material, and liquid and gas he-
lium) further diluted the asymmetry. Since the majority of collected events were from
unpolarized scattering’, for which the asymmetry is zero (by definition), the denom-
inator of Equation 4.1 was inflated while the numerator was relatively unchanged.
The dilution factor corrects for these extra unwanted events as well as the small per-
centage of unwanted polarized events (such as scattering off the unpaired proton in
15N).

The dilution factor is defined as the fraction of the total scattering rate coming
from the target nucleons (free protons or deuterons) and can be written as
Ry + Rg
Rz + Ris

tota,

- Nyoy
Nioy + > Npon’
nt

fp;d = (43)

tThis is known because the theoretical upper limits on the size of the dilution factors for > NHj
and °LiD (mentioned in Section 3.2.4) are both well below 50 %. In addition, the target nucleons
are not 100 % polarized.
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where N; and N, are the number of target and non-target nucleons, respectively,
and o; and o,; are their corresponding cross sections. To determine N; and N,;, the
composition of the target material as well as the target thickness must be known
precisely. The composition of the '>NHj targets are known to be pure (3 protons for
each nitrogen nucleus) except that 2% of the nitrogen is *N. The composition of the
LiD material was isotopically analyzed following E155; this revealed that 4.5% of the
lithium nuclei were "Li and 2.4% of the deuterons were actually protons. A detailed
write-up of the °LiD composition analysis can be found in appendix D of reference
[54].

Since the target material consisted of irregular shaped granules of varying sizes
contained in cylindrical cups with LHe and NMR coils, the target thickness was not
directly calculable. Instead, the fraction of target material filling the cup, called the
packing fraction (pf)—determined from spectrometer event-rate comparisons between
the production and solid/dummy target calibration runs taken for a given load of
target material-was used to calculate the target thickness. The packing fractions for

the ammonia and lithium target are defined as

RlSNH3 o R6LiD
) pfﬁLiD - )
R12c R9Be

pfisnm, = (4.4)

where the rates include the contributions from all scattering centers within the spec-
trometers acceptance. For "NHjs, five different packing fractions were calculated for
seven specific run regions for the two target cells. Only one packing fraction was
needed for all the °LiD running. The packing fractions used in the dilution factor

calculation are given in Table 4.6.
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Material Cell Run Region | pf | pf error
1558 — 1800 | 0.550 | 0.013
Top 1801 — 2871 | 0.600 | 0.013
4045 — 4559 | 0.600 | 0.013
15NHj, 1558 — 1710 | 0.550 | 0.013
Bottom | 1711 — 2871 | 0.570 | 0.031
4045 — 4139 | 0.480 | 0.019
4140 — 4559 | 0.620 | 0.015
SLiD Top 2917 — 4029 | 0.550 | 0.017
Bottom | 2917 — 4029 | 0.550 | 0.017
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Table 4.6: Target material packing fractions used in the dilution factor calculation.

Ammonia Target

Given the precise composition of the target materials, Equation 4.3 can be expressed

explicitly for the two targets. For the ammonia target,

NH;
Np Op

Jionm, =
where
Nisy =
Nuy =
and

(lige - D) Na [

(lige - D) Na [

NH )
Np 3Up + Nisyoisy + Nuayouy + ZNZ'O'Z'
)

74N * P1ANH,
A14NH3

N;,\IHE} = 3(N15N + N14N).

|

(]_ — 7714N) . p15NH3
AlsNH3 ’

(4.8)

Ny is the Avogadro constant, [,y is the length of the cylindrical target cavity (3.0 cm),

and the remaining quantities used in the above equations are listed and described in

Table 4.7. The EMC factors [76] in this table correct for the fact that the individual
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Variable | Value/Expression Description
PI5NIL, 0.917 g/cm? density of °'NH;
Aisng, 18.024 g/mol atomic weight of "'NHj
o15N (7o, + 80y,)gENC | cross section for N
ghENe ~ 1 EMC factor for 1°N
Ny 0.02 concentration of N in nitrogen
PLNH, 0.867 g/cm?® density of “NHj
Avinp, 17.027 g/mol atomic weight of “NH;
o1y (7o, + T0,)gHXC | cross section for N
9511‘\1/10 ~1 EMC factor for N
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Table 4.7: Description of the variables used in "'NHj; dilution factor calculation.

scattering centers in nitrogen are bound inside a nucleus; o, and o, are the cross

sections for scattering off free protons and neutrons respectively. The last term in the

denominator of Equation 4.5 (3_N;0;) represents the contribution to the dilution from

7

the unpolarized materials that were not part of the target material. As mentioned

before, these consisted of several aluminum vacuum windows, CuNi NMR coils, and

liquid and gas helium. Figure 4.6 displays the >’NH; dilution factor as a function of

x for each spectrometer averaged over the two beam energies.

Dilution Factor f

ot S0 ﬁﬁ
o] %%%%% %E
}Hmﬂﬂﬁﬁﬁ%ﬁ%

Figure 4.6: "'NHj3 dilution factor.
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Lithium Target

For the lithium target, the numerator of the dilution factor is

gzﬁ;ir]r)wrator — NII;iDO'p + N#iDo—ny (49)
and the denominator is
féiLein]gminator - NII;iDO'p + Ng;iDO'n + (NﬁLi(D) + NGLi(H))JGLi (410)
+ (N7wipy + Nrvim))orwi + ZNz’Un (4.11)
where
(1 — mrs — mepin — M7Lin) © PLi
Nevipy = (lige - pf)Na (L= 1o = tovin = i) - Piv , (4.12)
L Aspip
_777 i " PLi
Nrpioy = (lige - f)Na I;XT;D] , (4.13)
[ MsLin - PLi
Noviy = (gt pf)Na %} , (4.14)
[ 7L - pLi
Nrpyymy = (ligt - pf)Na %}, (4.15)
TLiH
and
N;‘iD = Nepip) + Nrriw) + Nevin) + Nrvin, (4.16)
NP = Nepip) + Nrvip).- (4.17)

The quantities used in the above equations are listed in Table 4.8. Figure 4.7 displays
the °LiD dilution factor as a function of x for each spectrometer averaged over the

two beam energies.
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Variable | Value/Expression Description

PLID 0.82 g/ cm? density of lithium deuteride
Aspip 8.029 g/mol atomic weight of °LiD

ML 0.045 concentration of “Li in lithium
A7 9.030 g/mol atomic weight of "LiD

NeLin 0.024 contamination of *H in D
Aspin 7.023 g/mol atomic weight of °LiH

o61; (30, + 30,)g&21C | cross section for SLi
gaite ~ 1 EMC factor for SLi

ML 0.001 concentration of "LiH

Arig 8.024 g/mol atomic weight of "LiH

o714 (30, + 40y,) g5 | cross section for TLi

gEMC ~ 1 EMC factor for 7Li
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Table 4.8: Description of the variables used in °LiD dilution factor calculation.

4.4.4 Target Nuclear Corrections

The small percentage of unwanted polarized events, accounted for in the dilution

factor calculation, require the use of additional corrections (Cy and Cy) to the raw

asymmetry known as the target nuclear corrections. As was stated in Section 3.2.4,

C corrects for the presence of polarizable material of the same spin-species as the

LiD_
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Figure 4.7: °LiD dilution factor.
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target whereas C'y corrects for the presence of polarization from spin-species different
from the target. To calculate these factors, the polarization of the various non-target
nuclei as well as their concentrations must be known.

For '"’NH;, C; corrects for the proton polarization in N, and C, corrects for the
‘non-proton’ polarization in the N contamination. Since the contamination is only
2 %, Cy is considered negligible for the ammonia target and consequently set to zero.

The asymmetry target nuclear corrections for *'NHj; are

1\ (P

o v () () ot
p

oM =, (4.19)

where P, is the measured proton polarization for each run and Pisy is the polarization

of N calculated from P, using the equation
Pisx = —(0.13561F, — 0.18286.P; + 0.33482P)); (4.20)

B% is the ratio of the unpaired proton to nitrogen polarization for *N (equal to
—1/3), and muy and gEY¥© have been previously defined. Figure 4.8 displays C; for
’NHj; as a function of xy; for the three spectrometers averaged over the two beam
energies.

For SLiD, C, corrects for the additional polarized deuteron in %Li, and C, corrects

for the unpaired proton polarization in the 7Li contamination as well as the free

protons in the lithium hydride (LiH) contamination. The asymmetry target nuclear

!The relationship between the target proton polarization and that of '°N in ammonia was stud-
ied during target technical runs following E143 and E155. The result of these studies was the
phenomenological fit of Equation 4.20.
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Figure 4.8: "'NH3 C| correction factor.

corrections for SLiD are

, Py 1
CleD _ (1 _ 776LiH) + (1 — 777Li) ( P(I; ) (1 — §wD) ﬂgLig‘%]iwc, (4.21)
2

f Li EMC 2
TJ6Lil (?) + 7L <?d> BrLgmLi <2—de>

where P, is the measured deuteron polarization for each run, Ps;; is the %Li polariza-

CﬁLiD 1

= —— 4.22
2 Cl ’ ( )

tion, P, is the proton polarization in LiH (& 0.04), and Pry; is the “Li polarization.
ﬁgm is the ratio of deuteron to lithium polarization for °Li (=~ 0.866) and 7, is the
ratio of the unpaired proton to lithium polarization for "Li (~ 2/3); F} and F¢ are
the unpolarized F, structure functions of the proton and deuteron respectively and
wp is the D-state probability of the deuteron wavefunction (~ 0.05). The remaining
variables are defined in Table 4.8 of the previous subsection.

The polarizations Pe;; and Pr; are predicted to be ~ P; and ~ 3P, respec-
tively, from equal spin temperature theory. The above factor BgLifindicating that

the unpaired nucleons in °Li are aligned with the nuclear spin 86.6% of the time, and
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/37, ~indicating that the unpaired proton in "Liis aligned with the lithium polarization
66.7% of the time were determined from nuclear models of the different lithium iso-
topes [77] in which 5Li was approximated as *He+%H and "Li as *He+* H. Figure 4.9
displays C; and C, for °LiD as a function of z for the three spectrometers averaged
over the two beam energies. The C correction for °LiD is fairly extensive due to the
large deuteron polarization in °Li. The plot of C, indicates that the contamination of
/1proton

| (equal to A3 in Equation 4.2) in the measured deuteron asymmetry ranges

between 2.5% at low x to 3.5% at high x.
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Figure 4.9: °LiD C, and Cy correction factor.
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4.4.5 Electroweak Asymmetry

The final asymmetry correction applied on a run-by-run basis was the electroweak
asymmetry (Agy ) correction. This correction accounted for the small contamination
in the A,,, data set from electroweak scattering events. These are parity violating
interactions involving the interference between electromagnetic and weak scattering
which tend to slightly skew the A, measurement. Since the weak interaction compo-
nent of the interference amplitude has different couplings for left versus right handed
states, the polarized SLAC electron beam produces an electroweak asymmetry even
for unpolarized target scattering. For deep inelastic scattering with Q? < My, this
asymmetry is of the order 107* x Q2 [78] (where @? is in GeV?). This is two orders
of magnitude smaller than the measured A ; thus this correction is not expected to
impact the run-by-run results beyond the one percent level. Furthermore, since the
target enhancement direction was periodically reversed—with roughly equal running
time for each direction—the asymmetries arising from electroweak events theoretically
average-out to zero for the entire experiment?.

For E155x%, the electroweak asymmetry for both targets was calculated using
Agw =5 x107°Q?[0.77(1 + 0.44R;) + 0.11C, ], (4.23)
where R, is the ratio of light quark distributions and is defined as

2s(x) 0.5 ifx<0.2,

B = o vaw ~

(4.24)
0 ifz>0.2

$This is because Agw is independent of the target polarization orientation and thus does not
change sign when the polarization direction is reversed (as A4 does).
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and
1—(1-y)?

Yy = 2 )
1—(1—y)?— {5

(4.25)

where y = v/E is the fraction of energy lost by the scattered lepton, and R is the
ratio of total longitudinal to transverse photo-absorption cross sections (defined in
Section 2.2) taken from the 1998 SLAC fit to R(x, Q?) [15]. The kinematic quantities,
(? and y, used in the above calculations represent their average value per x-bin
for each run. Figure 4.10 displays the calculated electroweak asymmetry, averaged
over the two beam energies, for each target and spectrometer as a function of x.
The effect of this correction on the measured asymmetries is barely noticeable; the
average percent difference between the measured asymmetry with and without the

Apw correction is 0.61% for '*’NH; and 1.21% for 8LiD.
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Figure 4.10: Electroweak asymmetry used in the A, analysis.
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4.5 Corrections to A

Thus far, the run-by-run asymmetry extracted from the count files has been adjusted
for experimental inefficiencies (B,, P, f, and C) and contamination from electroweak
scattering events as well as events produced by scattering off the ‘other’ spin species.
In this section, the adjusted asymmetry accumulated for all runs is corrected for

background contamination and radiative effects.

4.5.1 Background Contamination

The background contamination in the A, data set consisted primarily of pions (77 ’s)
misidentified as electrons and non-DIS electrons (e7) from pair-symmetric processes
(i.e. electron-positron pair production from photon or other particle decays). This

implies that the measured asymmetry of Equation 4.2 can be written as
A (1) = - (1) AT (2) + a (2) A, (1) + - (1) Ar- (2), (4.26)

where A7, A_-, and A,- are the asymmetries for DIS electrons, non-DIS electrons,

ey
and pions respectively. The « coefficients are effective dilution factors which dictate
the contribution of their respective asymmetry to the overall measured asymmetry

(Aymeerm) and are defined as

(4.27)

with

Zai(x) =1, (4.28)

where N is the number of events normalized to the incident beam charge.
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.- and A - are con-
s

From Equation 4.26, A9 is the desired quantity, whereas A
taminants that need to be removed. The 7~ asymmetry was determined from the
normal production runs using the count file events generated by the standard pion
definition—detailed in Section 4.3.2. The non-DIS electron asymmetry was determined

from the positron runs. For these runs, the measured asymmetry can be written as
(@) = et (1) Aer (2) + e+ () Ag+ (), (4.29)

where A,+ and A,+ are the asymmetries for positrons and 7*’s, respectively, and
the a’s are their corresponding dilution factorsY. The et and 7+ asymmetries were
extracted using the standard electron and pion definitions applied to the positron
runs. The creation of positrons via pair-symmetric processes implies that the positron
contamination is equal to the non-DIS electron contamination (A.+ = Ae;). Using
this fact together with Equation 4.29, Equation 4.26 can be rearranged to yield the
form of the pion/positron background correction used to obtain the ‘uncontaminated’
perpendicular DIS electron asymmetry. That is

Ai_ (l‘) B Q- (LL’) AZJL_”COTT (x) N Z:‘ Eii

( Zieas — Qe+ (l‘)Aﬂ—%—) — Q- (x)AF_

The remainder of this subsection will detail the results for the contamination asym-
metries, the calculation and results of the various « dilution coefficients, and a brief
summary of the effect of this correction on A",

The results of the pion asymmetries and the positron asymmetry were small and
taken to be constant as a function of x. These values are given in Table 4.9. Un-

fortunately, there were insufficient statistics collected during the positron runs to

TNote that these a coefficients are normalized to the measured positron run asymmetry (o + +
o+ = 1) in which the contribution of A, + is considered a contaminant.
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I5NH, SLiD
29 GeV | 32 GeV | 29 GeV | 32 GeV
2.75° | —0.011 | —0.006 | 0.001 0.003
A~ 5.5° | —0.008 | —0.002 | 0.0035 | —0.013
10.5° 0 0 0 0

2.75° | 0.005 0.001 0 —0.04
A+ | 5.5° 0.017 | —0.006 0 0.219
10.5° 0 0 0 0
2.75° 0 0 0 0
ATlees | 5.5° 0 0 0 0
10.5° 0 0 0 0

Table 4.9: Constant values used for contamination asymmetries for both beam ener-
gies and targets for all three spectrometers.

distinguish A7°** from zero; this was the consequence of a relatively large 7% back-
ground amongst a small positron rate. Moreover, the lack of pion statistics in the
10.5° spectrometer resulted in all its contamination asymmetries being set to zero.
The non-zero values in Table 4.9 were determined from straight-line fits to the mea-
sured x-dependent pion asymmetries. For the proton target, Figures 4.11 and 4.12
display the 7~ and 7" asymmetries, respectively, for the two beam energies.

The calculation of the various « dilution coefficients was accomplished by deter-
mining the average relative numbers of each type of particle present in the measured
asymmetry data sets from the production and positron runs. Since the E/P distri-
butions of pions and electrons/positrons are clearly distinct, they can be isolated, fit
to a functional form, and then integrated over the same specific range/l to yield the
number of particles they contain®*. Ratios of these integrals can then be equated with

the a factors. This procedure was complicated by low positron run statistics which

IThe integration was performed over the E/P range used to define electrons/positrons in the
standard definition (from 0.75 to 2.5) since this would be where the ‘contaminating’ events occur.
**In order to properly count the number of 7~ (7") contaminants, their E/P distributions—
obtained using the pion definitions—were scaled to the pion rate observed in the electron (positron)
E/P distributions before integration.
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Figure 4.11: Extracted A,- from '»NHj production runs for both beam energies

shown with straight-line fit [79]. The value and error of the fit are also shown.
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Figure 4.12: Extracted A,+ from NHj positron runs for both beam energies shown

with straight-line fit [79]. The value and error of the fit are also shown.
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were further compounded by the individual -bin analysis of the E/P distributions.

The results of the « factors for each spectrometer and target averaged over the two
beam energies are shown in Figures 4.13 through 4.15. These plots show that the pion
and non-DIS electron contamination in the production runs is at the few percent level
for the lowest x-bins of each spectrometer with an overall decreasing trend toward
higher values of z. The opposite trend in the 74 contamination of the positron runs
is consistent with this result in that fewer positrons are produced at higher x values.
All 10.5° pion dilution coefficients were zero due to insufficient statistics. The effect
of the background contamination correction on the measured asymmetries for each
target and spectrometer is shown in Figure 4.16. As expected, the correction has its
greatest impact at the lowest x values of each spectrometer—where the effect was as
high as ~ 20%. On average, the percent difference per z-bin between the background

subtracted and unsubtracted asymmetries is 5.2% for ®NHj and 5.6% for SLiD.
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Figure 4.13: Fraction of positron events attributed to A7



CHAPTER 4. ANALYSIS

L .,....wimlw'mwum—:
05 | et %, .'DE‘I:‘DDDDQQ A ]
. r L] [ ] -
[ ° ]
o . ' 15 ]
d 09 NH3 ]
a ®2.75°
085 A 0550° 1
s A 105 ]

0.8 L e
1E al ';“.mgwwwwwm'm'—_
E e . DDDDAAAA E
0.95_— .. e o A 7
N - ' 5
S o09f SLiD
g N ©2.75° ]
0857 0550° 1
[ A 105 ]

0.8 : —_— S
0.01 0.1 1

Tpj
0.05 . —————— . —————
: 15 ]
0.04 [ A NH; 1
r e 2.75° ]
0.03 | LA 0 5.50° A
s F .o° ° N A 105 ]
S 002f . . 20 8t .
o N PR o [} ]
0.01 |- . e 5D n ]
- [ ] -
F LI Dl;':‘ i
oF , e St VYRR P IR RO,
0-05_ T T T T T T T || ‘ T T T T B
' 67 : 1
0.04 |- LiD .
[ .. ° 275 1
0.03 A 0 5.50° 4
s f A A 105 ]
S o02f . . R ]
[ [ ] L] O :
° ° o-Yad

0.01 | . O b
r E|0DD [} ]
C Ceeie, 3

0 O, 1% e e il d@RRAREREO0,
0.01 0.1 1

J)bj

Figure 4.14: Fraction of production run events attributed to DIS electrons (top plot)

and non-DIS electrons (bottom plot).



CHAPTER 4. ANALYSIS

0.05 ; —— ; ——r
[ 15NH3 ]
0.04 | . .
[ .o e 2.75° ]
0.03 F . 0 5.50°
L [ A 10.5° ]
S 002f oo’ * O ]
_ . O ]
: olie O ]
0.01 | .--QI:] 7
r LNl ]
ok VYV TTT T T T
0.05 ; — —]
004: . 6LID ]
: . ©2.75° |
‘ 003__ . O 5.50° ]
e [ .. . A 10.5° ]
S 0.02f A T R = e ]
i - 1
0.01 F afol.g.e, .
L D.. ]
oF O,  AAAAAARDRRRERARAANWNOO
0.01 0.1 1
J)bj
[ oo 15 ]
0.8 - . NH3 3
[ e 2.75° ]
06__ ° O 5.50° ]
ok T P A105°
3 04l e®* .%o Op m| -
r °, ] O g ]
0.2 oo . ]
oL L AAAAAAAAAARTEREEFEOO
1 | —
L L) . B
s b SLiD 3
. . ® 2.75° ]
06__ o [} ] O 5.50° ]
;.; - e . “a. . A 105° ]
0.4 ] .. o ® .00. DDD ]
L ] O ]
02 O o 3
: m 1
oL O AAAAAARRNEEERAEEFEO0
0.01 0.1 1
J)bj

Figure 4.15: Hadron contamination in

positron runs (bottom plots).

131

normal production runs (top plots) and
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clearity.



CHAPTER 4. ANALYSIS 133
4.5.2 Radiative Corrections

The formalism developed in Chapter 2, used to relate the spin-dependent DIS struc-
ture functions to the perpendicular asymmetry, was based on the single photon ex-
change (Born level) process shown in Figure 2.1. This diagram together with knowl-
edge of the incident beam energy and scattered electron energy and angle defines
the kinematics at the vertex. However, modifications of these kinematics can occur
as a result of radiative losses before or after the target scattering (known as ‘exter-
nal’ radiative processes) and/or from higher-order, non-Born DIS interactions (known
as ‘internal’” radiative processes). Thus, in order that the ‘measured’ perpendicular
asymmetry be comparable with the first-order Born formalism, both internal and
external radiative corrections must be applied to it.

The radiative losses incurred by the electron are primarily due to bremsstrahlung
emissions as the electron traverses the extra target material located before and after
the scattering event. The internal radiative effects, calculated to order o3, include
vertex corrections, vacuum polarization, and contributions from the tails of elastic
and other inelastic peaks resulting from internal bremsstrahlung [80]. The Feynman
diagrams representing these processes are shown in Figure 4.17.

The internally radiated asymmetry is expressed as

Aint = (04’:> — O—Tyj)i"t = O—fnt _ U%orn(l + 611) + Ugl + O—fnel (431)

(O'i’:> + UT’:>)int O—zunt U%orn(l + 611) + Ugl + O—zunel ,

where the p and u superscripts refer to polarized and unpolarized respectively, 6,

denotes the vertex and vacuum polarization corrections, and o, and o;,, represent

p

the corrections from internal bremsstrahlung. The fully radiated cross sections, o, ,

and " ., (representing the quantities actually measured) were produced by applying

rad’

the external corrections to o} , and 0%, respectively. This was accomplished through
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Figure 4.17: Feynman diagrams for internal and external processes considered in
radiative corrections [81].

a convolution of the internally radiated cross section with the bremsstrahlung en-
ergy loss probabilities for traversing material before and after the primary scattering
event!! [82]. The fully radiated cross sections can then be used, together with the

Born cross sections, to determine a single additive radiative correction:

c o? o?

RC _— __ “ Born rad

AA = ABOTTL — Arad =~ u - (432)
UBorn Urad

Since Apyr, is the desired quantity and A,.q represents the experimentally mea-

sured asymmetry, Equation 4.32 can be re-written as

Aporn = A + AARC, (4.33)

Since the Born asymmetry was unknown, the code used to calculate the radiative

ttAlso considered in the calculation of oh , was the electron depolarization correction due to its
emission of a photon before scattering.
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corrections, known as RCSLACPOL (written by L. Stuart, modified by F. Wessel-
mann for E155, and then by K. Griffioen and S. Kuhn for E155x), required the use
of an input model of Ap,.,. After calculating AARY (using the model of Ag,,), the
input model was compared with the radiatively corrected measured asymmetry; if
they were not equal to each other, the input model was improved and the process
was repeated. This procedure was iterated until the input model and the corrected
asymmetry converged to better than 1%.

For the E155x radiative correction analysis, 26 different input models were eval-
uated and their results were compared with each other to provide an estimate of
systematic uncertainties. The model that yielded the best estimate of the E155x
radiative corrections was the one that used an E143 model for A, a rotated target
model (which corrected for the target field misalignment-discussed in the next sec-
tion) and ¢4 with a ‘realistic’ twist-3 component obtained from fitting the E155x
data.

Although the determination of AARY adequately corrects the measured asym-
metry, it alone does not sufficiently account for the increased statistical uncertainty
resulting from the correction. To properly propagate the statistical errors associ-
ated with this correction, AARY is split into two components: An additive term
(Agc—which does not impact the statistical error to first order) and a multiplicative
factor (frc—which does impact the statistical error). The multiplicative correction
is referred to as the radiative dilution factor because it corrects for the presence of
additional unpolarized events beyond o, which diluted the measurement. The two

radiative correction terms are related to AARY through the expression

AARC — <L — 1) Arad + Agc, (4.34)

fre
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and the final radiatively corrected measured asymmetry is written as

AL(x) = fR(%(x)Ai‘ (2) + Ao (@), (4.35)

The results for frc and Agrc averaged over the two beam energies for each spec-
trometer and target are shown in Figure 4.18. From the plots of frc, it can be
seen that this correction effectively redistributes the number of events in a given bin
resulting in an increase of the asymmetry at lower values of x. The effect of these
correction factors on the measured asymmetry is shown in Figures 4.19 and 4.20. As
expected from the plots of Agrc, the application of this correction shifts the 2.75°
and 10.5° asymmetries to lower values while it shifts the 5.5° to higher values. The
radiative dilution factor has the effect of increasing the statistical errors at low .
Of all the corrections applied to the measured asymmetry, the radiative corrections
has the greatest impact; on average, the percent difference per z-bin between the
asymmetry with and without radiative corrections is ~ 40% for *'NHj3 and ~ 28%

for SLiD.

4.6 Target Field Misalignment and ¢, extraction

During the investigation of a strange )* dependence of the E155x preliminary results
for g,, it was discovered that a slight misalignment of the target field from a purely
transverse orientation could account for the irregularity. A subsequent evaluation
of the precise target magnet orientation revealed that it was installed 2.4° off from
perpendicular. The misalignment was the result of using the old (E143) survey lo-
cations of the four tooling balls located on top of the outer cryostat instead of the

new ones that were determined at the Thomas Jefferson National Accelerator Facility
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Figure 4.18: Radiative correction factors frc and A for '>’NH; (top plots) and °LiD

(bottom plots).
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Figure 4.19: Effect of radiative corrections on the measured proton asymmetry. The x
values for the radiatively corrected data points (squares) have been shifted by +2.5%
for viewing clearity.
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Figure 4.20: Effect of radiative corrections on the measured deuteron asymmetry.
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(TJNAF) after the magnet was repaired due to an accident that occurred before it
was shipped back to SLAC in late 1998.

As a result of the misalignment, there was a small contribution of the parallel
asymmetry (A)) to the measured asymmetry. Figure 4.21 depicts the angular kine-
matics of this situation. Following the formalism laid out in Section 2.1.2, the angle

% or 37” but includes an additional

between S and /%, denoted as «, is no longer
+¢. This means that Equation 2.14 no longer accurately describes the numerator of
the measured asymmetry and that the full generalized expression of Equation 2.12
must be used. Using this equation, divided by twice the unpolarized cross section

of Equation 2.9, the generalized expression for the measured asymmetry in the Born

approximation is

1—¢€ 2FE'

Apeas = ———— [(E'cos©® + E
Z/F1(1—|—6R)( cos © + Ecos a)g; +

(cos© —cosa)ga|, (4.36)

where cos © = sin fsin a cos ¢ + cos f cos @ and use has been made of the expression

for R (Equation 2.41) and the additional kinematic variables defined in Table 2.2.

Plane of S and k
(x,z plane)

Beam Direction

Scattering Plane
(k,k’ plane)

Figure 4.21: This figure displays the important kinematic angles for measuring g..
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Re-arrangement of this equation to solve for g, yields the expression

d
gg’d B vF? A v(1 + eRP?) B (ﬂ

pd
= E'cos© + E .
2EE"(cos©® —cosa) | ™" 1—c¢ F1> (B cos© + Ecos )

(4.37)
This is the equation used to extract g, from the measured asymmetry (A, of Equa-

tion 4.35) using ¢;/F) from the E155 phenomenological fits to world data [21, 22]

<—ﬁ9i((‘i g?))p = 2%7(0.82 + 1.01z — 1.492%) <1 —~ Ogj?) , (4.38)
d
<%> = 2 "*(-0.013 — 0.33z + 0.762°) (1 - 0£§4> , (439)

FP calculated from the 1995 NMC fits to Fy(x, Q?)P¢ [32], and RP? from the 1998
SLAC fits [15].

To give a feel for these parameters, Figures 4.22 and 4.23 displays each of them for
both the proton and deuteron at the average kinematics of all three spectrometers for
both beam energies. A comparison of the results for go with and without the slight

target field rotation is given in Figures 4.24 and 4.25.
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Figure 4.24: Effect of target field angle correction on ¢gb. The x values for g} using the
corrected target field orientation (squares) have been shifted by +2.5% for viewing

clearity.
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Chapter 5

Results

The final results from the E155x experiment for both the proton and deuteron are
presented here. First, the final corrected measured asymmetries, produced by the
analysis described in Chapter 4, are given both separately and combined for each beam
energy. These results are then compared with the measured asymmetry produced by
the collaboration’s independent analysis. The fine-bin gy(x) and zgy(x) results are
presented in various formats. These results are then re-binned into coarse (‘world’)
x-bins using an evolution of the data to the common average Q% of each bin at
each beam energy; the re-binned results are presented with E143 and E155 data
and theoretical predictions. The ? dependence of g, is presented and compared
with the Q? dependence of zg¥¥. The results for Ay(z) are given and compared
with the positivity and Soffer limits as well as Ay(x) calculated using ¢g¥*“. Finally,
the results for the Burkhardt-Cottingham and Efremov-Leader-Terayev sum rules are

given followed by the calculation of the twist-3 dy matrix element.
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5.1 Measured Asymmetry

The final corrected results of the measured proton and deuteron asymmetry for each
energy and spectrometer are shown in Figures 5.1 and 5.2. Note that the asymmetries
are now labeled A, to reflect the fact that they contain a small contribution from their
respective parallel asymmetries. It can be seen from these plots that the measured
asymietries at the two different energies are consistent with each other; the statistical
errors for the 32 GeV values are smaller because more data was collected at this
energy for each target. The asymmetries resulting from combining the data taken
at the two beam energies, for the proton and the deuteron, are shown in Figures 5.3
and 5.4 respectively; the combined results were obtained using a statistical error
weighted average. A comparison between these (student) measured asymmetries, and
the asymmetries produced by the ‘collaboration’ analysis is shown in Figure 5.5. As
can be seen, the results from the two independent analyses are in excellent agreement.

In these plots (as well as the measured asymmetry plots shown in the previous
chapter), data is not displayed for all 38 z-bins of each spectrometer. Because of
inadequate kinematic coverage at low values of x, significant numbers of events were
not accumulated for bins 1 — 5 in the 2.75° 1 — 15 in the 5.5°, and 1 — 19 in the
10.5°. Furthermore, for this same reason, data in the last two bins in the 10.5° were
omitted from the results as was the last data point for the 5.5° deuteron results.
For the 2.75°, data collected at high x was omitted because of the spectrometer’s
poor momentum resolution for events accumulated beyond bin 30. Tables of the A,
data for the proton and deuteron for each beam energy and spectrometer are given
in Appendix A and B. The total multiplicative systematic error on A, calculated
by adding the beam polarixation, target polarization, and dilution factor errors in

quadrature, was ~ 5.2 % for the proton and ~ 6.7 % for the deuteron.
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Figure 5.1: Comparison of E155x proton A, for the two beam energies. The z values
for the 32 GeV data (squares) have been shifted by +2.5% for viewing clarity.
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Figure 5.3: E155x proton A, combined for the two beam energies using a weighted

average.
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Figure 5.4: E155x deuteron A combined for the two beam energies using a weighted

average.
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5.2 g9 Structure Function

The results for gy(x) and zgs(x) of the proton for each spectrometer are shown in
Figures 5.6 and 5.7. Figures 5.8 and 5.9 display the same plots for the deuteron. The
calculation of the structure functions was performed using Equation 4.37 presented
in Section 4.6. Again, the data in these plots have been combined for beam energies
using just a weighted average. The spectrometer combined results for gQ’d(:r) are
shown in Figure 5.10, and those of z¢2“(z) are shown in Figure 5.11. The data in
these plots are simply the average of the data presented in the previous plots for all
spectrometers (with no evolution of the data to a common @? for each bin). Values
of the xg, data for the proton and deuteron for each beam energy and spectrometer
are given in the tables located in Appendix A and B.

The plots of zg,(x) are shown with a calculation of gy (x) at the same kinematics
for comparison. The ¢y calculation was performed using Equation 2.75 with ¢;

solved from the differential equation

Ay (3, Q3PP (3, Q2P 4 7 [ LGN g

2\p,d — 1
gl(q“aQ ) 1+’)’2 ) (5 )
using the E155 phenomenological world data fit to A,
Az, Q%P = 0.8612°%(1 + 0.487x — 0.2252%) 216 (5.2)
1z, = 0.861x A8Tx 225z oz ) .
2\d 1.48 2 0.20
Ap(z, Q%) = 25792 (1 — 1.994z + 1.42427) [ 1 — @ , (5.3)

and FP? calculated from the NMC fit to F2% [32]. As discussed in Section 2.5, g
is the twist-2 (only) approximation to g. As can been seen, the z-dependence of the

data agree quite well with that of g5’*. However, there appear to be statistically signif-
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icant differences in size, possibly indicating that higher twist (twist-3) contributions
to go are important. This subject will be further addressed in Section 5.5.

Figure 5.12 displays the final evolved, world-binned results for xg, of the proton
and deuteron shown with E143 and E155 data, xgy", and theoretical predictions.
The average z values for the 10 world bins are given in Table 5.1. The following
procedure was used in the production of these plots. First, before combining the
data for each spectrometer and beam energy, the structure function in each fine bin
was evolved to a value corresponding to the average (Q* of each fine bin. Then, the
spectrometer and beam-energy combined fine-bin data was evolved to the average
of its corresponding world bin, and finally the result was rebinned. The evolution of

the data was performed using the Q% dependence of g¥“. To obtain the value of g,

2

avg), the following calculation was performed

at the average @ of each bin (

92( ng) = 92( 12mt) - g;uw( z2nzt) + gg)w( ng)7 (54)

where @Q? ., was the initial value of Q* before the evolution.

From the plot of z¢% in Figure 5.12, it can be seen that the E155x data clearly

x-bin | Bjorken z range
1 0.018 — 0.023
2 0.023 — 0.029
3 0.029 — 0.047
4 0.047 — 0.075
5 0.075 — 0.120
6 0.120 — 0.193
7 0.193 — 0.310
8 0.310 — 0.498
9 0.498 — 0.700
10 0.700 — 0.900

Table 5.1: Bjorken z ranges of 10 world z-bins.
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distinguishes between xgy" and zero. The bag model calculation of Stratmann is in
good agreement with the data while that of Song is in clear disagreement. The chiral
soliton calculations appear to be too negative around x = 0.4. For the plot of zgd,
the distinction between the E155x data, x¢gy", and zero is less obvious; in fact, the
precision of this data only allows a distinction from zero around x = 0.4. Both the
proton and deuteron systematic errors were calculating by adding in quadrature the
radiative correction errors, the error on ¢;, the error due to the target polarization
direction, the error on F3, and the error on R. The result followed approximately the
linear form a + bx where a,(aq)= 0.0016(0.0009) and b, (bs)= —0.0012(—0.0009).

A plot of the @? dependence of :rgz’d is given in Figure 5.13 along with that of
E143 and E155 data. The Q* dependence of ¢4¥“ and the bag model calculation
of Stratmann for the proton and deuteron are also shown for comparison. From
this plot, the quantity and precision of the data are not yet at the level needed to
make meaningful comparisons with theory. The data approximately follow the ?

dependence of g5, but are perhaps closer to the predictions of Stratmann.
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Figure 5.7: Beam energy combined E155x proton zgy per spectrometer. The solid
line is zg¥® for the proton calculated at the average Q? of each bin.
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Figure 5.9: Beam energy combined E155x deuteron xg, per spectrometer. The solid
line is zg¥¥ for the deuteron calculated at the average Q2 of each bin.
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5.3 Virtual Photon Asymmetry A,

The results of Ag’d for each spectrometer, combined for the two beam energies using
a weighted average, are shown in Figures 5.14 and 5.15. Ag’d is calculated using

Ap,d _ g]. p’d gg’d 5 5
> =N\ F +W; (5.5)
1

where g, /F} is from the E155 phenomenological fit, go is from the E155x calculation,
and Fj is calculated from the NMC fit to F,. Figure 5.16 shows these same two
graphs compared with the positivity and Soffer limits (for a discussion of these limits,
refer to Section 2.2.1). As can be seen, most of the data is well below its theoretical
upper-limit. Only one or two of the highest z-bin data points in the 5.5° and 10.5°
are in violation of the limits; however, within statistical errors, all points satisfy the
bounds. The spectrometer combined results of Ag’d, with no evolution of the data to
a common %, are given in Figure 5.17. Tables of the A, data for the proton and
deuteron for each beam energy and spectrometer are given in the Appendices. The
systematic errors on As; were small and determined from the same sources listed for
xgs.

The final evolved, rebinned results for Ag’d are given in Figure 5.18. Also shown
in this plot is the E143, E155, and SMC data as well as A, calculated using g3*.
Again, the E155x data was evolved using the Q% dependence of ¢g&¥*. From the plot
of AL it can be seen that the value of the asymmetry is consistent with zero at low x
and clearly positive at high x. It can also be seen to be significantly below the Soffer
limit for all . The plot of A4 is consistent with zero for all but the last few points
at high x, however, it still generally follows the positive trend of the A, calculation

(solid line in Figure 5.18).
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5.4 Sum Rules

The sum rules discussed in Section 2.6 were evaluated in the measured region 0.02 <
z < 0.8 at an average evolved % of 5 (GeV/c)?. The data was evolved in a manner
similar to the procedure outlined in Section 5.2 using the Q? dependence of g¥*. That
is,

92(*7"7 5) = gZ(J"J ngp) - gévw(xa szp) + gévw(xa 5)7 (56)

where 7, was the original average Q* of each z-bin for the experiment. The results
of the Burkhardt-Cottingham (BC) and Efremov-Leader-Terayev (ELT) sum rules
are presented below.

The BC sum rule states that the first moment of the go(z) structure function at
large Q% is zero. The evaluation of this moment from the E155x data produced a
value of —0.044 + 0.008 £ 0.003 for the proton and —0.008 £+ 0.012 £ 0.002 for the
deuteron. The deuteron result is consistent with the BC sum rule within the precision
of the data. From the proton result, the value of the first moment is over 5 standard
deviations from zero indicating a violation of the BC sum rule. However, since the
range of the data did not cover all z, this test of the sum rule is not complete. Since
g2 is expected to be zero at x = 1, the contribution to the sum rule for x > 0.8 is small
and negative—causing further violation. The behavior of go(z) as © — 0 is unknown;
however, if the evaluation of the sum rule from z = 0 to 0.02 is performed using
95" (x), there is an additional contribution of 0.020. This means that the value of the
BC sum rule for the proton is still ~ 3 standard deviations from zero. Thus, unless
g2(z) deviates significantly from ¢¥*(x) as © — 0, the sum rule appears violated.

The ELT sum rule states that the second moment of the valence quark contribu-
tion to gi(z) plus twice that of go(x) is zero. Writing the sum rule in the form of

Equation 2.82 enables a measure of the difference between sea quark contributions
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to ¢g1(x) and go(z) for the proton versus the neutron. Evaluating this integral in the
measured region using the E155x go(z) data and the fit to g (x) produces a value of
—0.013 +0.008 £ 0.002—which is consistent with the expected value of zero. However,
once again the behavior of the structure functions as x — 0 is unknown, but since
the integral is suppressed by a factor of x, the contribution in this region can be

expected to be reasonably small.

5.5 dy Twist-3 Matrix Element

The results for the dy matrix element at an average Q? of 5 (GeV /c)? for the proton,
deuteron, and neutron are presented here. As was previously mentioned, the value of
this matrix element gives a measure of the deviation of go(z) from ¢¥*(x) (denoted
as ga(x)-see Section 2.5) and thus indicates the importance of higher twist (beyond
twist-2) contributions to the structure function. The matrix element is evaluated
using

dy =3 / 2550, Q) (5.7)
0

where g3 is assumed to be independent of Q% in the measured region which is not
unreasonable since d,, depends only logarithmically on Q? [83]. The contribution
to the above integral from z = 0 to 0.02 is assumed negligible because of the z?
suppression. The contribution for > 0.8 is calculated using gz(x) o< (1 —2)™, where
m = 2 or 3, normalized to the data for z > 0.5. The contribution from both functional
forms at high = was found to be negligible. The result of the d, calculation from E155x
data was 0.0025 + 0.0016 £ 0.0010 for the proton and 0.0054 + 0.0023 £ 0.0005 for

the deuteron. Combining these results with those from other SLAC experiments on

the proton and deuteron (E143 [14] and E155 [19]) and neutron (E142 [6] and E154
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[16]) produces the values dj = 0.0032 + 0.0017 and d} = 0.0079 + 0.0048 which are
both within 2 standard deviations from zero. These results are presented graphically

in Figure 5.19 along with theoretical predictions.
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-0.02F QCD Sum Rules .

0 -0.03F
O L i
0.02 Neutron s
0.00F 5 O ¥ T T T T T x o o
-0.02F % T -
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PREDICTIONS and DATA

Figure 5.19: The dy twist-3 matrix element for the proton and neutron. The the-
oretical models, labeled in the proton plot, are from left to right: The bag model
calculations of Song [37], Stratmann [36], and Ji and Unrau [84]; sum rules of Stein et
al. [85], BBK [86], and Ehrnsperger and Schafer [87]; chiral soliton models of Weigel
and Gamberg [34] and Wakamatsu [35]; and lattice QCD calculations of Gockeler et
al. [88].



Chapter 6

Conclusions

New precision measurements of the deep inelastic g, spin structure function of the
proton and deuteron and virtual photon asymmetries, Ag’d, have been presented.
The statistical precision of these measurements allows for a meaningful comparison
between the data and theory. The highest precision evaluation, to date, of the dy
twist-3 matrix elements and the BC and ELT sum rules has been performed using
the E155x data. The following paragraph will briefly summarize the experiment’s
results.

The measurement of A%(x) exhibits a clear positive trend toward high = consistent
with the E143 data and the calculation of A, using the twist-2 g¥* model. The Ag
data is mostly consistent with zero but also follows the trend of the calculation. Both
Ay measurements satisfy their Soffer limit. The E155x ¢5(x) data can make clear
distinctions between its various models, while the statistical precision of the g¢ data
is unable to resolve them. The ¢4 bag model calculation of Stratmann is in especially
good agreement with the data. Both g, data sets follow reasonably close to their gy
model, although statistically significant deviations from this model have been used

to calculate small but nonzero d, twist-3 matrix elements. The BC sum rule, for the
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first moment of g5, evaluated over the measured kinematic region has been found to
be violated; the first moment of g¢ was found to be consistent with the BC sum rule.
The ELT sum rule result was found to be consistent with its theoretical prediction.
Although E155x was the last experiment in a long series of spin structure measure-
ments at SLAC, the SLAC spin physics program has not ended. A new generation
of high energy polarized photon-nucleon scattering experiments has been approved
for running in end station A. These experiments propose to evaluate the g, structure
function at Q* = 0, measure the deep inelastic contribution to the Gerasimov-Drell-
Hearn (GDH) sum rule, and measure the polarized gluon distributions in the nucleon.
Concerning the future prospects of spin physics elsewhere, the go structure function
measurements by the HERMES collaboration are expected soon. The first mea-
surements of the proton quark transversity are being performed by HERMES, the
PHENIX collaboration at the Relativistic Ion Collider (RHIC), and the COMPASS
collaboration at CERN. PHENIX and COMPASS are also performing measurements
of the polarized gluon distributions. The next decade is sure to produce significant

advancements toward unraveling the puzzling nature of hadrons.
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<z >

<Q?>

AL

P
Lgo

A

0.0198
0.0218
0.0243
0.0274
0.0308
0.0347
0.0390
0.0440
0.0495
0.0557
0.0627
0.0706
0.0795
0.0894
0.1007
0.1133
0.1276
0.1436
0.1616
0.1819
0.2048
0.2305
0.2594
0.2920
0.3288

0.708
0.761
0.816
0.863
0.912
0.965
1.018
1.071
1.126
1.178
1.233
1.287
1.342
1.398
1.450
1.500
1.544
1.587
1.630
1.671
1.707
1.741
1.775
1.801
1.826

0.0251 £+ 0.0160
0.0041 £+ 0.0067
-0.0003 4= 0.0053
0.0109 = 0.0053
0.0005 = 0.0051
-0.0016 £ 0.0051
-0.0108 £ 0.0050
-0.0143 4 0.0049
-0.0081 4= 0.0048
-0.0045 £ 0.0050
-0.0054 £ 0.0049
-0.0108 £ 0.0048
-0.0033 4= 0.0048
-0.0032 &= 0.0048
0.0064 =+ 0.0048
-0.0003 £ 0.0049
-0.0072 £ 0.0050
-0.0049 £ 0.0051
-0.0034 & 0.0052
-0.0012 £ 0.0053
0.0077 £ 0.0054
-0.0085 £ 0.0056
0.0003 £ 0.0058
-0.0095 £ 0.0061
-0.0059 =4 0.0063

-0.0962 £ 0.0568
-0.0250 £ 0.0283
-0.0066 4= 0.0216
-0.0510 £ 0.0209
-0.0101 £ 0.0200
-0.0021 £ 0.0196
0.0329 £+ 0.0192
0.0459 & 0.0187
0.0219 £ 0.0183
0.0085 £ 0.0189
0.0114 £+ 0.0183
0.0315 £+ 0.0181
0.0031 £ 0.0178
0.0027 £ 0.0180
-0.0334 = 0.0181
-0.0085 £+ 0.0184
0.0173 £ 0.0187
0.0084 £ 0.0190
0.0026 £ 0.0194
-0.0054 £+ 0.0197
-0.0380 £ 0.0197
0.0202 £+ 0.0199
-0.0108 £ 0.0200
0.0215 £ 0.0199
0.0090 & 0.0194

-0.0410 £ 0.0336
-0.0090 £ 0.0248
-0.0002 £ 0.0231
-0.0230 4 0.0245
-0.0013 £ 0.0260
0.0039 £+ 0.0278
0.0273 £ 0.0299
0.0392 £ 0.0321
0.0253 £ 0.0345
0.0176 £ 0.0383
0.0229 £ 0.0411
0.0454 £+ 0.0446
0.0221 £ 0.0484
0.0259 £ 0.0532
-0.0124 £ 0.0585
0.0227 £+ 0.0647
0.0659 £+ 0.0717
0.0633 &= 0.0795
0.0656 £ 0.0886
0.0647 £ 0.0984
0.0136 £ 0.1090
0.1578 £+ 0.1217
0.1092 £+ 0.1362
0.2287 4 0.1527
0.2330 £ 0.1707

Table A.1: Final proton results for the 2.75° at 29 GeV.
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z-bin

<z >

<Q?>

AL

P
Lgo

A

16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38

0.0647
0.0714
0.0799
0.0898
0.1009
0.1135
0.1277
0.1437
0.1616
0.1820
0.2047
0.2305
0.2593
0.2919
0.3284
0.3697
0.4159
0.4680
0.5266
0.5923
0.6665
0.7500
0.8439

2.322
2.492
2.706
2.940
3.169
3.395
3.619
3.849
4.077
4.305
4.524
4.738
4.933
5.132
5.312
5.495
5.660
5.811
5.959
6.081
6.196
6.303
6.387

0.0020 £ 0.0508
0.0090 £ 0.0213
0.0085 =+ 0.0142
-0.0098 4 0.0109
-0.0019 £ 0.0092
0.0215 £+ 0.0084
0.0098 £ 0.0078
-0.0160 & 0.0076
-0.0163 & 0.0075
-0.0076 4 0.0074
-0.0104 £ 0.0076
-0.0196 £ 0.0079
0.0053 £+ 0.0084
-0.0182 £ 0.0089
-0.0179 4 0.0096
-0.0486 £ 0.0105
-0.0252 £ 0.0115
-0.0406 £ 0.0131
-0.0356 4 0.0150
-0.0253 & 0.0178
-0.0430 £ 0.0217
-0.0864 £ 0.0281
-0.0839 £ 0.0442

0.0110 £ 0.1493
0.0315 £+ 0.0627
0.0287 4 0.0404
-0.0224 £+ 0.0297
-0.0009 4 0.0239
0.0572 £ 0.0210
0.0268 + 0.0189
-0.0342 £+ 0.0176
-0.0338 4= 0.0166
-0.0139 4 0.0158
-0.0194 £+ 0.0156
-0.0366 = 0.0154
0.0110 £ 0.0154
-0.0300 4 0.0152
-0.0270 4 0.0148
-0.0654 £+ 0.0142
-0.0289 £+ 0.0133
-0.0383 £ 0.0123
-0.0259 4 0.0110
-0.0133 4 0.0094
-0.0148 £ 0.0075
-0.0161 £ 0.0052
-0.0055 £ 0.0029

0.0165 £ 0.0828
0.0307 £ 0.0567
0.0319 £ 0.0484
0.0010 £ 0.0444
0.0185 £ 0.0428
0.0670 £ 0.0433
0.0496 + 0.0445
0.0018 £ 0.0468
0.0060 £ 0.0496
0.0322 £ 0.0529
0.0338 £ 0.0580
0.0199 £ 0.0639
0.0996 = 0.0714
0.0478 4 0.0800
0.0651 £ 0.0903
-0.0184 £ 0.1025
0.0824 £ 0.1171
0.0473 £+ 0.1364
0.0921 £ 0.1596
0.1646 £ 0.1897
0.1063 £ 0.2287
-0.1036 £+ 0.2834
-0.1165 £ 0.3869

20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

0.1018
0.1149
0.1280
0.1441
0.1620
0.1821
0.2047
0.2304
0.2592
0.2918
0.3282
0.3693
0.4154
0.4672
0.5255
0.5909
0.6647

4.397
4.886
5.344
5.896
6.507
7.173
7.847
8.566
9.283
10.039
10.830
11.667
12.484
13.296
14.101
14.925
15.695

0.1297 + 0.1497
0.0034 £ 0.0486
-0.0744 £ 0.0300
-0.0449 £ 0.0245
0.0159 == 0.0214
0.0065 £ 0.0193
-0.0214 £ 0.0195
0.0201 £ 0.0202
-0.0162 £+ 0.0213
0.0323 £ 0.0229
-0.0168 £ 0.0252
-0.0101 £ 0.0285
0.0063 = 0.0331
0.0541 £ 0.0399
0.0319 £+ 0.0504
0.0687 £ 0.0671
-0.1821 £ 0.0936

-0.3771 £ 0.4019
-0.0389 £+ 0.1240
0.1463 & 0.0716
0.0670 & 0.0543
-0.0666 4= 0.0440
-0.0473 £ 0.0365
0.0013 £+ 0.0335
-0.0667 4= 0.0314
-0.0123 £ 0.0296
-0.0729 £ 0.0280
-0.0136 £+ 0.0262
-0.0192 £ 0.0248
-0.0284 £ 0.0232
-0.0483 4 0.0215
-0.0264 £+ 0.0194
-0.0265 £+ 0.0168
0.0209 £+ 0.0133

-0.2041 £ 0.1464
-0.0046 £ 0.0866
0.1185 & 0.0698
0.0735 &= 0.0650
-0.0186 4= 0.0627
-0.0015 £+ 0.0614
0.0445 £+ 0.0638
-0.0141 £ 0.0674
0.0470 &= 0.0723
-0.0211 £ 0.0785
0.0642 £+ 0.0860
0.0643 £ 0.0963
0.0501 4 0.1098
-0.0175 4= 0.1281
0.0349 £ 0.1536
-0.0186 £ 0.1892
0.4823 + 0.2399

Table A.2: Final proton results for the 5.5° (top) and 10.5° (bottom) at 29 GeV.
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<z >

<Q?>

AL

P
Lgo

A

0.0195
0.0217
0.0243
0.0274
0.0308
0.0347
0.0391
0.0440
0.0495
0.0557
0.0627
0.0706
0.0794
0.0894
0.1007
0.1133
0.1275
0.1436
0.1616
0.1819
0.2048
0.2305
0.2595
0.2921
0.3286

0.809
0.875
0.935
0.993
1.055
1.121
1.187
1.257
1.323
1.394
1.464
1.539
1.611
1.680
1.745
1.809
1.873
1.933
1.988
2.037
2.087
2.137
2.178
2.217
2.260

-0.0007 £ 0.0090
-0.0022 £ 0.0052
-0.0057 4= 0.0047
0.0041 £ 0.0046
0.0001 £ 0.0046
-0.0037 £ 0.0045
-0.0026 £ 0.0044
-0.0032 4= 0.0043
-0.0006 4= 0.0044
-0.0032 £ 0.0043
-0.0072 £ 0.0043
-0.0085 £ 0.0042
0.0036 =+ 0.0043
-0.0031 4= 0.0044
-0.0048 4= 0.0045
-0.0030 £ 0.0046
-0.0027 £ 0.0046
-0.0016 4= 0.0048
-0.0078 4= 0.0049
0.0106 == 0.0050
-0.0037 £ 0.0051
0.0063 £ 0.0052
0.0074 £+ 0.0054
0.0008 = 0.0056
-0.0051 4= 0.0059

-0.0055 £ 0.0351
0.0012 £ 0.0238
0.0163 £ 0.0205
-0.0263 4= 0.0196
-0.0096 £ 0.0190
0.0060 £+ 0.0183
0.0014 £+ 0.0178
0.0033 &= 0.0172
-0.0071 £ 0.0176
0.0028 £+ 0.0169
0.0183 £+ 0.0167
0.0230 £+ 0.0164
-0.0242 £+ 0.0167
0.0015 & 0.0169
0.0078 & 0.0172
0.0005 £ 0.0175
-0.0007 £ 0.0176
-0.0050 4= 0.0180
0.0180 4 0.0184
-0.0506 4= 0.0185
0.0023 £+ 0.0186
-0.0334 £ 0.0186
-0.0363 £ 0.0187
-0.0131 £+ 0.0183
0.0055 &= 0.0178

-0.0001 £ 0.0240
0.0029 £+ 0.0208
0.0100 £ 0.0206
-0.0090 4 0.0218
-0.0008 £ 0.0232
0.0080 £+ 0.0245
0.0066 + 0.0262
0.0090 £ 0.0280
0.0035 & 0.0308
0.0120 £+ 0.0328
0.0261 £+ 0.0354
0.0336 & 0.0383
-0.0045 £ 0.0420
0.0224 £ 0.0464
0.0338 & 0.0513
0.0315 £+ 0.0566
0.0367 £ 0.0625
0.0387 4= 0.0694
0.0830 &= 0.0775
-0.0164 £ 0.0860
0.0873 £ 0.0955
0.0330 £ 0.1062
0.0405 + 0.1189
0.1168 & 0.1329
0.1999 £ 0.1482

Table A.3: Final proton results for the 2.75° at 32 GeV.
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z-bin

<z >

<Q?>

AL

P
Lgo

A

16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38

0.0638
0.0712
0.0799
0.0898
0.1009
0.1135
0.1277
0.1436
0.1617
0.1818
0.2047
0.2304
0.2592
0.2919
0.3284
0.3697
0.4159
0.4680
0.5266
0.5923
0.6666
0.7499
0.8442

2.645
2.873
3.128
3.402
3.670
3.943
4.220
4.501
4.783
5.063
5.330
5.590
5.846
6.096
6.331
6.560
6.771
6.974
7.167
7.338
7.498
7.630
7.757

0.0165 = 0.0284
-0.0171 £ 0.0155
0.0043 == 0.0110
0.0022 £ 0.0088
-0.0133 & 0.0078
0.0004 £ 0.0072
-0.0014 £ 0.0068
-0.0036 4= 0.0066
0.0029 = 0.0065
-0.0035 4= 0.0067
-0.0030 £ 0.0069
-0.0199 £ 0.0073
-0.0071 £ 0.0076
-0.0218 £ 0.0082
-0.0058 4= 0.0088
-0.0359 £ 0.0095
-0.0237 £ 0.0105
-0.0356 £+ 0.0119
-0.0274 £ 0.0137
-0.0295 & 0.0163
-0.0285 £ 0.0198
-0.0494 £ 0.0256
0.0327 £ 0.0394

0.0586 £ 0.0900
-0.0480 £ 0.0488
0.0186 4= 0.0331
0.0115 £ 0.0255
-0.0316 £+ 0.0214
0.0054 £+ 0.0188
0.0005 £+ 0.0170
-0.0049 £ 0.0159
0.0098 & 0.0150
-0.0049 £ 0.0147
-0.0038 £ 0.0143
-0.0373 £ 0.0143
-0.0114 £ 0.0141
-0.0359 4 0.0140
-0.0080 4 0.0135
-0.0477 £ 0.0128
-0.0266 = 0.0120
-0.0327 £ 0.0110
-0.0192 £+ 0.0097
-0.0147 £ 0.0081
-0.0090 £ 0.0062
-0.0082 £ 0.0042
0.0018 £ 0.0022

0.0397 £ 0.0586
-0.0153 £ 0.0458
0.0234 £ 0.0402
0.0221 £ 0.0377
-0.0028 £+ 0.0371
0.0250 £+ 0.0376
0.0257 £ 0.0387
0.0262 £ 0.0407
0.0450 4= 0.0431
0.0388 4= 0.0467
0.0484 £+ 0.0509
0.0177 £ 0.0566
0.0604 + 0.0628
0.0343 £+ 0.0706
0.0954 £ 0.0794
0.0219 £ 0.0899
0.0801 £+ 0.1029
0.0599 £+ 0.1198
0.1140 £ 0.1402
0.1304 £ 0.1669
0.1570 £+ 0.2012
0.0704 £+ 0.2496
0.4731 £ 0.3378

20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

0.1017
0.1148
0.1282
0.1441
0.1621
0.1821
0.2047
0.2303
0.2592
0.2917
0.3283
0.3694
0.4156
0.4674
0.5257
0.5911
0.6643

4.992
5.546
6.089
6.715
7.417
8.178
8.969
9.818
10.678
11.585
12.523
13.486
14.449
15.406
16.382
17.346
18.282

0.0335 £ 0.1206
-0.0050 £ 0.0384
-0.0207 £ 0.0241
0.0054 £+ 0.0184
-0.0341 £ 0.0157
-0.0149 £ 0.0143
-0.0193 £ 0.0146
-0.0105 4 0.0154
-0.0034 £ 0.0164
0.0216 £ 0.0178
-0.0138 £ 0.0197
0.0424 £ 0.0221
0.0205 =+ 0.0255
-0.0149 £ 0.0303
0.0762 £+ 0.0379
0.0384 £ 0.0498
-0.0184 £ 0.0705

-0.1296 £ 0.3525
-0.0189 £ 0.1064
0.0194 £ 0.0623
-0.0482 £ 0.0439
0.0388 & 0.0345
-0.0073 £+ 0.0290
-0.0026 £ 0.0265
-0.0204 £ 0.0253
-0.0319 £ 0.0239
-0.0629 £ 0.0226
-0.0179 £ 0.0212
-0.0674 £ 0.0198
-0.0397 4 0.0183
-0.0117 £ 0.0165
-0.0439 4 0.0146
-0.0189 £+ 0.0124
-0.0026 £ 0.0099

-0.0543 £+ 0.1273
0.0075 £ 0.0746
0.0331 4 0.0607
-0.0062 4= 0.0545
0.0564 & 0.0518
0.0290 £+ 0.0511
0.0384 £+ 0.0530
0.0291 £ 0.0565
0.0236 4 0.0607
-0.0082 4= 0.0659
0.0535 £ 0.0723
-0.0242 £ 0.0806
0.0202 4 0.0914
0.0909 & 0.1057
-0.0495 4 0.1258
0.0286 + 0.1540
0.1477 £ 0.1963

Table A.4: Final proton results for the 5.5° (top) and 10.5° (bottom) at 32 GeV.
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<z >

<Q?>

AT

d
Lgs

Ag

0.0198
0.0218
0.0243
0.0274
0.0308
0.0347
0.0391
0.0440
0.0495
0.0557
0.0627
0.0706
0.0795
0.0894
0.1007
0.1133
0.1276
0.1436
0.1616
0.1819
0.2048
0.2305
0.2594
0.2920
0.3288

0.708
0.762
0.816
0.863
0.912
0.965
1.018
1.070
1.126
1.178
1.234
1.287
1.343
1.398
1.450
1.500
1.545
1.587
1.631
1.672
1.707
1.742
1.775
1.802
1.827

0.0135 £ 0.0231
-0.0004 £ 0.0099
-0.0004 4 0.0079
-0.0046 4 0.0078
0.0034 =+ 0.0076
0.0064 £ 0.0076
-0.0012 £ 0.0075
0.0038 £ 0.0072
-0.0065 & 0.0071
0.0068 =+ 0.0073
0.0064 = 0.0071
0.0071 £ 0.0070
-0.0074 £ 0.0069
-0.0021 £ 0.0070
0.0099 = 0.0071
-0.0200 & 0.0072
0.0016 £+ 0.0074
0.0009 £ 0.0076
-0.0029 4 0.0078
-0.0097 & 0.0081
0.0062 =+ 0.0083
-0.0004 £ 0.0086
-0.0069 £ 0.0091
0.0004 == 0.0096
0.0072 = 0.0101

-0.0465 £ 0.0777
0.0004 £ 0.0394
0.0002 £ 0.0302
0.0158 £ 0.0292
-0.0143 £+ 0.0281
-0.0251 £+ 0.0274
0.0027 £ 0.0270
-0.0158 £ 0.0260
0.0212 £ 0.0254
-0.0266 4= 0.0262
-0.0251 £ 0.0253
-0.0277 £ 0.0248
0.0235 £+ 0.0244
0.0046 4= 0.0247
-0.0375 4= 0.0247
0.0665 4= 0.0251
-0.0088 £ 0.0255
-0.0066 £ 0.0257
0.0061 4 0.0263
0.0284 £ 0.0266
-0.0239 4 0.0266
-0.0027 £ 0.0268
0.0166 £ 0.0269
-0.0050 4= 0.0267
-0.0222 £ 0.0259

-0.0216 £ 0.0403
0.0006 £+ 0.0300
0.0006 £ 0.0280
0.0094 £ 0.0298
-0.0075 4= 0.0317
-0.0147 £+ 0.0339
0.0032 £ 0.0364
-0.0097 £ 0.0389
0.0189 4 0.0418
-0.0197 4= 0.0463
-0.0194 £ 0.0496
-0.0230 £ 0.0538
0.0313 £+ 0.0583
0.0128 4 0.0643
-0.0390 & 0.0707
0.1055 &= 0.0783
0.0014 £ 0.0872
0.0078 £+ 0.0968
0.0359 4 0.1084
0.0900 + 0.1210
-0.0158 4= 0.1348
0.0435 + 0.1512
0.1131 £+ 0.1701
0.0649 £ 0.1918
0.0161 £ 0.2157

Table B.1: Final deuteron results for the 2.75° at 29 GeV.
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z-bin

<z >

<Q?>

AT

d
LGy

Ag

16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37

0.0647
0.0714
0.0799
0.0898
0.1009
0.1136
0.1277
0.1437
0.1617
0.1820
0.2047
0.2305
0.2593
0.2920
0.3284
0.3697
0.4160
0.4680
0.5267
0.5924
0.6666
0.7499

2.322
2.492
2.706
2.940
3.170
3.396
3.621
3.851
4.078
4.307
4.527
4.742
4.936
5.136
5.317
5.500
5.663
5.816
5.965
6.088
6.203
6.310

-0.0090 £ 0.0731
0.0508 £ 0.0308
0.0530 == 0.0207
-0.0052 £ 0.0159
-0.0087 4= 0.0135
-0.0116 £ 0.0124
0.0025 £ 0.0116
0.0027 £ 0.0113
0.0036 £ 0.0112
0.0172 £ 0.0112
0.0097 £ 0.0117
0.0007 £ 0.0123
-0.0035 £ 0.0132
-0.0231 £ 0.0141
-0.0008 4 0.0155
0.0042 £ 0.0172
-0.0356 £ 0.0192
0.0294 £ 0.0222
0.0050 == 0.0261
-0.0269 4 0.0317
-0.0344 £ 0.0399
0.0232 £ 0.0528

-0.0239 £ 0.2031
0.1427 £+ 0.0857
0.1426 £ 0.0553
-0.0121 £ 0.0406
-0.0199 4 0.0326
-0.0257 £ 0.0285
0.0065 £ 0.0256
0.0067 &= 0.0238
0.0081 £ 0.0224
0.0333 & 0.0212
0.0180 £ 0.0209
0.0019 £ 0.0205
-0.0049 £ 0.0204
-0.0323 £ 0.0200
-0.0006 4 0.0195
0.0048 £ 0.0187
-0.0323 £ 0.0175
0.0215 £+ 0.0162
0.0028 £ 0.0144
-0.0105 4 0.0123
-0.0085 £ 0.0099
0.0031 £+ 0.0070

-0.0120 £ 0.0993
0.0944 £+ 0.0682
0.1005 4 0.0584
-0.0039 4 0.0537
-0.0093 4 0.0518
-0.0139 £ 0.0525
0.0155 £ 0.0541
0.0188 4= 0.0571
0.0242 £ 0.0608
0.0599 £ 0.0652
0.0490 + 0.0718
0.0339 £ 0.0796
0.0306 £ 0.0894
-0.0181 £+ 0.1007
0.0610 £+ 0.1147
0.0936 + 0.1313
-0.0307 £ 0.1514
0.2371 £ 0.1778
0.1706 & 0.2103
0.0603 £ 0.2530
0.0498 £+ 0.3096
0.3610 £+ 0.3879

20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

0.1018
0.1149
0.1280
0.1441
0.1621
0.1821
0.2047
0.2304
0.2591
0.2917
0.3282
0.3693
0.4154
0.4673
0.5255
0.5907
0.6641

4.395
4.881
5.340
5.896
6.498
7.155
7.834
8.576
9.300
10.050
10.821
11.645
12.455
13.249
14.031
14.790
15.500

-0.0918 £ 0.2429
0.0152 £ 0.0813
-0.0250 £ 0.0521
0.0250 = 0.0439
-0.0058 4= 0.0384
0.0407 = 0.0347
0.0130 £ 0.0359
-0.0028 £ 0.0379
-0.0319 £ 0.0411
-0.0364 £ 0.0452
0.0456 =+ 0.0512
-0.0839 £ 0.0592
-0.0021 £ 0.0701
-0.0393 & 0.0863
0.0457 £ 0.1115
0.1516 = 0.1544
0.0027 £ 0.2237

0.2199 £ 0.6041
-0.0449 £ 0.1908
0.0445 £ 0.1135
-0.0609 4= 0.0880
-0.0011 £ 0.0703
-0.0804 £ 0.0578
-0.0325 £+ 0.0534
-0.0100 £ 0.0501
0.0232 £ 0.0477
0.0228 £ 0.0455
-0.0516 £ 0.0431
0.0459 £+ 0.0410
-0.0096 £ 0.0384
0.0074 £ 0.0355
-0.0198 4 0.0322
-0.0326 £ 0.0287
-0.0028 £ 0.0235

0.1439 £ 0.1864
-0.0238 £ 0.1120
0.0399 £ 0.0920
-0.0374 £+ 0.0872
0.0113 £ 0.0840
-0.0590 4 0.0825
-0.0145 £ 0.0865
0.0117 £+ 0.0923
0.0594 £ 0.1002
0.0711 £ 0.1102
-0.0517 £ 0.1227
0.1613 £ 0.1390
0.0383 & 0.1601
0.1126 £ 0.1888
-0.0239 £ 0.2291
-0.2118 £ 0.2888
0.0824 £+ 0.3739

Table B.2: Final deuteron results for the 5.5° (top) and 10.5° (bottom) at 29 GeV.
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<z >

<Q?>

AT

d
Lgs

Ag

0.0195
0.0217
0.0243
0.0274
0.0308
0.0347
0.0391
0.0440
0.0495
0.0557
0.0627
0.0706
0.0794
0.0894
0.1007
0.1133
0.1276
0.1436
0.1616
0.1820
0.2048
0.2305
0.2595
0.2920
0.3286

0.809
0.875
0.935
0.992
1.054
1.120
1.185
1.254
1.321
1.393
1.464
1.538
1.610
1.677
1.742
1.806
1.868
1.927
1.981
2.031
2.081
2.128
2.169
2.212
2.256

-0.0144 £ 0.0146
0.0013 £ 0.0086
0.0083 =+ 0.0078
-0.0038 4= 0.0077
0.0068 == 0.0077
-0.0009 £ 0.0076
-0.0024 £ 0.0076
-0.0120 £ 0.0074
-0.0059 4 0.0073
0.0018 = 0.0072
-0.0024 £ 0.0071
-0.0071 £ 0.0071
-0.0014 £ 0.0071
0.0119 =+ 0.0072
-0.0001 4 0.0073
-0.0020 & 0.0075
-0.0050 £ 0.0076
-0.0135 £ 0.0078
-0.0031 4= 0.0080
-0.0034 4= 0.0083
-0.0095 4= 0.0085
-0.0008 £ 0.0088
-0.0055 £ 0.0092
0.0099 + 0.0096
0.0027 £ 0.0103

0.0524 £+ 0.0539
-0.0067 £ 0.0373
-0.0357 4= 0.0326
0.0140 4 0.0312
-0.0285 4= 0.0305
0.0019 £ 0.0295
0.0073 £ 0.0290
0.0435 £+ 0.0282
0.0202 £ 0.0275
-0.0091 £ 0.0271
0.0063 £ 0.0262
0.0234 £+ 0.0261
0.0022 £+ 0.0259
-0.0462 £ 0.0263
-0.0029 £ 0.0263
0.0035 &= 0.0266
0.0140 £ 0.0266
0.0426 + 0.0269
0.0067 &= 0.0274
0.0071 & 0.0275
0.0263 £ 0.0273
-0.0017 £ 0.0273
0.0119 £+ 0.0270
-0.0315 £ 0.0266
-0.0109 4 0.0260

0.0223 £+ 0.0304
-0.0026 £ 0.0267
-0.0161 £+ 0.0267
0.0075 £ 0.0282
-0.0144 £ 0.0301
0.0020 £+ 0.0320
0.0057 £+ 0.0344
0.0299 £ 0.0368
0.0162 £ 0.0394
-0.0043 £ 0.0426
0.0084 £ 0.0456
0.0248 £ 0.0497
0.0074 £+ 0.0540
-0.0418 £ 0.0597
0.0051 £ 0.0657
0.0150 & 0.0726
0.0328 £+ 0.0801
0.0819 £ 0.0891
0.0332 £ 0.0996
0.0413 £+ 0.1110
0.0910 £ 0.1234
0.0417 £ 0.1383
0.0903 + 0.1549
-0.0233 4= 0.1740
0.0542 £ 0.1966

Table B.3: Final deuteron results for the 2.75° at 32 GeV.
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z-bin

<z >

<Q?>

AT

d
LGy

Ag

16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37

0.0638
0.0712
0.0799
0.0898
0.1009
0.1135
0.1277
0.1436
0.1617
0.1819
0.2047
0.2304
0.2593
0.2919
0.3284
0.3697
0.4159
0.4680
0.5265
0.5923
0.6666
0.7498

2.645
2.874
3.131
3.407
3.675
3.946
4.223
4.506
4.789
5.070
5.339
5.599
5.856
6.107
6.344
6.574
6.787
6.991
7.185
7.359
7.524
7.653

0.0309 £ 0.0418
0.0173 £ 0.0234
0.0141 £+ 0.0167
-0.0023 £ 0.0133
-0.0005 & 0.0118
-0.0080 £ 0.0109
0.0168 £ 0.0105
0.0144 £+ 0.0104
0.0016 £ 0.0103
0.0053 = 0.0107
0.0001 = 0.0111
-0.0075 £ 0.0119
-0.0046 £ 0.0127
0.0164 £ 0.0139
-0.0259 £ 0.0151
-0.0274 £ 0.0168
-0.0300 £ 0.0189
-0.0013 £ 0.0219
-0.0001 £ 0.0258
-0.0334 £ 0.0315
-0.0185 £ 0.0395
0.0415 £ 0.0513

0.0941 £ 0.1254
0.0529 £ 0.0697
0.0415 £ 0.0475
-0.0048 £ 0.0359
0.0002 £ 0.0299
-0.0179 £ 0.0263
0.0398 £ 0.0239
0.0324 £ 0.0225
0.0044 £ 0.0212
0.0113 £ 0.0208
0.0010 £+ 0.0201
-0.0120 £ 0.0202
-0.0064 £+ 0.0198
0.0238 & 0.0196
-0.0321 £+ 0.0189
-0.0291 £+ 0.0180
-0.0266 = 0.0169
-0.0008 £ 0.0156
-0.0000 4 0.0137
-0.0122 £+ 0.0116
-0.0042 £ 0.0090
0.0049 £ 0.0061

0.0539 £+ 0.0711
0.0334 £ 0.0563
0.0290 £ 0.0496
0.0013 £ 0.0462
0.0057 £ 0.0455
-0.0065 £ 0.0463
0.0417 £+ 0.0480
0.0405 £ 0.0508
0.0185 & 0.0542
0.0304 £ 0.0591
0.0239 £+ 0.0646
0.0116 £+ 0.0724
0.0256 £ 0.0809
0.0918 £ 0.0918
-0.0175 4= 0.1040
-0.0124 £ 0.1191
-0.0098 £ 0.1378
0.1076 + 0.1622
0.1369 & 0.1921
0.0265 & 0.2318
0.1125 £+ 0.2833
0.4180 £ 0.3525

20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

0.1017
0.1147
0.1280
0.1440
0.1621
0.1822
0.2048
0.2303
0.2591
0.2916
0.3282
0.3693
0.4154
0.4672
0.5254
0.5908
0.6646

4.985
5.537
6.080
6.717
7.424
8.181
8.972
9.824
10.671
11.574
12.520
13.493
14.472
15.458
16.459
17.466
18.424

-0.0417 £ 0.1246
0.0225 £+ 0.0520
0.0179 £ 0.0363
-0.0225 £ 0.0306
-0.0526 £ 0.0261
-0.0035 4 0.0237
0.0253 £+ 0.0240
-0.0281 £ 0.0256
-0.0064 £ 0.0279
-0.0064 £ 0.0311
0.0150 =+ 0.0353
0.0473 £ 0.0409
0.0651 = 0.0487
0.0200 = 0.0608
-0.1310 £ 0.0795
0.0147 £+ 0.1096
-0.1782 £ 0.1583

0.1035 £+ 0.3369
-0.0673 £ 0.1325
-0.0529 £ 0.0854
0.0367 &= 0.0658
0.0905 & 0.0512
-0.0073 4= 0.0420
-0.0539 £ 0.0377
0.0245 £+ 0.0357
-0.0069 4= 0.0340
-0.0079 4 0.0325
-0.0269 4 0.0308
-0.0464 £+ 0.0290
-0.0475 £ 0.0271
-0.0174 4 0.0252
0.0309 £ 0.0229
-0.0072 4= 0.0200
0.0154 £+ 0.0159

0.0651 £ 0.1294
-0.0358 £ 0.0868
-0.0278 £ 0.0744
0.0356 &= 0.0703
0.0823 £ 0.0669
0.0079 & 0.0657
-0.0339 £+ 0.0680
0.0482 £+ 0.0727
0.0185 4= 0.0791
0.0220 £ 0.0872
-0.0058 4= 0.0969
-0.0506 £ 0.1095
-0.0735 £ 0.1262
0.0067 £ 0.1494
0.2743 £+ 0.1816
0.0372 £ 0.2274
0.4091 £ 0.2927

Table B.4: Final deuteron results for the 5.5° (top) and 10.5° (bottom) at 32 GeV.
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