
Chapter 4 

Tracking System Performance 
- 

In order to extract results from the observed data it is essential to accurately 
model the detector in the Monte Carlo, which requires that the performance of the 
detector elements be well understood. Of particular concern for the subsequent 
analyses is the tracking detector system, namely the CDC, DCVD and SSVD. This 
chapter contains a study of the performance of the combination of the three 
tracking detectors. The performance of the detectors individually was discussed in 
Chapter 2. 

The tracking system characteristics of primary importance in the following 
analyses are the 

l impact parameter resolution, and 

l track finding and reconstruction efficiency, 

both of which are addressed in this chapter. The impact parameter resolution is of 
primary importance for determining the efficiency and purity of the enrichment 
method used for selecting Z” + bb events. This method, the impact parameter 
significance tag, is discussed in Chapter 5 and its application to measure the 
hadronic branching fraction of the Z” to bb events in Chapter 6. The tracking 
efficiency is also important, particularly for the multiplicity measurements 
described in Chapter 7. 
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Chapter 4: Tracking System Performance 

4.1 An Introduction to Track Impact Parameter 
The impact parameter of a track is the distance of closest approach to some 

reference point, namely the distance perpendicular from a track’s trajectory. In this 
case the reference point is the interaction point (IP) where the e- and e+ beams 
nominally collide. 

4.1 .I Impact Parameter Definition 
If a particle created at the IP lives for a time t,‘its decay length is then given by 

1 = ypct , where p = V/C (the particle’s speed relative to the speed of light) and 
y = E/mc2 (the particle’s energy divided by its mass). If this particle decays, then 
the impact parameter of the daughter with respect to the IP, as projected into the 

plane perpendicular to the beam axis (the xy plane), is given by 

- b = 1sinvsinQ = yPctsinvsin$. (4-U 

In this equation, $ is the polar angle from the beam axis and w is the angle of the 
daughter direction with respect to that of the parent, as illustrated in Figure 4-l. 
Because the tracking detectors have primarily axial segmentation, in subsequent 
usage the terms ‘impact parameter’ (b) and ‘decay length’ (I) will refer to the 
projection of the three-dimensional lengths into the plane perpendicular to the 
beam axis. 

An interesting feature of the impact parameter is that as the parent particle 
becomes highly relativistic, the impact parameter becomes insensitive to the parent 
particle’s momentum. This is seen as the cancellation between the decay length, 

Y 

t X 

Figure 4-l Definition of the variables involved in calculating 
impact parameters. The parent particle traveled a distance 1 and then 
decayed into a daughter which travels at an angle w from the parent’s 
direction. 
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which increases with higher momentum, and the decay angle, which decreases with 
higher momentum. ‘Ib illustrate this in the limit that the daughter particle’s mass 
is small compared to its momentum in the parent’s center-of-mass (CM) frame, 
consider a track which decays at an angle y,, in the parent particle’s CM frame. In 

the frame in which we observe the daughter particle, this corresponds to the angle 

W, given by 

sinv = 
sinv,, - - 

y(l+ Pwf,,) 
; O<yfcmc7L * (4-S) 

- 

This relation is a consequence of the fact that the daughter’s momentum parallel to 

the parent’s will be Lorentz boosted, whereas the transverse momentum is Lorentz 
invariant. Inserting this into the expression for b in Equation (4-l), the y terms 
cancel, yielding 

b- 
/3ct sin@sinyrcm 

Cl+ Pcwcm) 
= cptsin+taniyicm ; 0 <v,, < f , (4-3) 

where the last expression is a further approximation assuming that p = 1 in the 
denominator. 

The level to which the impact parameters of daughter tracks from B decays are 
insensitive to the B momentum at the 2’ resonance can be seen in Figure 4-2. This 
figure shows, as a function of B hadron momentum, the average impact parameter 
divided by the proper decay length, CT, of the 23 hadron for all charged tracks from B 
decay. AIs0 shown is the expected spectrum of B hadron momenta. Both of these 
were calculated by the LUND Monte Carlo at E,, = 91 GeV.? From this example, 
one can see that at such high center-of-mass energy, the impact parameter of the 
daughter track is indeed only sensitive to the parent B hadron momentum for those 
tracks from the decay of the B’s which received very little energy during the 
fragmentation process. Furthermore, because the fragmentation to B hadrons is 

quite hard, the number of tracks from these low momentum 23 hadrons is small. For 
example, only 23% of the tracks are from a B hadron of a momentum for which 
(~/CT) is below 0.9 of is high B momentum plateau. 

* Equation (4-2) has been frequently noted without reference to the pdau 
in the parent’s rest frame. This may be a result of the fact that this has o A 

hter B mdaughter lim.it 
en been mentioned In 

the context of tagging leptons from B decay. In this case, a massless approximation is clearly 
valid for electrons due to their small mass, while the momentum spectrum, which will be harder 
for bath muons or electrons than for hadrons from B decay, will further justify the equation’s 
validity in semi-leptonic decays. 
t See Chapter 3 for more information on the Monte Carlo used in this analysis. 
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Figure 4-2 In the upper plot, the average of the impact parameter 
divided by the lifetime of the B  hadron is shown as a function of the 
momentum of the B  hadron. Below is the expected spectrum of B  
hadron momentum. 

4.1.2 Impact Parameter Signing 
Impact parameters can be made more useful if they are given an algebraic sign 

based upon the apparent origin of the track, particularly for heavy quark events. 
The sign applied will be negative if the track appears to come from behind the 
interaction point and positive otherwise. This definition is referred to as the 
physically-signed impact parameter. This method of applying an algebraic sign is 
useful because all of the B  decay products are swept forward by the B’s large boost 
into the hemisphere defined by the B  direction for B  hadrons with a momentum of 

at least 8 GeV/c. Because a majority of hadronic events have a general back-to-back 
jet nature, the first step is to determine the axis of the event, which approximates 
the direction of the original partons, as given by a event or jet axis. Since the event 
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axis is a good approximation for the B  direction, the majority of the tracks from B 
decay will be given the same algebraic sign. 

4.1.2.1 Event and Jet Axis Algorithms 
The thrust a.& is defined as the unit vector p which maximizes the thrust, T, 

defined as 

I (4-4) 

- 

where the sum of the momenta hi is taken over all of the charged tracks. The value 
of the thrust varies from 0.5 in the case of a very isotropic event to 1.0 for an event 
with narrow back-to-back jetsA nice feature of the thrust axis is that because it 
depends linearly on momentum, it is infrared safe. 1106] This means that the thrust 
will be unchanged if one particle decays into two collinear particles. This thrust axis 
can then be used to divide the event into two thrust hemispheres defined by the 
plane perpendicular to the thrust axis. In heavy quark events, the thrust axis 
approximates the direction of the heavy hadrons in the majority of the events. The 
angular difference between the thrust axis and the direction of the B  hadrons is 
shown in Figure 4-3 as determined by the LUND Monte Carlo. It is seen that the 
thrust axis does reasonably approximate the actual B  direction in most cases 
although there are broad tails. The source of these tails is primarily events in which 
either one or -both of the B  hadrons has fairly little energy, such as the case when a 
hard gluon has been radiated. This produces multi-jet events in which the B  hadron 

momenta are not back-to-back and thus the thrust axis cannot accurately 
reconstruct the directions of both B  hadrons. 

The use of other event axes was also studied. In particular these were the 
sphericity axis and jet axes using two different algorithms: a scaled invariant mass 
algorithmIlQll and a momentum cluster algorithm11071. The sphericity axis unit 
vector S  is defined by 

Xi& xq2 
S = gmin i ~ 2 i 1 Cl I P.i 

.i 

(4-5) 

and, as it depends on the square of the momentum, will be more strongly affected 

by high momentum tracks. The value of the sphericity, S, will range from 0 for 
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narrow a-jet events to 1 for events with an isotropic distribution of tracks. Unlike 
the thrust axis, it’s quadratic dependence on the momentum means that it is not co- 
linear safe. Despite these differences, the sphericity axis yielded results which are 
virtually the same as those for the thrust axis. 

The cluster algorithm YCLUS starts with each of the particles being considered 
to be a jet and then combines these, beginning with the pairs that will yield the 
smallest value of the parameter Y E mij/E,i,, the ratio of the invariant mass to the 
total visible energy. This process continues until all pairs have y larger than some 
value ycut which typically ranges from 0.02 to 0.10. The IXLUS algorithm similarly 

begins with each particle being considered its own 
beginning with that pair with the smallest value of 

jet. It then combines these 

D= c 21pi/21pj12 (l- ‘Oseij) 

(IPi\ + Ipj112 ’ 

until all of the jets are above a cut-off, Adjoin. This cut-off was tuned at 
E = 30 GeV to be 2.5 GeV, and scales to a value of 7.9 GeV at 91 GeV.Is2’ Both of 
thLmjet algorithms more accurately reconstructed the B hadron direction than did 

(4-6) 

,I 
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Figure 4-3 Angular separation between the thrust axis and the B 
hadron directions as determined by the Monte Carlo. 
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the thrust or sphericity axes. This is to be expected as a significant fraction of 
events have hard gluon radiation. However, these events retrieved from the tail of 
the B hadron direction/thrust axis distribution by using a jet algorithm will be those 
in which the B had fairly low momentum. As a result, the decay products will also 
have low momentum which will make them more difficult to use in identifying bb 
events and thus there is negligible change in the tag characteristics. (See the next 

chapter for a discussion of the tagging method.) 

4.1.2.2 Determination and Analysis ofthe Impact Parameter Sign 
The sign of the impact parameter is determined in the following manner: if the 

track crosses the thrust axis in the same thrust hemisphere as the track, then 
b > 0, otherwise b < 0. This is illustrated in Figure 4-4. This definition is useful 
because all of the B decay products are swept forward by the B’s large boost into the 
hemisphere defined by the B direction for pB > 8 GeV. Since the B direction is fairly 

well approximated by the thrust axis, the majority of the tracks from B decay will 
have b>O. 

Negative impact parameter tracks will come from a number of sources. In all 
types of hadronic events, the impact parameters of tracks from the IP will be 
smeared due to the finite resolution of the detectors. This will result in the typical 
Gaussian-like distribution around b = 0. There are also a number of other 

thrust 

:.: 

b>O 
track 

bc0 
track 

Figure 4-4 The method for assigning an algebraic sign to the track 
impact parameters using the event thrust axis is illustrated here. 
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.- - 

Figure 4-5 Some of the mechanisms for tracks from a long-lived 
parent being assigned a negative impact parameter when using the 
thrust axis to determine the sign: (a) tertiary decays, and (b> a 
misalignment between the thrust axis and the parent particle. 

possibilities for generating negative impact parameter tracks particularly for tracks 
resulting from the decay of long-lived particles (bottom, charm and strange-flavored 
hadrons). As illustrated in Figure 4-5, these sources include: 

l actual backward going tracks, which should be only a few, as most of the 
decay products will be swept forward along the parent’s direction; 

l secondary decays such as B + D +X where the lifetime of the second 
generation particle (i.e. the 0) allows the decay vertex at which the daughter 
X is produced not to lie on the B direction; 

l instances-in which the thrust axis and parent direction are not well aligned, 
for instance bb events with a hard radiated gluon or tracks from I$ decay. 

The level to which each of these contribute for the particles from B hadron decay 
- at the 20 can be quantified using the Monte Carlo. Figure 4-6(a) shows the 

generated impact parameters with respect to the actual IP, for tracks from prompt 
B decay,* where the actual B-direction has been used to apply the impact parameter 
sign. Thus the only source of the negative impact parameter tracks are actual 
backward going decays which are indeed a small fraction (2.1%). A fairly small 
result is expected, because as pointed out earlier, only tracks from the few very low 

momentum B hadrons can decay into the hemisphere opposite the B direction. As 
shown in Figure 4-6(b), when all of the tracks from B decay are included, such as 

* In this context, “prompt B decay tracks” are those tracks resulting directly from a B decay, 
and not from subsequent decays (of a D or K, for instance). This latter set of tracks will be 
referred to as the “non-prompt B decay tracks.” 
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Figure 4-6 These plots illustrate the level that various effects 
contribute to producing negative impact parameters for tracks from B 
decay: (a) the impact parameters of the generated prompt B decay 
tracks using the B hadron direction to determine the sign; (b) impact 
parameters for all of the generated tracks from B decay (including 
tertiary decays such as B+D--+Xl; (c) impact parameters of the 
generated tracks which are signed using the thrust axis; Cd) the impact 
parameters of the reconstructed tracks, again using the thrust axis. 
The thrust axis used is that determined with the reconstructed tracks. 
The tracks used in these plots were all reconstructed by the tracking 
algorithms and are required to have passed a series of track quality 
cuts (see Section 4.4 on page 128). 
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tracks from a tertiary D decay vertex, the fraction of the tracks which are given 
negative impact parameters using the actual B direction is still small (5.7%), but 
slightly larger than the fraction in prompt B decay This increase in the fraction of 
negative impact parameter tracks is the consequence of the fact that tracks from 
tertiary decay vertices may have negative impact parameters, as illustrated in 
Figure 4-5. To observe the effects of using the thrust axis instead of the B direction 
to sign the impact parameters, Figure 4-6(c) shows the generated impact 
parameters for all tracks from B decay, now using the thrust axis found with the 
reconstructed tracks. The effect is to double the fraction of tracks with negative 
impact parameters to 21%. Finally, the effect of detector resolution is included by 
using the impact parameter reconstructed with the tracking algorithms from the 
full detector simulation. The reconstructed impact parameter is also with respect to 
an IP which is determined for each event using a fit of these reconstructed tracks 
(see Section 4.2 on page 123). These detector effects show the level to which 
fluctuations of a track’s impact parameters cause them to be assigned a negative 
impact parameter, as illustrated in Figure 4-6(d). The effect of the detector 
resolution produces slightly more b < 0 tracks, causing a total of 25% of the tracks 
from B decay to be assigned negative impact parameters. There is another 
interesting effect, which is the narrower central peak compared with the other 
distributions. This is an artifact of the use of the event-by-event fit IP, which will 
tend to pull towards the small impact parameter tracks which are included in the 
fit. 

The effects of this impact parameter signing method on the different flavors of 
events is illustrated in Figure 4-7 which shows the distribution of reconstructed 
impact parameters. For uds events, this distribution has a generally Gaussian 
shape, with only slight tails from strange particle decays (< and A). In contrast, 
CC events have a more asymmetric distribution due to the finite lifetime of charmed 
hadrons, although the positive tail is significantly larger for bb events owing 
primarily to their longer lifetime. Both of the heavy quark events have a significant 
fraction of their tracks which are from the primary vertex, such as those from 
fragmentation, which form a central core to the distribution. 

4.1.3 Impact Parameter Resolution 
Because of the finite resolution of any tracking detector, the measurement of the 

impact parameter for a track will have associated with it some level of uncertainty. 
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Figure 4-7 The reconstructed impact parameter distributions for 
different flavors of events as predicted by the Monte Carlo. 
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Understanding the impact parameter resolution function is important in order to 
properly model the detectors by the Monte Carlo simulation. 

The impact parameter resolution has contributions from two primary sources: 
the resolution of the measured track extended to its point of closest approach to the 

IP, GTJp and the uncertainty in the actual interaction point, orp, which is discussed 
in Section 4.2. The impact parameter resolution is thus related to the sum in 
quadrature of these two terms, 

(4-7) 

The uncertainty of the track measurement can be expressed in terms of two 
components, one which represents the intrinsic detector resolution, oint, and a 
second which accounts for the multiple Coulomb scattering of low momentum 
tracks, ems. The resulting relation is 

4.1.3.1 Intrinsic Resolution Term 
For tracking detectors which are composed of a series of n equally spaced 

position measurements of resolution, cTO, extending from an inner radius of ri. and 
to an outer radius of L + ri from the IP, the intrinsic resolution is given by 

(4-9) 

One can see several trends from this expression which can in general be 
extrapolated to more complicated detector systems where such a straightforward 
expression can not as easily be obtained. First, the track resolution varies 

- essentially as n -l/2 which would of course be expected from statistics, so it is 
beneficial to have many position measurements. Second, the best resolution is 
achieved by minimizing the inner radius, ‘i, and maximizing the lever arm, L. 

Equation (4-9) is not valid for the entire detector system containing detectors of 
widely varying resolution and spacing, particularly with the advent of silicon vertex 
detectors which usually have only a few layers of very high position resolution. As is 
the case for the Mark II, when a silicon detector is used in conjunction with lower 
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resolution outer detectors one can imagine that the intrinsic resolution may roughly 
be expressed as 

(4-10) 

where <J, and r. are the average position resolution and radius of the silicon 
detector and oq is the angular resolution of the outer tracking detectors which 
provide an accurate angular measurement for most tracks. As will be discussed 
latter, for very low momentum tracks, the best measurement of the angle is made 
within the SSVD itself. 

4.1.3.2 Multiple Scattering Resolution Term 

At low momentum, the measurement accuracy of a track is limited by the 
multiple Coulomb scattering as-it passes through the material in the beam pipe and 
the detectors, If, as was the case in the past, the beam pipe and inner wall of the 
vertex detector were the dominant source of material, then the multiple scattering 
contribution to the track resolution would be 

<T ‘pipe (9 
ms =s* ms ($9 ‘pipe) (4-11) 

where, r pipe is the beam-pipe/inner wall radius, 9 is the dip angle to the beam axis 
and@ ms is the related to the width of the scattering angle distribution for a track of 
momentum $ and beam pipe thickness of “pipe (see Figure 4-8) 

In general, this multiple scattering angular distribution is well described by the 
Molihre theory which has been investigated in numerous paper&‘*] and is 
incorporated into the Monte Carlo detector simulation (see Section 3.4 on page 102). 
In order to develop some intuitive feel for the effects multiple scattering, an 
approximate formalism can be used. For small-angle scattering however, the 
angular distribution is roughly Gaussian in nature. Thus it has become 
commonplace to approximate the angular distribution as a Gaussian distribution of 
width @ ms. This width was first approximated as[“‘] 

(4-12) 

where EC is a constant with units of energy, p, /3c and z are the momentum, speed 
and charge of the particle, x is the material thickness and X, is the radiation length 

of the material. (A radiation length is defined as the “mean distance over which a 
high energy electron loses all but l/e of it’s energy by bremsstrahlung”[251 and very 
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X 

- 
Figure 4-8 A simplified view of multiple scattering where the 
dominant source of scattering is the beam pipe/inner detector wall 
before the detectors. The amount of additional error in the 
measurement of impact parameter due to this scattering is the product 
of the rms scattering angle, OmS, and the distance from the IP, rpipJ 

sin0 where 6 is the dip angle. 

roughly depends on the atomic number of the material from which the particle is 

scattering as E2.) 

Later it was shown that the width of the scattering angle distribution could be 

much better approximated by an additional dependence on the material thickness 
which led to a new fo&ula:[lOgl 

(4-13) 

The most recent determination of the constants for Equation (4-13) has been done 
in Reference [llO] and yields 

a = 
ms 

l+O.O381og~ 
X0 I 

(4-14) 

Upon comparison to Moliere theory, it is seen that this width is the same as the 
width of the central 98% of the Moli&re distribution to an accuracy of 11% for a 

range of scatterer thicknesses of 10e3 c x/X, < 100 for all 2. 
In the cylindrical geometry of the Mark II, the amount of material through 

which a track traverses varies with the polar angle as xo/sin6 where x0 is the 
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thickness of that layer. Thus, the resulting contribution of the multiple scattering to 
the track extrapolation resolution can be written by substituting this last equation 
into Equation (4-111, 

13.6MeV xo/sin9 
(T 

ms = ‘pipe * pep ( sine) 3’2. 
2 

x0 
(4-15) 

This illustrates the general dependence of the multiple scattering term on the track 
momentum and direction, -_ . 

bms (P, 0) = 
%3 

p ( sine) 3’2 
(4-16) 

where the weak dependence of -the logarithmic term on sin8 has been ignored and 
it is assumed that p = 1. 

4.1.3.3 Total Track Resolution 
The Mark II tracking detector system is actually more complex than the models 

presented in the previous two sections, but the results of these models will provide 
some guidance when working with the real system. In particular, the track 
resolution is expected to have the form 

(4-17) 

which was derived assuming all of the scattering comes from the beam pipe or first 
measurement layer. In actuality, there is substantial scattering material 
throughout the detectors. Thus, the calculation of oTR, from the error matrix of the 
track, as determined by the track fitting programs (see Chapter 2) will be more 
complex than Equation (4-17). Different approaches are taken to include the effects 
of multiple scattering in this fit. In the CDC and DCVD, multiple scattering is 
accounted for both by allowing a kink in the track fit between the chambers and 
with a correction term to account for material in the tracking volume, as derived by 
Gluckstern1611. This correction is not strictly valid in our case, as it is derived for 
detectors with equally spaced layers of equal spatial resolution, but it nonetheless 
works satisfactorily. In the SSVD, the multiple scattering is handled properly by its 
inclusion in the covariance matrix for the full track fit.l731 

Figure 4-9(a) shows the calculated track resolution at the distance of closest 

approach to the IP as a function of [p (sine) 3’2] -’ for a collection of Monte Carlo 
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Figure 4-9 The calculated impact parameter resolution of the full 
CDC, DCVD and SSVD tracking system is shown as a function of the 
track momentum. These points were calculated for a collection of 
Monte Carlo tracks using the position measurements determined with 
data for each detector. 

-~ 
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^ - 

tracks using the position resolution measurements discussed in Chapter 2. The 
tracks included in this figure must have passed a general series of cuts, most 
importantly that there be at least 25 (15) position measurements in the CDC 
(DCVD). The tracks with no found SSVD position measurements are clustered in 

the upper left of the plot, namely they have the worst resolution for a given 
momentum. This is due primarily fact that the track must be extrapolated back 
toward the IP over a longer distance and through more scattering material. Those 
tracks with only one position measurement in the SSVD are to the right of the CDC/ 
DCVD-only tracks and are separated by the layer in which the SSVD hit occurred, 
again due to the same argument as above. These tracks with no more than one 
SSVD position measurement have their impact parameter determined in 
essentially the same manner as high momentum tracks: the angle of the track is 
determined by the CDC and DCVD while the track is fixed to a point near the IP 
essentially by the SSVD or DCVD, depending on whether a SSVD hit was found. 
The resolution for each combination of hits is spread over fairly broad bands 
because of the various combinations of CDC and DCVD hits as well as the polar 
angle of the track. 

Tracks with two or more hits in the SSVD have even better resolution, as can be 
expected, and separate clearly into bands depending on the combination of the three 
SSVD layers which have position measurements on the track (i.e. 1+2, 1+3, 2+3 or 
1+2+3). What is different about the low-momentum track resolution determined for 
these tracks is that the polar angle of the track is determined almost solely by the 
SSVD. This is because the scattering material between the SSVD and DCVD 
degrades the extrapolation of the track from the CDC and DCVD as the track 
momentum is lowered, until at momenta lower than 2-3 GeV, the SSVD can itself 
measure the angle of the track better than the CDC and DCVD, despite its very 
small lever arm. As the track momentum increases, the effect of multiple scattering 
is diminished and the greater lever arm of the outer chambers provides a better 
angle determination. Graphically this can be seen in Figure 4-9(b). The slope of the 
resolution dependence on the momentum is shallower at low momentum than at 
larger momentum where the angle information from the CDC and DCVD becomes 
useful, providing a better measurement of the track. 

4.2 Interaction Point Determination 
Recall that the impact parameter resolution as given in Equation (4-7), contains 

contributions from the track measurement accuracy as well as the knowledge of the 
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interaction point. A particularly advantageous feature of the SLC is the very small 
size of the beam spots at the interaction point, where the beams have a diameter of 
less than 5 microns. In contrast, a storage ring typically has significantly larger 
beam spots. In the case of LEP, these are about 20 microns in the vertical plane and 
150-200 microns in the horizontal plane. Although the beam spots are less than 5 
microns in diameter, the knowledge of their position with respect to the tracking 
[1121detectors must still be determined. While instrumentation in the SLC final 
focus provides some information as to the relative position of the beams, the 
determination of the absolute beam position necessitates using 2’ events. As 
described below, this is done using hadronic events and fitting for a vertex using a 
subset of the tracks which best match to this vertex. The resulting fit vertex 
position can either be applied on an-event-by-event basis or as an average over 
groups of events. This latter option is discussed in Section 4.7. 

4.2.1 Interaction Point Finding Algorithm 
The interaction point finding algorithm involves building up a vertex by 

sequentially adding tracks to the vertex fit which have the highest probability of 
having originated in a common point. Specifically, the algorithm begins with the 
four tracks that have the smallest impact parameters to a seed interaction point 
location. The four combinations of three of these tracks are then fit to a vertex in 
the QJ plane and the x2 probability for those tracks to form a vertex calculated. The 
combination with the largest probability is then taken as the initial vertex to which 
other tracks will be added. 

To add more tracks to the vertex, each of the remaining tracks is individually fit 
to a vertex with the three tracks found in the initial vertex fit and the x2 probability 
of that vertex calculated. The additional track which yields a vertex of the largest x2 
probability is then permanently added to the vertex. The process is then repeated 
with the remaining tracks, individually fitting a vertex with each additional track 
and the tracks already assigned to the vertex, then again permanently keeping the 
track with the highest x2 probability in the vertex. The process of adding tracks to 
the fit vertex is then terminated when none of the additional tracks yield a vertex of 
a x2 probability greater than 0.01. 

Using all detected tracks as candidates for the vertex, as will be standard when 
using an event-by-event determined vertex, the resulting fit vertex typically has an 

error ellipse with a semi-major axis (0,) of 30-60 p..m and a semi-minor axis Co,> of 
5-15 pm, for an aspect ratio of roughly 5:l. The direction of the semi-major axis is 
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Figure 4-10 Definitions of the variables used in studying the 
interaction point fit results. 

usually fairly parallel to the thrust axis. On average, about 60-70% of the detected 
tracks are used in vertex, which is about 14 tracks in the data. In bb events, about 
one fewer tracks are, on average, are included in the vertex fit. The fraction of the 
tracks from a B hadron decay which are included in the fit decreases roughly 
linearly from about 68% for a decay length less than 1 mm to about 55% for a decay 
length of about 10 mm. This level to which these tracks affect the fit is discussed 
below. This algorithm successfully finds an interaction point location with three or 
more tracks for all events which pass the event selection cuts (see Section 4.3). 

Useful quantities to use in studying the vertex fit results are the distance 
perpendicular (~~1 and parallel (rT) to the major axis, between the fit and assumed 
vertex position. These variables are illustrated in Figure 4-10. Expected 
distributions for YT as calculated by the Monte Carlo are shown by event flavor in 
Figure 4-11. It can be seen that the YT distribution for CC events is only slightly 

wider than that for uds events and neither has very significant non-Gaussian tails. 

The bb events have a notably broader yT distribution than uds or CC events. A 
wider distribution for bb events would be expected for a number of reasons. First, 
on average, fewer tracks are included in the fit vertex in bb events than in udsc 
events. Furthermore, a broader tail might also be expected as there will be some 
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Figure 4-11 Monte Carlo predictions OfyT distributions for different 
flavors of events with 25 pm of IP motion in the Monte Carlo. All events 
which pass the event selection cuts (see Section 4.3) are included in 
these plots. 

instances where the fitting algorithm found a secondary vertex rather than the 
primary one, particularly when the B  hadrons decay with a short lifetime. These 
effects combine to make the YT distribution -40% wider than that for the lighter 
quark species. However, the lack of a very large tail indicates that in the vast 
majority of the events,.the vertex finding algorithm is doing quite well even in multi- 
vertex events. The distributions between the actual and found vertex along the 
major axis of the error major axis of the error ellipse, +, shown in Figure 4-12. As 
is the same. for the YT distribution, the XT distribution is broader for the bb events, 

- in this case by about 20%. 
It is interesting to note that the error assigned to the vertex ellipse 

underestimates the actual error with which the vertex is determined. This can be 
seen when the Monte Carlo is studied with no generated IP motion. The average 
error along the minor axis is 12 pm while the YT distribution has a Gaussian fit 
width of 18 m  and a standard deviation of 26 pm. The source of this discrepancy 
and the non-Gaussian tail is largely due to tails in the impact parameter 
distribution which are not accounted for in the impact parameter resolution 
assigned to a given track. These impact parameter tails and the treatment of them 

in the Monte Carlo will be discussed later in Section 4.5. 
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- Figure 4-12 Monte Carlo predictions of rT distributions for different 
flavors of events with 25 pm of IP motion in the Monte Carlo. All 
events which pass the event selection cuts (see Section 4.3) are 

- included in these plots 

4.3 Event Selection Cuts 
The event selection cuts first require that the event pass a standard set of cuts 

which select hadronic events and reduce the background from e+e-, p+p.-, z+z- 
events and random background events. These cuts are: 

l At least 7 tracks must be in the nominal fiducial volume. Specifically, these 
tracks must satisfy the following four minimal requirements. 

1. The calculated angle of the track with respect to the beam axis must 
satisfy ) co&l < 0.8 such that the tracks are well inside the active regions 
of the tracking detectors. 

2. The projection of the track’s momentum into the plane perpendicular to 
the beam axis, p,, must be greater than 0.150 GeV/c. 

3. The distance of closest approach in the z-direction of the track to the 
nominal interaction point must satisfy I.z,I c 15 mm. 

4. The number of hits associated with the track in the CDC tracking must 
be at least 25 of the 72 possible. 
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l The sum of the observed charged and neutral visible energy must be at least 
half of the center-of-mass energy, where charged tracks are assigned the mass 
of a pion. Specifically, this requirement is 

Eois = ~~~~+~Ei > 0.5E,,. 
i ‘. L 

These cuts select 80.0% of the hadronic events .with a very small non-hadronic 
background of less than 0.1%. In the 1990 data sample, 220 events pass these cuts. 

An additional cut was made to ensure that the events are oriented in the central 
region of the detector where the tracking detectors are located: 

l The angle of the thrust axis calculated using the charged tracks which pass 
the above cuts only, must satisfy’ ( cosethrusti < 0.7. 

This cut reduces the event-to-event fluctuations with negligible loss of statistical - 
power in the analyses to be discussed later. After this cut, the event-selection 
efficiency is 70.4%, and in our data sample 196 events remain. 

4.4 Vertex Quality Track Cuts 
Once hadronic events are found, a subset of the tracks within these events are 

selected whose impact parameter resolution will be thoroughly studied. These 
vertex quality tracks will later be used to tag bb events. Initially, it is required that 
each track pass the four minimal track cuts used in the event cuts. Additionally, a 
track must satisfy t-he following requirements that ensure accurate impact 
parameter determination: 

5. The number of hits found on the track in the DCVD must be at least 15 of 
32 possible. 

6. Similarly, the number of hits found in the track in the SSVD must be at 
least 1 of 3 possible. 

7. The error on the extrapolation of the track back to the interaction point 
including multiple scattering, oTR, must be less than 200 km. 

To reduce the number of tracks with large impact parameters which come from non- 
bb sources, in particular those from e or A decays, multiple Coulomb scattering 

and nuclear interactions, it is also required that: 
8. The impact parameter of the track, with respect to an interaction point 

which is fit on an event-by-event basis, must satisfy Ibl < 2 mm. 
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A total of 2330 tracks in the 220 events pass the cuts which select hadronic 
events, and 2176 tracks in the 196 events pass all of the event selection cuts 
(namely the hadronic cuts and the cut on the polar angle of the thrust axis) are 
found in the 1990 data sample. Tb maximize the statistical power, the former 
sample of tracks will be used to study the impact parameter resolution, Table 4-l 
gives the fraction of tracks remaining after each cut is applied in order, as 
estimated by the Monte Carlo. 

2. p, > 0.15 Gev 87.0% 

3. /z,J-c 15 mm 79.‘% 

4. N,,r 25 78.9% 

7. 0,<200 pm 55.5% 

8. lb1 ~2 mm 52.3% 

Table 4-l The fraction of the reconstructed tracks passing each of 
the multiplicity track quality cuts for events which pass the hadronic 
event cuts, but not necessarily the additional cut on the thrust axis dip 
angle. 

4.5 Impact Parameter Resolution Studies 
With the above set of high quality tracks defined, it is essential to understand 

their impact parameter well, since this serves as the basis of the tagging algorithm 
to select a sample of predominantly bb events. This is the case because the Monte 
Carlo will be used to predict the tagging efficiencies, and thus understanding and 
properly modelling the impact parameter resolution are critical to an accurate 
detector simulation. 

The impact parameter resolution can be studied in a number of ways, including 

the use of cosmic rays, lepton pair events and hadronic events. While the first two 
can provide a straightforward method for determination of the resolution, the use of 
hadronic events poses some difficulties. In particular, it is these events which will 
be used in the subsequent analyses of the 2’ + bb fraction and the bb event 
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multiplicity both of which use a tag to identify bb events which is based on the 
track impact parameter. Thus, care must be taken not to allow the resolution 
studies to be biased by assumptions about the quantities to be measured. The 
primary method used to achieve this independence relies on the use of the 
physically signed impact parameter, which causes the tracks from B decay and 
other long lived hadrons to have predominantly positive impact parameters, 
whereas the tracks from the primary decay vertex will be smeared equally to have - _ 
positive and negative impact parameters by the finite detector resolution (see 
Section 4.1.2). Hence, using only those tracks with b < 0 will significantly reduce 
the dependence of the resolution on the tracks from B decay. The level to which this 
is achieved is discussed later in Section 4.5.3. 

4.5.1 Intrinsic Resolution 
To study the intrinsic performance of the tracking detector system i - t is desirable 

to use high momentum tracks which are insensitive to effects from multiple 
scattering. 

4.5.1 .l Cosmic Ray Events 
High energy cosmic ray events provide a good source of events for the study of 

intrinsic resolution by fitting the two halves of the cosmic ray separately and then 
looking at the miss distance, namely the difference between the extrapolation of the 
two halves of the track back to the center of the detector. Extensive use was made of 
cosmic rays by the CDC and DCVD. However, the SSVD electronics are operated in 
a pulsed mode and thus its livetime is too small to accrue a useful number of cosmic 
events. A  distribution of the miss distance as measured by the CDC and DCVD for 
cosmic rays with a momentum of at least 15 GeV is shown in Figure 4-13. The 
Gaussian fit to this distribution gives a width of 55 pm which corresponds to an 
error on the track resolution of oTR = 55/b = 39 pm. This is about 60% higher 
than would be expected by calculating the expected resolution using the measured 
local resolutions for the detectors (as discussed in Sections 2.2.2.5 and 2.2.3.8) 
presumably due to systematic effects. Although this demonstrates the possibility for 

improved resolution for these two detectors, this resolution is more than adequate 
to locate the position measurements on the SSVD for the final impact parameter 

determination in 2’ events. 

4.5.1.2 Intrinsic Resolution in Hadronic Events 

To study the intrinsic performance of the detectors in the hadronic data, a 
subset of the tracks were chosen which passed the vertex quality track cuts as 
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Figure 4-13 The distribution of the m iss distance for high 
momentum cosmic ray events where each half of the track was fit 
separately. The curve is a Gaussian fit to the data points with a 55 pm 
width. 

described in Section 4.4 and have an extrapolated track error, oTR calculated to be 

less than 25 pm. These tracks were chosen as they are virtually unaffected by 
multiple scattering and provide a well-measured sample of tracks. 

The quantity just to study these tracks is the impact parameter significance, 

where the form used to calculate the impact parameter resolution for the full 

tracking system is composed of three terms, 

(4-19) 

As discussed previously, oTR is the error due to the track fit as extrapolated back to 

its distance of closest approach to the IP, and oIp is the error due to uncertainty in 
the IP position. The third term of 15 pm can be attributed to the remaining 

uncertainty in the alignment of the SSVD* resulting from the limited statistics 
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Figure 4-14 The impact parameter significance for data (points) 
and Monte Carlo (line> tracks with a calculated om < 25 pm. 

available. This value was determined using the Monte Carlo to test the alignment 
algorithms with many data sets equal in size to our 220 events. 

Figure 4-14 shows a comparison of impact parameter significance for the high 
precision tracks ! oTR c 25 pm) between the 604 data tracks and a Monte Carlo 
sample. In this plot and the others in this section, the impact parameter is 
calculated with respect to a vertex which is determined on an event-by-event basis. 

_ In these resolution studies, the interaction point location is fit separately for each 
track, and in each fit the track in question is omitted from the fit. This is done to 
reduce correlations resulting from a track being used in the fit for the interaction 
point location which in turn is used to calculate the impact parameter of that track. 
Comparing only the left side of these distributions, which will be used to study the 
resolution fairly independently of the contribution of tracks from B decays, it is 
clear that the Monte Carlo underestimates the resolution of the detectors. 

A  concerted effort was made to determine the source or sources of this 

systematically degraded resolution and despite finding and accounting for 

* See Section 2.2.4.4 on page 77 for information on the SSVD alignment. 
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numerous sources of lower resolution, there remained a notable difference between 
the observed impact parameter significance distribution and that predicted by the 
Monte Carlo. It is certainly possible, and indeed likely, that with a larger data set 
the detector performance would be better understood and the data/Monte Carlo 
brought into agreement by accounting for the individual sources of lower resolution. 
However, given as that is not the case, the next best solution is to modify the Monte 
Carlo track impact parameters after they have been determined to obtain 
agreement with the data. As described below in more detail, the impact parameters 
of the Monte Carlo tracks are indeed smeared to better match the data and these b- 
smeared tracks are used in the subsequent analyses in Chapter 6, “The Branching 
Fraction to Bottom Quarks” and in Chapter 7, “The Multiplicity of Bottom Quark 
Events”. However, the amount of smearing has only a minor affect on the results of 
these analyses, with the case of no additional smearing being included in the 
systematic error determination. 

Without a particular systematic effect to explain the difference between the data 
and Monte Carlo tracking performance, the remaining option was to apply 
additional smearing to the impact parameters of the Monte Carlo tracks randomly. 
The form of the additional smearing was the sum of two Gaussian probability 
functions, P,, where the second is only applied to a randomly selected subset of the 
tracks. Mathematically this is 

(4-20) 

where ftail E [ 0, l] and 0 (x) is a random function which is 1 for the fraction x: of 
the samples and 0 otherwise. The first Gaussian function accounts for a slightly 
broader central core in the Monte Carlo impact parameter significance distribution 
compared to the data, while the second adjusts the tail region just beyond this 
central peak. 

In order to determine optimal amounts of smearing to add to the Monte Carlo 
tracks, several methods were investigated for quantifying the comparison between 
the data and Monte Carlo impact parameter significance distributions. These 
methods included a fit to a functional form which typically consisted of a Gaussian 
central core and an additional term to account for the non-Gaussian tails. A 
particular form which worked quite well was 

N(S = b/c+) oc (1 -f) e-s2’(2u2) +fe-““? (4-2 1) 
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The fit parameters, the widths of the Gaussian central core (a), the tail CD> and the 
tail fraction 0, can then be compared for fits done on distributions from the data 

and Monte Carlo. Reference [731 contains a thorough analysis of this same data set 
using this method. Although the results in this reference are consistent with other 
methods, great care must be taken in fitting low statistics data, where fluctuations 
and bins with no entries can be problematic for least-squares fits. 

A comparison of the data and Monte Carlo distributions can also be made 
without assuming any particular functional form or binning for the data tracks. lb 
make these comparisons, the negative side of the Monte Carlo impact parameter 
significance distribution was normalized and used as a probability distribution of 
tracks having a particular impact parameter significance. To reduce the effects of 
low statistics in the tails of this Monte Carlo distribution, variable bin sizes were 
used to ensure that each bin had at least 100 entries.* Thus, the probability of each 
track in the data having a particular negative impact parameter significance can . - 
then be calculated and used to find a total probability for the comparison of the data 
and Monte Carlo distributions. Two methods of computing a probability were 
investigated for making this comparison, 

l The multinomial probability, an extension of the familiar binomial 
probability, gives the probability of getting a given distribution for an 
assumed parent distribution. The multinomial probability has the forrn,[“‘] 

P N! mult(nl, n2,n3... ;P1,P2J+4 = ~ * 
rI 

n (Pi> ni 
ni i 

bin i 

(4-22) 

where the n;. and pi are the number of data tracks and the Monte Carlo 
probability of a track being in bin i, and N = Cn; is the number of tracks. 

l The log-likelihood, L, which for a given set of data tracks is given by 

N 
log Id = 1Og n p CSj) = C nilOg Pi 

track j bin i 
(4-23) 

wherejis the index of the data tracks, i is the index over the bins andp is the 
Monte Carlo probability. 

* Twelve bins were used to cover the range -20 < b/o, < 0, and these had lower edges of -20, 
-8, -6, -5, -4, -3.5, -3, -2,5, -2, -1.5, -1, -0.5 
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Both methods yield similar results for the optimal amount of additional impact 
parameter smearing, and so the latter is chosen as the standard definitions of the 
confidence intervals for a log-likelihood will be useful later. 

A range of different smearing was investigated, employing the core-and-tail 
smearing as described by Equation (4-20) and varying the width the core and tail 
smearing Gaussians and the fraction .of tracks which are smeared by the tail term. 
Using the log-likelihood comparison, the combination of smearing which makes the 
Monte Carlo best match the data is- that with the maximum log-likelihood. 
Table 4-2 shows the resulting log-likelihood differences between the combination of 
smearing with the maximum log-likelihood and that of the other possible 
combinations. The best data/Monte Carlo agreement is for an impact parameter 
smearing of 

_. - 
10 p to all tracks and 100 pm to 10% of the tracks selected randomly 

Figure 4-15 illustrates the effect of this impact parameter smearing on the high 
precision tracks used for the data/Monte Carlo comparison. Note that the 
agreement is significantly improved, particularly in the tail region immediately 
beyond the central core. Also shown in Table 4-2 are the combinations of smearing 
which are lo and 20 allowed, namely they are ~0.5 and ~2.0 units of log-likelihood 
different than the maximum likelihood point. It should be noted that the other 
measurements[731 of the optimal additional smearing do indeed fall with the 20 
contour for this analysis. 

While working well for most of the tracks, the double Gaussian form as used 
above to provide additional smearing for the Monte Carlo has little effect on the far 
tail region of the impact parameter significance (beyond about -10) for the high 
precision tracks. With the above smearing already applied, a very broad additional 
Gaussian smearing was applied randomly to a fraction of the tracks to investigate a 
possible range of the far tail smearing. Using the same techniques as used 
previously, it was found that a small quantity of additional smearing is allowed, and 
the limits on this smearing are given in Table 4-3. However, the case of no 
additional far tail smearing is preferred and thus none of this far tail smearing will 
be used except for placing systematic limits. 

4.5.1.3 Lepton Pair Events 

Lepton pair events (e+e- -+ e+e- or CL+ CL-) are particularly useful for studying 
intrinsic detector performance as the produced leptons have energies very nearly 
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0,<25 pm 
Fraction of tracks with tail smearing 

0% 5% 10% 15% 20% 25% 30% 35% 

OP 
25~ 
5OP 
75P 

100 pm 
150 pm 
200 pm 

75w 

2 
100pm 

6 15op.m 

8 
2oop.m 

100pm 
15Opm 
200p.m 

OP 
25~ 
5OP 
75P 

1ooj.l.m 
150 pm 
200um 

9.72 9.72 
9.72 8.21 

0 pm core smearing 
9.72 9.72 9.72 9.72 9.72 9.72 
6.67 5.23 4.37 3.72 3.79 

9.72 6.35 3.55 2.11 2.57 
9.72 4.56 1.89 0.65 

I I 

9.72 1 3.93 1 m 1.41 1 4.21 1 6.71 1 
1 

9.72 4.46 2.59 3.55 6.20 9.46 
9.72 4.13 6.18 9.42 

5 pm core smearing 

8.27 4.98 2.54 3.42 
8.27 

5.06 
5.06 
5.06 
5.06 

5.06 

10 pm core smearing 

15 pm core smearing 
3.24 1 3.24 1 3.24 1 3.24 1 3.24 1 3.24 1 3.24 1 3.24 
3.24 
3.24 2.18 2.44 3.46 
3.24 2.31 1.36 
3.24 1.99 1.09 1.72 
3.24 2.34 2.25 
3.24 

‘hble 4-Z The difference between the log-likelihood for the 
combination with the maximum log-likelihood (10 pm of core and 10% 
of the tracks with 100 pm tail smearing) and that with other 
combinations. The optimal smearing is shaded, while the lo and 20 
allowed combinations are bordered by the thick and thin lines. 
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- 0 

impact parameter significance, blob 

Figure 4-15 The impact parameter significance for the data (points), 
the unsmeared Monte Carlo (dashed line) and the Monte Carlo with 
the optimal smearing (solid line) for tracks with a calculated 
OTR < 25 pm. 

Width of far tail 
smearing 

I 0.8% I 2.2% 

500 pm I 0.4% I 1.3% 

I 0.3% I 1.0% 

I 0.3% I 0.8% 

Table 4-3 Maximum fraction of tracks smeared by a given 
Gaussian width which are allowed at the level of lo and 20 by the log- 
likelihood comparison of the data and Monte Carlo tracks with 
GTR < 25 urn. 

that of the beam energy, the miss distance measurement is independent of the IP 

position and the events are free of errors caused by nearby tracks as can be the case 
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Figure 4-16 The miss distance distribution for the 9 good e or p pair 
events. 

in hadronic jets. These could, in sufficient number, provide a good measure of the 
tracking resolution. In the 1991 data sample, there are 21 events which are 
identified as potential lepton pair events. Applying the standard vertex quality 

.- track cuts, as described in Section 4.4, leaves 14 events. In order to remove 1+1 
prong z events, a further requirement is made that each track have a total 
measured momentum’ of no less than 30 below the beam energy. W ith the Mark II 
transverse momentum and dip angle resolution, this cut is typically on the order of 
35 GeV. A  distribution of the miss distance for these 9 remaining lepton pair events 
is shown in Figure 4-16. The width found by fitting the miss distance distribution 
to a Gaussian function is 22f5 l.trn. The default Monte Carlo predicts the width of 
the miss distance distribution to be 11 pm. W ith the additional impact parameter 
smearing as evaluated using high resolution hadronic tracks in the previous 
section, the Monte Carlo predicts a width of 28 pm, which is consistent with the 
value observed in the data. 

4.5.2 Multiple Scattering-Lim ited Resolution 
The impact parameter resolution for low momentum tracks will be dominated 

by the amount of scattering material present in the detectors. Thus, proper 
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Sample of tracks with Gaussian standard 
100 c Ob c 200 pm fit CT deviation 

MC with Gaussian scattering 1.07 1.56 

MC with Moliere scattering. 1.13 1.67 

Data (478 tracks) 1.15f0.05 1.66kO.05 

‘iable 4-4 The fit Gaussian width, 0, and the standard deviation 
for the Monte Carlo (MC) and data distributions of the impact 
parameter significance b/cTb are given for various samples. The Monte 
Carlo samples were generated using the two methods of applying 
multiple scattering to the tracks in the detector simulation, a 
Gaussian distribution and the Moli&re theory. Note that these were 
calculated using only the tracks with negative impact parameters. 

modeling of the resolution in the multiple scattering-limited regime essentially 
requires tuning the material in the Monte Carlo to reflect the actual amount of 
material in the detectors. ‘lb do this without being too sensitive to the intrinsic 
detector resolution or the uncertainty in the IP location, only tracks with a large 
calculated resolution, 100 < oTR < 200 pm, were used. Starting with the nominal 
thicknesses for the various layers, and reasonable estimates of their uncertainties, 

the thicknesses used in the detector simulation were varied and the resulting 
distributions of the impact parameter significance distributions, b/oh, were 
compared to those observed in the data. 

A major improvement in the agreement between the observed distribution and 
the Monte C&lo was achieved by implementing Moliere Scattering Theory in place 
of a simpler Gaussian approximation for multiple Coulomb scattering in the 
detector simulation (see Section 3.4, “Detector Simulation,” on page 102). This 
improvement is reflected in the impact parameter significance distribution of tracks 
generated using these two methods. As shown in Table 44, the results using 
Moliere scattering caused a marked improvement in the data and Monte Carlo 
agreement compared with the Gaussian formula. Using the Moliere scattering in 
the Monte Carlo generation and the optimally tuned materials, the impact 

parameter significance distribution for those tracks with oTR > 25 pm, namely 
those not used for the determination of the additional smearing, is shown in 
Figure 4-17. The agreement for these tracks is also good. 
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Figure 4-17 The impact parameter significance for the data (points), 
the unsmeared Monte Carlo (dashed line) and the Monte Carlo with 
the optimal smearing (solid line) as discussed in Section 4.5.1 for 
tracks with a calculated GTR > 25 pm. 

4.5.3 Impact Parameter Resolution Checks 
In this section, several effects are investigated which have the potential to alter 

the resolution as measured in the preceding sections. In general, these are effects 

which will contribute asymmetrically to the impact parameter significance 

distribution, and because only one side of the distribution (namely that with 
negative impact parameter tracks) is studied for determining the resolution, 
asymmetries will not be detected. Applying an algebraic sign to the impact 
parameter using the thrust axis can cause tracks from long-lived parents to be 
signed incorrectly for a number of reasons including: 

l the Z” hadronic branching fraction to bb, 

l the alignment of the thrust axis with the parent B direction, and 

l the effects from scattering and particle production in the detector material. 

An effect which is of particular concern regarding the asymmetric distribution of 
positive and negative impact parameter tracks is the variation of the resolution 

determination due to an incorrect assumption for the value of F,, the hadronic 
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Figure 4-18 Fraction of reconstructed tracks which are from b 
events as a function of the impact parameter significance. 

branching fraction of the Z” to bb events. This is important because the tracks 
from B decays will naturally contribute to the impact parameter significance 
distribution asymmetrically, and the level to which they contribute relative to other 
presumably symmetric sources can affect the resolution measurement. As F, is 
going to be one -of the quantities measured in the following analyses, it would also 
be advantageous for the measured resolution to be insensitive to F, in order to 
avoid an iterative solution. It is interesting to note that the reconstructed tracks 
from bb events comprise about 35% of the tracks with large negative impact 
parameter significance (b/o,, < -5 ), whereas they are only -23% of the total number 
of tracks (see Figure 4-18). The level to which the choice of F, affects the resolution 
measurement was studied in the Monte Carlo by varying F, from its nominal value 
of 0.217 by f25% and f50% and repeating the data/Monte Carlo log-likelihood 
comparison that was used to study the resolution in Section 4.5.1. It is observed 
that a L-25% variation of F, does not change the optimal amount of additional 
required impact parameter smearing (namely 10 l.un for all tracks and 100 pm on a 
random subset of 10% of the tracks) and a f50% variation changes the optimal 
smearing within the lo allowed region (see Table 4-2 on page 136). Similarly, no 
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thrust axis 

new thrust 
axis 

Figure 4-19 Changing the thrust axis by some fixed angular 
fraction, f, from the B hadron direction. 

change beyond the lo region was seen-in the amount of far tail impact parameter 
smearing which is preferred, even with a -t50% change in F, . 

Another mechanism by which the impact parameters can be signed 
asymmetrically is due to the level at which the thrust axis properly approximates 

. the direction of the B hadrons. To investigate this with the Monte Carlo, the angle 
- between the thrust axis and the B hadron direction, a, was varied separately for 

each hemisphere by some fraction, f, of the original angle, thus broadening or 
narrowing the angular distribution (see Figure 4-19). It follows that a value of 

. f = 1 leaves the thrust direction unchanged, whereas f = 0 causes the B hadron 
direction to be used for signing the track impact parameters. As above, the resulting 
Monte Carlo impact parameter significance distributions for tracks with 

--a TR < 25 lrn were then compared to the data and the range of tolerable differences . 
determined using the log-likelihood comparisons as discussed in Section 4.5.1. 
Table 4-5 shows the results of varying f over a broad range, from using the B 
direction to sign the impact parameters to broadening the distribution by a factor of 
three. The log-likelihood difference is given between the default Monte Carlo thrust 
axis determination (f = 1) and the variously modified thrust axes. The results 
indicate that the determination of the impact parameter resolution is quite 
insensitive to how well the thrust axis approximates the B direction, as the lo 
range varies almost from the thrust axis perfectly reproducing the B direction to the 
thrust axis approximating the B direction twice as poorly as predicted by the Monte 
Carlo. 

It is also possible to generate asymmetric impact parameter distributions for 
tracks which are scattered or produced in the material of the detectors, through 

such processes as multiple scattering, pair production, and elastic and inelastic 

‘. 
_. 
: 
.:: 
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fraction@  change in log-likelihood difference 
the B-T angle (j9 log (Lf, 1) - log ($3 

0 0.54 

0.5 0.14 

1.0 0 

1.5 0.10 

2.0 0.29 

I 3.0 0.70 

Table 4-5 The sensitivity of the resolution determination to the 
level at which the thrust axis reproduces the B  hadron direction, given 
in terms of a log-likelihood comparison of the Monte Carlo with 
various B  direction/th&t axis distributions and the data. 

nuclear scattering. I731 The mechanism by which these asymmetric tails develop is 
illustrated in Figure 4-20. Looking along the direction of the track, the half of the 
scatters that go to the left of the original track (region I) will all be assigned a 
positive impact parameter according to the algorithm for applying a sign to the 
impact parameter as described in Section 4.1.2.2. The half of the scatters which go 
to the right of the original track will predominantly be assigned a negative impact 
parameter (region II). However, when they scatter at a fairly large angle the impact 
parameter again becomes positive (region III), and it is this region which can cause 
an asymmetry. 

The use of -the high precision tracks ( oTR < 25 p> to study the resolution 
minimizes the contributions to the asymmetry from multiple scattering and pair 
production tracks. The level of asymmetry is also reduced by the 2 m m  impact 
parameter cut, which means that only tracks which are within 2 m m  of the thrust 
axis as they pass through the scattering material can contribute. For oTR c 25 p 
tracks, about 49% of the tracks fall within 2 m m  of the thrust axis at the radius of 
the first scatterer, the beam pipe (25 m m ). To gauge the level of this effect, note that 
only 1.7% of all high precision tracks cross the thrust axis beyond 25 m m  from the 
IP.* For better clarity, a cut is used to remove tracks too near the thrust axis, as the 
angular resolution of these tracks can cause them to cross the thrust axis far from 

* In just this one case are the positive impact parameter tracks used in this study of resolution, 
and here it is only to qualitatively examine the size of these asymmetric tails and not to make 
any determination of the resolution. 
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Figure 4-20 The source of an impact parameter sign asymmetry 
which results from scattering and production mechanisms. The 
asymmetry will come from region III in which the impact parameter is 
given a positive sign. 

the IP If a subset of the high precision tracks which fall between 0.15 and 2 m m  of 
the thrust axis at a 25 m m  radius are chosen, it is found that now only 2 of these 

- 279 tracks cross the thrust axis beyond a 25 m m  radius. The Monte Carlo would 
predict a consistent value of 1.6 tracks. Finally, even if the impact parameter 
signing definition is modified to symmetrize tracks from these sources by assigning 
a negative impact parameter to all of those tracks which cross beyond the ,beam 
pipe radius, the resulting optimal impact parameter smearing required for data/ 

Monte Carlo agreement is unchanged. 

4.6 Tracking efficiency 
The track finding efficiency of the CDC has been studied extensively in the 

pas t[621 and has been measured to be >99% for isolated tracks at PEP and is 
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estimated to be >95% efficient for tracks with p, > 0.15 GeV/c in hadronic jets at 
the SLC (see Section 2.2.2, “The Central Drift Chamber,” on page 36). The Monte 
Carlo simulation of the CDC has been tuned to accurately reproduce the hit 
efficiencies observed in the data and it is believed that within a fiducial volume of 
p, > 0.15 GeV/c and 1 co&( < 0.8, the simulation is accurate to within +l%. 

- 

The efficiency with which tracks pass the full vertex quality track cuts 
(particularly the required number of position measurements in the DCVD and 
SSVD) is also crucial. As with the CDC, the single hit efficiencies have been tuned 
in the Monte Carlo to reproduce those observed in the data. In the sample of 196 
events which will be used in subsequent analyses, 66.&1.9% of the 3276 tracks 
were found by the CDC and passed a set of basic quality cuts: p, > 0.15 GeV/c, 
Icos61 < 0.8, Iz,I c 15 mm, N,, _ > 25 and lb1 c 15 mm .* Of these, 2176 tracks pass 
the remainder of the vertex quality track cuts (see Section 4.4), which require 
N DCVD 2 I59 NSSVD ’ 1p OTR < 200 pm, and a tighter impact parameter cut, 
Ibl < 2 mm. This corresponds to 66.&1.9% of the CDC quality tracks passing the 
additional vertex track requirements. The Monte Carlo predicts an efficiency of 
68.3% which is consistent with the data. Thus, the limit to which the efficiency is 
understood and modelled correctly is the sum in quadrature of the contribution 
from the CDC track finding efficiency and the uncertainty from the additional 
constraints of the vertex detector cuts, which yields +2.3%. 

As a check, another way to place limits on the track finding efficiency is by using 
the well-measured average total charged multiplicity from the Mark 111113] and the 
four ~~p[1141[1151[1161W1 experiments. The average of these multiplicity 
measurements is 20.94kO.20 tracks per event. The efficiency is measured for two 
cases, . 

1. vertex quality track cuts, and 

2. CDC only track cuts, as described above. 

In order to use the world average measurement of the multiplicity, the 
reconstructed multiplicity measured in each case must be corrected to the 
equivalent produced multiplicity using constants determined by the Monte Carlo. 
Table 4-6 shows the measured and corrected multiplicities for each of the above two 
cases, and in each case the corrected multiplicity agrees well with the world 
average multiplicity. The level to which one can limit the track finding efficiency 

- 
* These are essentially the same track cuts as used in the bb event multiplicity analysis, where 
it is particularly important to understand the tracking efXciency. (see Section 7.2.1, 
“Multiplicity Track Quality Cuts,” on page 194). 
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I Track Cuts measured corrected 
multiplicity multiplicity I 

1. vertex quality 1 ll.lofO.31 1 20.34kO.57 1 

I-~ 2. CDC only 1 16.71st0.35 1 20.9M0.44 1 

I World Average 1 20.94rto.20 1 

Table 4-6 Measured and corrected multiplicities for tracks which 
pass the vertex quality cuts and a reduced- set of cuts which do not 
require vertex detector information on the track. The corrections 
applied to our measured multiplicities use the same convention as the 
world average, so these values can be directly compared. Except for the 
world average, the errors are statistical only. 

using these results depends on the uncertainty in the world average (1.0%) and the 
- uncertainty in the measured multiplicity (2.1% for the CDC only track cuts, and 

2.8% for the vertex quality track cuts). Thus the uncertainty can be measured to an 
accuracy of 2.3% for the CDC only cuts and 2.9% for the vertex quality track cuts. 
That our corrected values are within these tolerances indicate that our tracking 
efficiency is indeed correct as modelled by the single hit efficiencies in the Monte 
Carlo. 

4.7 Average Interaction Point 
As mentioned in Section 4.2, one can either use an interaction point which is 

determined for each event separately, as is done in the preceding impact parameter 
resolution analysis, or use an interaction point which is the average over a series of 
events. The former approach is used in the majority of this analysis, but use of an 
average IP provides a useful check. 

To determine the average interaction point in the data, only a subset of the 
events will be used. These events are selected as those with a particularly good 
vertex fit. ‘lb implement this, only tracks which pass the vertex quality cuts (see 
Section 4.4) are considered when forming the vertex. Then the resulting vertex is 
required to have: 

1. at least 7 vertex quality tracks in the vertex; 

2. at least 70% of all vertex quality tracks in the vertex; and 

3. a minor axis of the vertex error ellipse of less than 20 pm. 
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These cuts reject the bb events more substantially than udsc events, thus reducing 
the uncertainty from the multi-vertex nature of bb events. The Monte Carlo 
predicts that 84% and 77% of uds and CC events which passed the event selection 
cuts will have a vertex fit which meets these criteria, whereas only 44% of bb 

events pass. 
The average IP position is then determined for the Z” data using the fit vertex 

position (xfi,, Ft y ) by finding the quantities c, and cY which center distributions of 

@fit -xsLc - CJ /Qt 20-d (Yfit -YSLC -cy) ‘Q-it. 

In the above expressions, <T~ fit and oY,Ft are the projections of the vertex fit error 
ellipse onto the x and y axed, and the parameters xsLc and ysLc are information 
from the SLC instrumentation such as the corrector magnets and beam position 
monitors which provide information regarding relative shifts of the beam position. 
lb investigate the motion of the beam position, one can use the variable yT which, 
as discussed in Section 4.2, is the distance from the fit vertex to the nominal IP in 
the direction perpendicular to the major axis of the ellipse. This distribution for 
data events in which the vertex has been well fitted according to the above 
requirements is shown for the data in Figure 4-21. The Gaussian width of this 
distribution is 26k1.5 pm, and it lacks any significant non-Gaussian tails. 

With the additional impact parameter smearing as discussed in previous 
sections and no motion of the interaction point, the Monte Carlo predicts a yT 
distribution of 17 pm in the width. By adding different amounts of Gaussian motion 
to the beam position in the Monte Carlo, and assuming this motion to be the same 
in both the x and y directions, it is found that a Gaussian of width 20+3 l.nn 
produces a ye distribution with the same width as that observed in the data. As a 
check of possible systematic effects which might result from the various cuts 
imposed in this study, the above analysis was repeated allowing all tracks, not just 

the vertex quality tracks, to be fit to the vertex. Furthermore, no vertex quality 
requirements were applied. In this case, an IP smearing of between 16 and 20 p 
was found to provide the best data/Monte Carlo agreement, which is in agreement 
with the above value. 

Instead of comparing the displacements of the fit vertices, one can look directly 
at the impact parameter significance distributions to determine the motion of the 

interaction point. lb do this, the same log-likelihood comparison techniques were 
employed as were used previously in the study of the impact parameter resolution 
(see Section 4.5.1 on page 130). Again using the high precision tracks, namely those 
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-150 -100 -50 0 50 100 150 - 
Y, (Pm) 

Figure 4-21 The yT distribution for 145 data events with a well fit 
vertex (see vertex quality requirements on page 1461, and a Gaussian 
fit to these points. The standard deviation of the data is 28 urn and the 
fit o is 26 pm. 

with crTR < 25 l.mr, the distribution of b/crh observed in the data was compared to 
the Monte Carlo distribution with different amounts of Gaussian IP motion. The 

- additional impact parameter smearing found necessary in Section 4.5.1 is included 
in the Monte Carlo impact parameters for this comparison. The data.!Monte Carlo 
comparison indicates. that the most favored amount of IP motion is 25 pm and the 
lo and 20 error on this are &3 and +7 pm. The impact parameter significance 
distributions for the data and the Monte Carlo with no IP motion, and with 25 w 
of Gaussian IP motion are shown in Figure 4-22, both for the high precision tracks 
and the remainder of the tracks, which naturally are less affected by the IP motion. 

The two methods of determining the motion of the IP give reasonably consistent 
results. From studying the yT distribution it is evident that a Gaussian distribution 
aptly describes the motion of the IP Given this, comparing the data and the Monte 
Carlo distributions of both yT and b/crb demonstrate that a Gaussian distribution 

with a width of about 20-25 l,un adequately describes the observed motion of the 
interaction point. The uncertainty in the IP motion will be a source of systematic 
error to measurements which rely on the use of track impact parameters (in the 
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Figure 4-22 Impact parameter significance for the data (points), 
the Monte Carlo with no IP motion (dashed line) and the Monte Carlo 
with 25 pm of IP motion (solid line). All Monte Carlo tracks have had 
their impact parameters smeared by 10 pm for all tracks and 100 pm 
for 10% of the tracks as discussed in Section 4.5.1. 
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case of the hadronic branching fraction to bb events it would be about +3%). This 
can largely be avoided if instead an event-by-event fit vertex is used. In this case, 
any uncertainties in the primary vertex fitting are accounted for as secondary 
effects as other sources of error are studied. Furthermore, because the production 
rate of hadronic events was quite low during the 1990 SLC run, these events are 
often seperated quite significantly in time. This serves to further reduce the 
reliability of the of an average IP determination and increase the impetus for the 
use of an IP determined on an event-by-event basis, 

4.8 Tracking System Performance Summary 
In this chapter, the performance of the Mark II tracking detector system: the 

Central Drift Chamber, the Drift Chamber Vertex Detector and the Silicon Strip 
Vertex Detector, has been evaluated. The Monte Carlo detector simulation has been 
tuned to reproduce as accurately as possible the observed performance. The 

- - parameters of primary importance are the impact parameter resolution and the 
_ track finding efficiency. 

In studying the impact parameter resolution it was found that even with the 
detector simulation tuned with the observed single-layer position resolution, the 
resulting impact parameter resolution of the data is poorer than that of the Monte 
Carlo. With the small event sample, no systematic source was found which could 
account for this difference. Consequently, it was decided that to improve the data/ 
Monte Carlo agreement, the impact parameters of the Monte Carlo tracks should be 

- smeared after the track fitting. The amount of this smearing and its uncertainty 
was evaluated using the impact parameter significance distribution, as this will be 
the basic variable used to tag bb events as discussed in the next chapter. ‘lb 
minimize the bias of the resolution studies on the resulting measurements, only 

_ those tracks with b < 0 were used in the resolution study, whereas the tracks of 
interest, namely those from B decay will primarily have positive impact parameters 
as a result of signing the impact parameters with the thrust axis. 

It must be noted that because this additional impact parameter smearing is 
applied to tracks on a random basis, it almost certainly is not applied correctly in 
the sense that no correlations with the unknown source of the degraded resolution 

could be made. Nonetheless, this is not a major impediment to the subsequent 
measurements which rely on impact parameter information. This is the case 
because the correction resulting from this smearing is relatively minor, such that if 
no smearing were applied, the resulting measurements would change within the 
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quoted systematic errors. If, however, higher statistics were available, it would be 
advantageous to reduce the uncertainty associated with the resolution. It is indeed 
quite possible that the resolution would be better understood with higher statistics, 
as the search for systematic correlations to explain the degraded resolution was 

hampered by the small event sample. 
The tracking efficiency was also studied and it was determined that the 

efficiency as modelled in the Monte Carlo appears to be correct to an uncertainty of 
a few percent. Finally, the position of the interaction was studied and an average 
interaction point and the motion about this point studied. Using two related 
techniques, it was found that a Gaussian motion of 20 to 25 p width appears to 
adequately describe the motion observed in the data. 
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Chapter 5 

Tagging Bottom. Quark Events 

This chapter addresses the method used to select a subset of events which is 
enriched in the fraction of Z* + bb events. As discussed in Section 1.4, a number of 
methods have been used previously, including the most common tag which looks for 
the high p and PT leptons from semi-leptonic B decays. With high precision 
tracking detectors, such as those described in the previous chapter, it is possible to 
design a fairly simple yet powerful tagging algorithm which is not restricted to the 
semi-leptonic B decays. In particular, the goal of the tagging algorithm is both to 
efficiently tag .the Z* + bb events and to substantially reject Z* +cC and 
Z* + uii, $d, or SS events such that the tagged sample will have a high bb purity. 

5.1. Introduction 
In order to tag a sample of events containing a large fraction of B hadrons, one 

must identify distinctive signatures of these events. Among the possible 
characteristics of B hadrons, the mean lifetime of -1.3 picoseconds11021[251 is 
particularly useful. Furthermore, a bottom-flavored hadron essentially always 
decays into a charmed hadron, I1lgl which also has a lifetime between -0.2 and -1.0 
picoseconds, depending on the particular species. r1o21 The bottom hadrons from the 

decay of the Z* and the subsequent fragmentation process are produced with a 
large boost (y - 6). The mean decay length for the B hadrons is thus about 2 mm. As 
a consequence of this hard fragmentation, the tracks from B decay will tend to have 
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both high momentum and because the B hadron is quite massive, a substantial 
component of this momentum tends to be transverse to the B direction. The result 
of the long lifetime and the transverse momentum is that the particles resulting 
from the decay of the B hadrons will have an average impact parameter of about 
200 Frn. With a tracking system of sufficient resolution, one can then look for these 
large impact parameter tracks as the signature of the B hadron decay. 7% account 
for the accuracy of the impact parameter measurement, which varies widely with 
the track’s momentum, direction and the number of position measurements 
assigned to the track, the variable used is instead the impact parameter, b, divided 
by the expected resolution in that quantity, ob, which is called the impact 
parameter significance, 

SE’. 
Ob 

(5-l) 

A possible tagging algorithm which uses the impact parameter significance for 
tagging Z* -+ bb events is to require the presence of at least a given number of 
tracks, nnin, either in the entire event or a single jet, which have an impact 
parameter significance greater than some minimum value, Smin. Such a tag was 
studied in 1984 by K. Hayes. 112*] The specific requirements he employed were that 
there be at least 3 tracks per hemisphere with a minimum significance of 3.0. ‘Ib 
further reduce the background from Z* + CC events, he also required that the 
invariant mass of the three or more tagged tracks be at least 1.95 GeV/c2. 

For this analysis, a number of variations of this impact parameter significance 
algorithm have been investigated, in order to locate that which is optimal for each 

measurement. As discussed in Chapter 4, the impact parameter resolution is given 
by the sum in quadrature of three terms: 

Ob” %2+4lJ + (15 t.W2, 6-2) 

where oTR is the error due to the track fit as extrapolated back to its distance of 
closest approach to the IP, and oIp is the error due to uncertainty in the IP position 
and the 15 pm is due to the remaining uncertainty in the alignment of the SSVD. 
With this definition chosen for ob, the Monte Carlo prediction of the impact 
parameter significance distribution for uds, cE and bb events is shown in 
Figure 5-l. These distributions were generated with the standard Monte Carlo as 
described in Chapter 3 and include tracks which passed the vertex track quality 
cuts (see Section 4.4). It can be seen that the tracks from bb events comprise the 
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Figure 5-l Impact parameter significance distributions as 
predicted by the Monte Carlo for different flavors of events. 
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majority of the tracks for large values of S. The number of significant tracks 
(namely those with S > Smin > per event illustrates the separation of bb events 
which is possible using a tag based on the impact parameter significance, given the 
resolution of the Mark II tracking detector system. Figure 5-2 shows the 
distribution of the number of significant tracks per event for a tag with S,,., = 3.0. 
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fgj c 

I1 E b 

0 1 2 3 4 5 6 7 8 9 1011 

Number of tracks per event with S > 3.0 

Figure 5-2 The number of significant tracks per event which 
illustrates the increasing fraction of b events as large numbers of 
tracks are required. A significant track is defined as one that has 
passed a minimum impact parameter significance cut, which in this 
example is S. > 3.0. 

From this it can be seen that as additional significant tracks per event are required, 
the events become increasingly dominated by bb as expected for the reasons 
described above. 

Clearly one desires a tag which is both efficient in selecting Z” + bb events, yet 
sufficiently discriminating to reject most other events. We define the efficiency for 
selecting bb events as the ratio of the number of tagged bb to the number of bb 

events after the hadronic event selection cuts have been applied. (Recall that the 
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efficiency for these event cuts is -7O%, and this varies only slightly among different 
flavors of events - see page 158). The bb event tagging efficiency is thus, 

Ntag 
b 

Eb = hbFbNudscb 
(5-3) 

where, 
.O 

l Npg is the number of tagged 2 -+ bb events, 

l Nudscb is the total number of produced events, 

. h, is the efficiency of the hadronic event selection cuts for 2’ + bb events, 

l F, is the Z” + bb branching fraction, r (Z” + bb) /r (Z” + hadrons) . 

Note that in agreement with the above definition of efficiency, the denominator is 
simply equal to the number of bb events which passed the hadronic event selection 
cuts. Analogously, the efficiency of the tag to select non-bb events is 

_. - 
Ntag 

udsc 
E udsc 

= 
h udsc (I - *b) Nudscb ’ 

The bb purity of the tagged sample is then 

Ntag 
b 

Pb = 
Nt”g + Ntag ’ 

b udsc 

(5-4) 

Note that evaluating the tag bb purity necessitates the choice of some value of the 
Z” + bb branching fraction, which is evident when the purity is rewritten in a 
useful form, 

‘bhbFb 
Pb = 

‘bhbFb + EUdschudsc ( ’ -*b) 
(5-6) 

While clearly a tag which is more efficient for a given purity (and conversely a 
tag which is purer for a given efficiency) is more statistically powerful, one must 
achieve a balance between efficiency and purity, because as the tagging algorithm is 
tuned for a higher efficiency, the effect is usually to reduce the purity. As will be 
shown this is in fact the case with the impact parameter significance tag. The 

optimal tag for a given measurement will however be the tag which yields the 
lowest possible total statistical and systematic error in the quantity measured. In 
the case of this analysis, the small data sample essentially simplifies this to finding 
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the tag with the lowest statistical error. This is addressed separately in the 
measurement of the Z” + bb hadronic branching fraction in Section 6.2 on 
page 172 and the measurement of the non-leading multiplicity in Z” + bb events in 
Section 7.2.2 on page 195. The remainder of this chapter will give some of the 
properties of the impact parameter significance tag and compare this tag to other 
methods. 

5.2 Impact Parameter Signific&e Tag 
Starting from the basic impact parameter tag as introduced by K. Hayes, a 

number of improvements were applied and the resulting tag efficiency and purity 
analyzed using the Monte Carlo. One of the primary improvements is the use of the 
physically-signed impact parameter, as described in Section 4.1.2, “Impact 
Parameter Signing,” on page 110. This in and of itself improves the purity 
substantially as the tracks from light quark events will be spread almost evenly 
between positive and negative impact parameter while almost all of the tracks from 
B decay will be assigned a positive impact parameter. Among the broad range of 
different parameters which were varied in search of improved tag performance, 
there are 

l the minimum track impact parameter significance required (Smi,) for a 
track to be considered by the tag; 

l the minimum number of significant tracks required (n,;,); 

l the choice that the nmin tracks be in a single hemisphere, jet or the entire 
event; 

l the use of a mass cut for the jet and hemisphere tags; 

l the use of different algorithms to determine the event or jet axes. 

A number of different algorithms were investigated for determining the event 
axis or jet axes, including the thrust axis, sphericity axis, a scaled invariant mass 
algorithml1013 and a momentum cluster algorithm,[lo7] as discussed in 
Section 4.1.2. The difference between these methods, in terms of the tag efficiency 
and purity was quite small, and when one eventually evaluates the statistical 
power for a measurement such as the hadronic branching fraction for Z” + bb, the 
difference is negligible. The thrust axis is therefore taken as the default. 

5.2.1 Event Tags 
Using the Monte Carlo with the full detector simulation, including the 

additional impact parameter resolution degradation found optimal in the previous 
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chapter the tag efficiencies were calculated. In particular, the event selection cuts 
and vertex track quality cuts described in Sections 4.3 and 4.4, were applied and 
tag properties calculated over a range of various Smin and nmin for event tags 
(namely the nmin significant tracks are required in the entire event, not a single jet 
or hemisphere). The efficiency to select bb events and udsc events, and the 
resulting purity of the tagged sample is given in Table 5-l. The purities are 
calculated using the bb tag efficiencies for b and udsc events, as well as the Monte 
Carlo predicted values of the hadronic event selection cut efficiencies, h, and hudsc, 
of 0.7231t.007 and 0.698k.004 respectively; and the Standard Model prediction of 
0.217 for the Z” + bb branching fraction. [13’ As shown in Figure 5-3, it is useful to 1. 
view this information graphically by plotting the efficiency versus the purity for 
each of the different tags. In this type of plot the best tags from a statistical 
viewpoint are in the upper right corner. Namely, they select bb events with high 
efficiency, yet reject the udsc background well enough to produce a tagged event 

_ - sample of high bb purity. 
There are two facts which are immediately evident from this plot: there is a 

trade-off between achieving high efficiency and high purity. Also, the results from 
tags requiring different Smin and Nmin primarily tend to fall within a fairly narrow 
band from high efficiency/low purity to low efficiency/high purity, indicating that 
they are using the available impact parameter information about equally well. The 
tag with Smin > 1.0 does significantly worse than the other tags, as it causes too 
many udsc events to be selected because this low significance cut is well into the 
central core of the impact parameter significance distribution. Among the other 
tags, those with a significance requirement of 3.0 or 4.0 appear to perform slightly 
better than either lower or high significance requirements in terms of achieving 

both high efficiency and purity. 

5.2.2 Hemisphere Tags 
One can also apply an impact parameter tag using only tracks in a single thrust 

hemisphere. A tag which requires that the minimum number of significant tracks 
be in one of the hemispheres will be referred to as the hemisphere tag. A useful 
feature of this tag is that it leaves the hemisphere opposite the tagged hemisphere 
unbiased. This facilitates its use in further analyses, such as the B lifetime or the 
bb event multiplicity, the latter of which is discussed in Chapter 7. If instead this is 

used simply to count events (as is the case in the measurement of the bb branching 
fraction), an event is considered tagged if either of the hemispheres are tagged. One 
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Event 
ags 

nmin Pr 
event 

s min 

1.0 2.0 3.0 4.0 5.0 

tag efficiency for b events 

0.956zt.004 0.913.+005 0.8771t.006 0.838A.007 0.793h.007 

0.905k.005 0.798k.007 0.723k.008 0.657k.008 0.58Ok.009 

0.82!&007 0.65O~h.098 0.54Zk.009 0.456k.009 0.3855009 

0.704&.008 0.479+.008 0.3645009 0.29Ok.008 0.224f.007 

0.543k.009 0.31M.008 0.222k.007 0.17OLOO7 0.122+.006 

0.4OB.009 1 0.193*.007 1 0.124&006 1 0.085LOO5 1 0.055+.004 

tag efficiency for udsc events 

0.860&.003 0.543zt.005 0.369rt.005 0.29Ozt.004 0.235A1.004 

0.640&.005 0.226f.004 0.111+.003 0.068&.002 0.047+.002 

0.41ti.005 0.080f.003 0.03W.002 0.017+.001 0.010&.001 

0.2251t.004 0.027f.002 0.007~.001 O.OO&.OOl 0.002&.000 

0.110~.003 0.008f.001 0.002+.000 O.OOl+.OOO O.OO(H.000 

0.051f.001 0.002+.000 o.ooo+.ooo o.ooO&.ooo o.ooO&ooo 

b purity of the tagged sample 

0.24B.004 0.326+.005 0.406+.006 0.453Az.007 0.492k.007 

~~0.501r.007 1 0.653k.008 1 0.7351L.008 1 0.78Ok.009 

-1 0.700&008 ( 0.841+.008 1 0.885+.008 1 0.917.007 

0.473k.007 1 0.836k.009 1 0.937k.007 1 0.954A.007 1 0.97Ok.006 

0.586A.009 0.918LOO8 0.97M.006 0.98ti.005 1.000&.000 

0.694+.011 0.965&.006 l.OOOLOOO 1.000-1.000 1.000&.000 

‘hble!S-1 Eventtageficiencytotaga b event,audsceventandthe 
b purity oftheresultingsample,as calculatedbytheMonte Carlo. (The 
associated errors are the statisticalerrorsfromthe Monte CarloLThe 
efflciencyfortaggingac eventisgreaterthanthatforauds event,with 
the factor varying widely depending on the restrictiveness ofthe tag. 
For example,the tag which requires atleast3tracks with a minimum 
significance of3.0has ac (uds) efficiency of0.098 (0.009). 
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Figure 5-3 The b purity is plotted versus the b efficiency for event 
tags with a range of Smin and Nmin. For a given Smin, there are six 
entries with different Nmin, which go from the 1 to 6 from the left to 
right. These points represent data from Table 5-1. 

must note that there are two possible definitions of efficiency for a hemisphere tag: 
the efficiency. to tag a hemisphere, &fern, or the efficiency to tag an event as 
containing at least one tagged hemisphere, ci, where i is the initial quark flavor of 
the event. If the two hemispheres in an event are assumed to have uncorrelated 
probabilities of being tagged, then these efficiencies are related by 

2 Ei = 2qm - (Efem) . (5-7) 

Table 5-2 gives the event efficiencies (Ed and &UdSc) and purities for various 
hemisphere tags as calculated by Monte Carlo, and Figure 5-4 shows these 
graphically. From these it can be seen that the hemisphere tags have efficiencies 

and purities similar in performance to the event tags, and again in the central 
region, the tags with a significance requirement of 3.0 or 4.0 appear to be superior 
to either higher or lower significance cuts. 
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Hemisphere 

nmin per 
hemi- 
sphere 

b purity of the tagged sample 

0.24W.004 0.326+.005 0.406f.006 0.453~00'7 0.4923.007 

0.3191t.005 0.569_+.008 0.753f.008 0.776~008 0.809k.009 
0.459-1.007 0.794k.009 0.889_+.008 0.919k.008 0.938k.008 

Table 5-2 Hemisphere tag efficiency to tag a b event, a udsc event 
and the b purity of the resulting sample, as calculated by the Monte 
Carlo. These efficiencies to tag the event by having tagged either of its 
two hemispheres can be related to the effkiency to tag any given 
hemisphere by Equation G-7). (The associated errors are the statistical 
errors from the Monte Carlo). 

As pointed out in K. Hayes’ memo, a cut on the invariant mass of the significant 
tracks in a hemisphere of 1.95 GeV can significantly reduce the background from CC 
events. These events comprise 64% (76%) of the non-b& events tagged requiring at 
least 2 (3) tracks per hemisphere with a minimum significance of 3.0. The 
efficiencies and purities for these two tags are shown in Figure 5-3. While these 
cuts do reduce the background, the effect is such a large reduction in the efficiency 
that a restrictive tag without the mass cut can achieve similar purities, but with 

better efficiency. Consequently, tags with a mass cut are not pursued further. 

5.2.3 Measuring Efficiency with Double Tagging 
An advantage of the hemisphere tag as compared to the event tag is that it is 

possible to measure the bb tagging efficiency using a double tag technique instead 
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Figure 5-4 The b efficiency is plotted versus the b purity for 
tagging events by requiring that either hemisphere in the event be 
tagged with Nmin tracks of significance Smin and Nmin. For 
comparison, the event tags with Smin = 3 is also shown. With the 
exception of the points with the invariant mass cut, this data is from 
Table 5-1. 

of relying on a Monte Carlo estimate. This involves applying the tag to one 
hemisphere per event, then applying it again to the opposite hemisphere in events 
which had a hemisphere tagged in the first pass. In an ideal case in which no U&C 
hemispheres are tagged, the bb efficiency is simply 

G-8) 

where NtF,$ and Nit’: are the number of hemispheres tagged on the first and 
second passes, respectively. 
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Of course any tag will have some udsc component, and this complicates the 
situation a bit. In that case, it can be shown that 

l- 
4E;:TSc P:;m (1 -P:;? 

(5-9) 

where ptirn is the bb purity of the hemispheres tagged on the first pass and ~~~~~~ 

is the udsc hemisphere tag efficiency of the tag used in the second pass, namely the 
tag for which Eiirn is to be determined. (Note -that it is not required that the tags 
used in the two passes be the same). For the hemisphere tag requiring at least 2 (3) 
tracks on the first pass and at least 2 tracks with a minimum significance of 3.0 on 
the second pass, the correction term in square brackets is about 1.3 (1.1). Although 
the correction term is not of a particularly transparent form, it can be seen that in 
the limit PIb hem + 1, namely no udsc hemispheres are tagged by the first pass tag, 
Equation (5-8) is recovered. 

That the size of the correction term can be reduced with a higher tag purity in 
the first pass implies using a tag of very good purity for that pass, so as to minimize 
the sensitivity of the efficiency determination on the Monte Carlo estimated values 

hem 
of Plb and E;;Tsc- However, as shown previously, raising the purity is usually 
done at the cost of lower efficiency. Thus, if limited statistics are a concern, a 
balance must be achieved between the reliance on statistical power and sensitivity 
to the Monte Carlo determined constants. The statistical power of the 
determination of E!$~ is roughly proportional to (N&?~m)-1’2. For our data sample, 

if we use the hemisphere tag with Srnin = 3.0 and nmin = 2, 41 hemispheres are 
tagged on the first pass and only 8 of these are double tagged on the second pass. 
This corresponds to ‘a statistical uncertainty in eiirn of order 35%, which makes 
this double tag measurement of the hemisphere bb tagging efficiency of little value 
as tighter limits can be placed on Eiirn using the Monte Carlo with its resulting 

systematic uncertainties. In the future however, the use of a hemisphere based tag 
for which the bb efficiency is measured holds significant promise for reducing 
systematic errors. 

5.2.4 Tag Dependence on Properties of 5 Hadrons from 2 Decay 
It is interesting to investigate the dependence of the impact parameter 

significance tag on the various properties of the B hadron. Some of these are 
illustrated in Figure 5-5, in which the efficiency to tag the hemisphere containing 
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Figure 5-5 The Monte Carlo predictions of hemisphere b tagging 
efficiencies as a function of several variables related to the produced B 
hadron. The hemisphere tag efficiencies were calculated for a tag 
requiring at least 2 tracks per hemisphere with an impact parameter 
significance of at least 3.0 and only events which pass the event 
selection cuts were considered. The average b efficiency for this tag is 
0.424. 
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the B hadron in question is plotted versus the property of that hadron. The tag used 
was to require at least 2 tracks per hemisphere of significance b/oh > 3.0. 

As one might expect, the tagging efficiency increases with higher B hadron 
momentum. This dependence is illustrated in Figure 5-5(a). This is, in part, a 
consequence of the fact that the impact parameters of the tracks from B decay 
depend on the B momentum (albeit weakly once the B has a large boost). 
Compounding this is the use of the impact parameter significance which depends on 
the impact parameter resolution, oh. At low momentum ob becomes large as a 
result of multiple scattering, thus reducing the significance of that track.* Another 
effect which contributes to the poorer efficiency at low B hadron momentum is that 
these B’s are more likely to have had a hard gluon radiate from the b quark during 
fragmentation. This will tend to reduce the correlation between the B hadron 
direction and the thrust axis resulting in more tracks with mis-signed impact 

. - parameters. 
The impact parameter of a track from B decay is linearly dependent on the 

lifetime of the decaying B hadron (tracks from B-to-D decays have slightly less 
dependence and is complicated by the particular lifetime of the D and by the angle 
of the D with respect to the B) and thus one expects a notable dependence of the 
tagging efficiency on the B lifetime. From Figure 5-5(b) one can see that with the 
impact parameter resolution of this tracking detector system, the tagging efficiency 
essentially levels off around one mean B lifetime (about 1.3 picoseconds) and then 
gradually decreases at. very long lifetimes. This decrease is an artifact of the cut 
which requires that all tracks have impact parameters of less than 2 mm.+ The 
effects due to lifetime and momentum can be viewed together by studying the decay 
length of the 23 hadron. Figure 5-5(c) shows that the efficiency has almost reached a 

_ plateau by the average decay length of 2 mm. The gradual decline in the tagging 
efficiency for very large decay lengths is also due to the Ibl < 2 mm track cut. 

The tagging efficiency also depends on the charged multiplicity of the decaying 
B hadron as shown in Figure 5-5(d). The impact parameter significance tag is most 
adept at tagging those hemispheres with high B charged multiplicities simply 
because the probability of having the requisite number of significant tracks 
increases as more tracks are produced. However, as more particles are produced, 

the momenta of these particles in the decaying B’s rest frame will tend to decrease. 

* The dependence of the impact parameter and the impact parameter resolution on the B 
hadron momentum is discussed in Section 4.1.1, “Impact Parameter Definition,” on page 108 
and Section 4.1.3.2, “Multiple Scattering Resolution Term,” on page 119, respectively. 
+ The track cuts are described in Section 4.4, ‘Vertex Quality Track Cuts,” on page 128. 
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Upon boosting these tracks into the laboratory frame, the component of momentum 
transverse to the B direction will thus be smaller, resulting in smaller impact 
parameters for these tracks and reducing the probability to tag the hemisphere. 

Figure 5-5(e) demonstrates the level to which the thrust axis approximates the 

actual B direction is also of importance. As discussed in Section 4.1.2 on page 110, 
the thrust axis approximates the 4 direction well in a majority of the cases, 
although there is a long tail, primarily due to events with substantial hard gluon 
radiation. This will affect the tagging efficiency through incorrect signing of the 
impact parameter for tracks from B decay. The probability to tag hemispheres in 
which the B hadron direction is not well approximated by the thrust axis drops very 
quickly as the angle between the thrust axis and the B hadron direction increases. 

Finally, the tag efficiency is shown as a function of the polar angle in 
Figure 5-5(f). The efficiency is flat in the central region of the detector and falls off 
at large cos 0, primarily because of the event cut which requires that the thrust axis 
have a cos 8 of less than 0.7. 

5.3 Comparison to Other Tagging Methods 
Beside the impact parameter significance tag outlined in the previous section, 

there are other interesting ideas for tagging bb events. A survey of the many 
variations of tagging algorithms can be found in Chapter 1. 

5.3.1 Other Impact Parameter Tags 
There are many other possible algorithms for tagging bb events using track 

impact parameters which have different strengths. In particular, one can use the 
sum of the impact parameters or impact parameter significance as a signal for 
studying bb events. If a sum of impact parameters is made for all of the tracks in 
an event, it has the desirable characteristic that it will on average be insensitive to 
uncertainty of the interaction point location which is used to calculate the impact 
parameters. Varying the IP location along the event axis will simultaneously 
increase the impact parameters of tracks in one event hemisphere while decreasing 
the impact parameters in the other. Similarly, moving the IP in a direction 
perpendicular to the event axis also results in an average cancellation among tracks 
on each side of the event axis. The disadvantage of a sum of impact parameters is 

that low momentum tracks can unduly affect the sum. If instead one sums the 
impact parameter significance, this problem is corrected and some of the 
insensitivity to the IP location remains. Using either of these sums, or modifications 
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of them, one can extract information about bb events either by tagging them with a 
requirement that the sum be greater than some threshold cut or fitting the 

resulting distribution of the sums for all events. The latter provides a more 
powerful approach for a number of reasons as described below. 

B. Schumm has done a detailed analysis along these lines.I1213 In this approach, 
the variable which is calculated for each event is 

where N is the number of tracks which pass track quality cuts that require they be 
well measured in the DCVD and SSVD. The factor of l/B accounts for the 
statistical uncertainty in the sum due to the number of tracks that pass the track 
quality cuts, which varies as the square-root of the number of tracks in the sum. It 
should also be noted that in order to reduce the effects from mis-measured tracks, 

. - the tracks with the largest absolute value of the impact parameter was excluded 
. from the sum. The distribution of this variable was then fit to a form which 

included separate terms for uds, cc and bb events. These were Gaussian terms of 
the same width for each flavor of events (to account for the impact parameter 
resolution) and in the case of the heavy quark events, the Gaussian was convoluted 

-. with an exponential term, whose width is different for CC and bb events. A fit to a 
form such as this is systematically powerful for the determination of the hadronic 
branching fraction to bottom quarks, as its free parameters allow variation in the 

- impact parameter resolution (through the width of the Gaussians) and the heavy 
hadron lifetimes (through the exponential tail width). Studies of the statistical 
power of this tag however indicate that the impact parameter significance tag as 
previously discussed is statistically stronger, and thus preferred for use when the 

_ total error will be dominated by statistical uncertainty. (The statistical power of the 
impact parameter significance tag will be discussed in more detail later in 
Section 6.2 on page 172). 

5.3.2 Lepton Tag 
The high p and pT lepton tag has been used recently by groups at the SLC and 

LEP as discussed in Section 1.4.1 on page 19. Table 5-3 shows the efficiency to tag 
produced bb events* and the tagged sample purity for the lepton tags used in 
previous measurements of Br (Z” + bb) . These efficiencies and purities are 

illustrated in Figure 5-6. The purity of the lepton tagged events is between 62 and 
75% while the efficiency if the electron and muon samples are combined is still less 
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Collaboration 

Table 53 Efficiency and purity of the high p and PT lepton tags 
used at the SLC and LEP. Note that the Mark II efficiency is higher 
because it is for a combined electron and muon sample. 

than -11%. At similar purities, the impact parameter significance tag has efficiency 
in the range 40 to 55%. Of course the lepton tag suffers from a combined semi- 
leptonic branching ratio of the B hadron to electrons and muons -22%, which 
provides an ultimate limit for the lepton tag performance. It should be noted that 
the efficiency of the lepton tag for tagging semi-leptonic events is -50%. It is clear 
that the impact parameter significance tagging algorithm is statistically more 
powerful than the lepton tags. However, the goal is to minimize the total statistical 
and systematic error, and when high statistics are available the limiting factors will 
be systematic considerations. 

* Note the efficiency used in this section is different than that used previously. This is the 
probability to tag events in the sample of produced bb ev_ents, whereas elsewhere the effkiency 
refers to the probability to tag events in the sample of bb events which pass the event selection 
cuts. 
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Figure 5-6 Comparison of effkiency and purity for the impact 
parameter tag and several previously published lepton tags (see 
Table 5-3). Note that this effkiency is with respect to the number of 
events produced, not the number which pass the event selection cuts 
as has been used previously. 
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Chapter 6 

The Branching Fraction to Bottom 
Quarks 

The hadronic branching fraction of the Z” to bottom quarks is the probability 
that a Z” decayed into a pair of bottom quarks instead of one of the other four 
flavors of quarks. This branching fraction, F,, can be expressed as the ratio of 
partial widths for Z” decay, 

F, = 
ryZO+bbb) 

c l-(ZO+qij) ’ 
(6-l) 

q = u,d,s,c, b 

assuming that only up, down, strange, charm and bottom quarks are produced in 
hadronic Z” decay. Measurements at LEP have shown that indeed there are only 
five flavors of quarks. For instance, the total hadronic width of the Z” has been 
measured to be 1.740f0.012 CeV (assuming lepton universality)[1221, which is in 
agreement with the Standard Model prediction of 1.728.[13] As discussed in 
Chapter 1, this quantity is of theoretical interest first as a check of the Standard 
Model prediction of the electroweak couplings of the Z” to the bottom quarks and 
with increased precision as an exploratory tool in search of new physics. 
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6.1 Formalism 
The Z” + bb branching fraction can be determined in terms of two observed 

quantities, the number of events which pass the event selection cuts, Neut, and the 
number of events which are selected by a particular tag N,,. These quantities are 
related to the number of produced events, Nudscb, by the branching fraction, the 
efficiencies of the event selection cuts and the tag by the following relations: 

N evt = Nudscb Ihudsc (I- Fb)- + h,F,l 

N tag = Nudscb [Eu&chudsc (’ - Fb) + E,hbFb] * 

(6-2) 

(6-3) 

As discussed in the previous chapter, the efficiencies hudsc, h,, &udsc and &b are 
determined by the Monte Carlo, so the two unknowns are Fb and Nudscb. Solving 
for Fb yields, 

-1.: ;I (&*I 

where reut = hb/hudsc, and ftag is defined as the fraction of the hadronic cut 

selected events which are tagged, 

N 
ftag = 9. 

cut 
(6-5) 

Note that Fb is sensitive only to the ratio of the hadronic event selection efficiencies 
h Ualsc and h,, rather than their absolute values. 

6.2 Measurement of Ft, 
The statistical error is of primary importance, because as will be demonstrated 

in the following sections, the total error will be dominated by statistical rather than 
systematic error. This is just a consequence of the small number of events recorded 
during the 1990 SLC runs. Consequently, the statistical error will guide the choice 
as to a particular tagging algorithm in an attempt to achieve the smallest possible 
error. 

6.2.1 Statistical Error Formalism 
To predict statistical error, we need to ask how the number of tagged events will 

fluctuate within the sample of events which have passed the event selection cuts. As 
the events will be divided into two groups, tagged and untagged, the statistical 
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error in F, can be estimated using binomial statistics. To do this, first consider the 
fraction of Z” + bb events in the sample of events which pass the event selection 
cuts, Fb”T As can be seen from Equations (6-2) and (6-3), the number of tagged 
events is related to this by, 

N tag = Neut [Eudsc (I- qt) + cbFrt] (6-6) 

which using the definition of ftag from Equation (6-5) yields, 

eut f -- -Eu&c tag 
Fb=&p * (6-7) 

udsc 

Thus the relative variation in pbut as a function of the number of tagged events, 
N * tag’ lS 

_ - 

evt 
6Fb f 
- = tag 

evt 
Fb 

f tag - ‘ud5-C 
@-8) 

From the variance of the binomial distribution of tagged events, the relative 
uncertainty in the number of tagged events is 

‘Ntag 1 =----- ‘tag ( ’ - ‘tag) 
N tag E tag i N ’ cut 

(6-9) 

where E tag is the efficiency to tag any udscb event which has passed the event cuts, 
and is given by 

E 
tag 

=& udsc (1 - Frt) + ELFIN. (6-10) 

Using Equations (6-8) and (6-g), the prediction of the relative statistical error in 
Fr” is 

GFyt 
- = 

evt 
Fb stat 

(S-11) 
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where E  tag has been used as the average value for ftag. The fraction of bb events in 
the sample of events which pass the event selection cuts, Fr’, is related to F,, the 
hadronic branching fraction for, Z” 4 bb as 

eut 
F, = Fb 

[reut - (revt - 1) F’b”“l 
, (6-12) 

yielding a prediction of the relative statistical error of 

6Fb r evt = 
Fb ‘) Fed-‘tl lEtag-Eu&cl 

(6-13) 
stat [reut - treat - 

To get a qualitative feel for this function, Figure 6-l shows contours of constant 
6Fb/Fb on a plot of tag efficiency versus purity for an event sample of 196 events. 

_ As had been expected the region of the best statistical power is in the upper right 
hand corner where a tag must have high efficiency and also good purity. In the 
lower half of the plot the 6Fb/Fb contours repeat themselves in the opposite order 
from the region above. This is a region where the tag is essentially working as an 
anti-tag by efficiently rejecting bb events, which in principle could work equally 
well for measuring F,. Finally, the bottom region of the plot is unphysical; the 
upper boundary of that region corresponds, to tagging all udsc events for each given 
bb efficiency, and thus the purity can not get any smaller. 

As a check of whether this estimate of the statistical error using binomial 

statistics is indeed valid, a series of independent Monte Carlo ‘experiments’ were 
performed, each -with the same number of events as in our data sample, and the 
statistical fluctuations found by the 68.3% bounds on the distribution of F, 
calculated for each of the experiments. The upper and lower bounds for the 
calculated values of Fb were found to be in good agreement with the binomial 
estimate of the error. Furthermore, the 68.3% bounds exhibited little asymmetry. 

6.2.2 Statistical Error Evaluation and Tag Selection 
As our event sample is small, the resulting uncertainty in the measurement of 

F, will be limited by statistics and thus necessitates choosing a tag of the highest 
statistical power. Evaluating the statistical error for each of the event and 

hemisphere impact parameter significance tags discussed in the previous chapter 
allows selection of the most statistically powerful combination of the minimum 
significance, Snin) and minimum number of significant tracks, nmin. The 
statistical error for each of the different tags is calculated using the Monte Carlo 
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Figure 6-l Contours of constant statistical error as a function of 
the b tag effkiency and the purity of the tagged sample assuming 196 
events passed the event selection cuts. Also shown are the cakulated 
effkiencies and purities for various event and hemisphere tags, which 
for a range of S*in span ?lmin of 1 to 6 for event tags and 1 to 3 for 

.hemisphere tags. This tag data is from Table 5-1 on page 160 and 
Table 5-l on page 160. 

predicted efficiencies from Table 5-l on page 160 and Table 5-l on page 160, and 
the ratio for bb to udsc hadronic event selection efficiency, reut = 1.035f0.011, 
where the uncertainty is the statistical error from the Monte Carlo determination of 
this value. Figure 6-l shows the efficiencies and purities for various event and 

hemisphere tags with the contours of constant statistical error in F, shown. The 
specific values of the statistical error for these tags is tabulated in Table 6-l and 

Table 6-2 for the event and hemisphere tags, respectively From these tables it can 
be seen that there is a fairly shallow minimum for the event tags around Smin from 
3 to 5, and nmin around 2 or 3. Similarly, the minimum for the hemisphere tags is 
around the same Smin and nmin values. As the region of minimum statistical error 
is fairly broad, a tag near the minimum is chosen as the nominal tag. Aside from 
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_ - 

Event 
Tags 

s m in 

1.0 2.0 3.0 4.0 5.0 

Table 6-l Event tag fraction&l statistical error in Fb, as calculated 
using Equation (6-13). This assumes 196 events pass the event 
selection cuts and the Standard Model value for Fb. 

Hemisphere S  m in 
Tags 1.0 2.0 3.0 4.0 5.0 

predicted fractional statistical error in F, 
n m in per ’ 1.08 0.42 0.32 0.29 0.28 
hemi- 2 0.47 0.25 0.21 0.22 0.23 

sphere 
3 0.33 .024 0.25 0.27 0.30 

Table 6-2 Hemisphere tag fractional statistical error in Fb, using 
the same assumptions as in Table 6-l. 

the requirement that an event pass the event selection cuts, in order to tag the 
event it is required that it have 

at least 3 tracks per event ( nmin = 3 > with an impact parameter 
significance of at least 3.0 ( Smin = 3.0). 
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where only those tracks which pass the vertex quality track cuts are used.* Some of 
the other tags will be used in the next section as a systematic check on the resulting 
F, calculated with the nominal tag. 

6.2.3 Cakdation of Fb 
Using this nominal tag on the 196 events in the 1990 data sample, 30 of these 

events are tagged. With the event selection efficiency ratio reVt = 1.035~0.011, and 
tag efficiencies eb and eudsc of 0.549&0.009 and O.O3Oi-0.002 respectively, the 
resulting value for the hadronic branching-fraction of the 2’ to bottom quarks, as 
given by Equation (6-4), is F, = 0.234. The errors on the above efficiencies are the 

statistical error from their determination by the Monte Carlo. 
‘Ib evaluate the statistical error on this measurement, we use formalism similar 

to that developed in the previous sections, where the statistical error was predicted 
given only the efficiencies and the size of the event sample for each tagging 
algorithm. With a measured number of tagged events, it is now more rigorously 
correct to ask “what are the values of F, which are lo allowed given the measured 
number of tagged events. “[118] To evaluate this, Equation (6-2) and Equation (6-3) 
can be combined to yield an expression for the predicted number of tagged events 
for an assumed F,: 

Ntag (Fb;Eb’ Eu&c’ revt) = Neut 
kdsc (1 - Fb) + ye&J 

[ (1 -Q> + y&,1 ’ 
(6-14) 

A lo statistically-allowed region on a plot of F, versus N,, is then bounded by 

Ntag (Fb + SF,) ‘and Ntag (F, - SF,) where SF, is prediction of the statistical error 
for a given F, as determined by Equation (6-13). The statistical error on the value 
of F, as determined by the number of events tagged is then determined as 
illustrated in Equation Figure 6-2. Thus the resulting value for the hadronic 
branching fraction, and its statistical error is 

F, = 0.234+;:;2;. 

Systematic effects will be discussed in the next section. 
As a check of this result for F,, it can be compared with results calculated using 

the impact parameter tagging method except with other combinations of Smin and 

n min. TO determine the significance of the difference between F, calculated with 

* See Section 4.3 on page 127 and Section 4.4 on page 128 for more information on the event 
selection and vertex quality track cuts. 
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0.1 0.15 0.2 0.25 0.3 0.35 

Fb 

Figure 6-2 Determination of the statistical error in Fb using the 
nominal tag which selected 30 events. The central diagonal line the 
relationship between the number of events tagged and the resulting 
value of Fb as given by Equation (6-4). The shaded area is the lo 
allowed region. The statistical error is determined by finding the 
values of Fb which are lo allowed for the particular measured value of 
N tug- 

the nominal tag and F, calculated with these other tags, the difference was 
calculated for 72 independent samples of Monte Carlo data, each with the same 
number of events as in the actual data sample. The expected difference between the 
two tags is then the central 68.3% of the distribution of the differences calculated in 
each MC sample. The differences in the branching fraction as observed in the data 
using the different tags, and the expected differences are shown in Table 6-3. Of the 
14 event and hemisphere tags investigated, only 5 of those are outside of the lo of 
expected difference, and only 1 is beyond 20. For a normal distribution, one would 
expect 4.4 and 0.6 events to be outside the lo and 20 limits, respectively 

Another check is to compare the above value of F,, which was calculated using 

an interaction point (IP) determined on an event-by-event basis, with the result 
using an average IP location as discussed in Section 4.7 on page 146. This is 

interesting to consider because the IP position will not be not pulled by the presence 
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6.2.3 Calculation of Fb 

Comparison Tag Number 
of events 

s min n min tagged 

n4.0~ 1 Blhemi. 1 36 1 0.011 1 0.028 

E4.0m I 3/hemi. I 21 I 0.084 I 0.042 

Table 6-3 The number of events tagged for a variety of comparison 
tags with different Smin and n,in requirements is given along with the 
observed and expected difference between Ft, as measured with the 
nominal tag (‘nom’) which requires Smin = 3.0 and nmin = 3 per event, 
and.a comparison tag (‘camp’). The lo limit on the difference in F, is 
from the central 68.3% of the Fb difference calculated in 72 Monte 
Carlo event samples of the same size as the actual data sample. The b 
and udsc efficiencies used to calculate these Fb differences are from 
Table 5-l on page 160 and Table 5-l on page 160 and the ratio of b to 
udsc event cut effkiency is reut = 1.035+0.011. 

of a high momentum tracks as is the case when the IP is determined for each event 
separately. As a consequence, the high precision tracks will tend to have larger 

impact parameters and thus contribute more significantly to tagging events. The 
event tagging efficiencies for the average IP tag which requires at least 3 tracks per 

event with Smin = 3.0 are 0.526&0.009 and 0.024+0.001 for bb and udsc events, 
respectively. In the 196 events of the data sample, 30 events are tagged by this tag. 
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Of these, 28 are tagged by the event-by-event IP tag. With these efficiencies, the 
value for the hadronic branching fraction to bb c events is found to be 
F, = 0.250 f 0.047, which is consistent with the event-by-event IP result. 

6.3 Systematic Error 
The systematic errors in the branching fraction arise from two distinct sources, 

those which are due to the uncertainties in relevant physical constants and 
processes (lifetimes, branching fraction, fragmentation, etc.), and those which are 
due to the uncertainty in our understanding of the detectors (impact parameter 
resolution, efficiencies, etc.) In the following, all of the systematic errors are 
calculate for the nominal nmin = 3 / Smin = 3.0 event tag. 

6.3.1 Average B Hadron Lifetime 
The average lifetime of the produced mixture of different B hadrons, zlB>, has 

- been measured by many experiments. The Particle Data Group average of 
measurements before 1990 is 1.18f0.11 picoseconds.181 Subsequent measurements 
have also been made by the experiments at LEP,1251 which increase the world 
average to 1.31f0.07 psec. Using this value for placing systematic limits on F, 
results in a systematic error of +1.5% and a correction of +1.5% to F, in order to 
account for the value of 1.24 psec used for the average B lifetime in the Monte 
Carlo. Studies have shown that two effects determine the dependence of the 
uncertainty in F, on the uncertainty in z ,,B). The first of these is a saturation effect 
which occurs when a tag becomes very efficient and consequently a change in z (B> 
will cause a relatively smaller change in the number of tagged events (see 
Figure 5-5 on page 165). The other effect is due to tracks from B + D +X, whose 
impact parameters will be somewhat less affected by changes in z (B1 than will 
tracks directly from the B decay (whose impact parameter will just be proportional 
to the B lifetime). 

There is also some question about the lifetime difference between different 
species of B hadrons, as is observed in the D system. By assuming the semi-leptonic 
partial widths for the charged and neutral B mesons to be the same, CLE011231 and 

ARGUS1124] have made indirect measurements of the B lifetime ratio. Most 
recentlyI they have reported measurements of [z (B+) /z (B’) ] 

. [f(B+)/f(B’)] to be 0.89&0.19+0.13 and 1.0&0.18f0.12, respectively, where f is 
the fraction of each B meson produced at the r (4s) . A direct measurement has 
been made at 29 GeV by the Mark III1251 which found z (B’) = 1.20$$~ $iz psec 
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6.3.1 Average B Hadron Lifetime 

Experiment Method 7 tB) (psec) 

Particle Data Group 1 various I 1.18f0.11 

ALEPH highp andpTe and p 
impact parameters 1.29f0.06f0.10 

DELPHI 
highp andpT p and 

hadronic track 
impact parameters 

1.28&0.10 

L3 high p and$T e and p 
impact parameters 1.32f0.08+0.09 

OPAL high p and pT e and ~1 
impact parameters 1.37*0.07+_0.06 

OPAL J/v + e+e, p+p- decay 
length to vertex 1.32$;;f0.15 

Average I 1.31*0.07 

Table 6-4 List of the measurements of the average B hadron 
lifetime. If two errors are quoted, they are statistical and systematic, 
respectively. If only one error is quoted, it is the total error. The 
average was made accounting for the common systematics such as 
uncertainty about charm sector parameters and, when applicable, the 
physics functions used. 

and at LEP by ALEPHI which has measured z(B+) /~(l3’) = 0.96~‘~~. 
However, E65311271 has measured z(B+) /z(Z3’) = 4.0:;*:. lb investigate the 

effects of a potential lifetime difference on F,, consider the case of the largest 
lifetime difference, in which the lifetimes of all neutral B hadrons are changed to 
0.6 psec and that for all charged B hadrons to 2.4 psec. The resulting change in the 
tagging efficiency for bb events is -0.02 which corresponds to a 4% lower 
measurement of F,. However, the majority of the above experimental evidence 
indicates that both the charged and neutral B meson lifetimes are consistent with 
being the same. Furthermore, because of the large mass of the B, the theoretical 
expectations are for much lower lifetime differences than the D system.[1281 

Consequently, the contribution to the systematic error from this source is based on 
the majority of the measurements that indicate nearly equal lifetimes, and yields 

~1% variation in F,. 
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6.3.2 Charm Hadron Lifetimes 
The lifetimes of several different species of charmed hadrons have been well 

measured, and the average values tabulated by the Particle Data Group.18] Varying 
the Do, II*, D, and & lifetimes within the limits of the Particle Data Group causes a 
systematic error in F, of less than 1%. 

6.3.3 Bottom Fragmentation 
The track impact parameters exhibit a weak dependence on the momentum of ._ - 

the bottom hadron, (see Figure 4-2 on page llO), and thus the tag efficiencies will 
depend on the mean energy carried away by the bottom hadron during the 
fragmentation process. This mean energy fraction can be parameterized as 

(*E)b = EB’Ebeam and has been measured by several groups at LEP These 
measurements are summarized in Table 6-5. The average of the measurements is 

Experiment Method _ - (XEhl 

ALEPH[221 highp andpT e and ~1 o 67+o.o4 
* -0.03 

~$231 high p and pT e and p 0.686+0.006+0.016 

OPAL[241 highp andpT p 0.726zkO.OO7&0.022 

Average 0.697+0.017 

Table i&5 The measurement of the energy fraction carried from 
fragmentation by the B hadron. The errors are statistical and 
systematic, respectively, if both are given, or the total error if a single 
value is quoted. Different effects were included by the various 
collaborations in determining the systematic error and the above error 
is an attemht to remove common effects. 

(xE)b = 0.697 k 0.017. bryhg (xE)b over this range corresponds to an error on F, 
of f2%. Furthermore, the standard Monte Carlo used for determining the tagging 
efficiencies had (xE)b = 0.676 and the Monte Carlo shows that F, should be 
lowered by 2.0% in order to correct for the difference between this and the average 

value from LEP 
The shape of the fragmentation distribution has been measured by L3[233 which 

has shown that the xE-distribution can be fit reasonably well to the Peterson 
functional form. While the rigorously correct variable to use in the Peterson 

function is z, not XE , [421[431 the L3 plot implies that the Peterson shape is probably 
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not a bad choice, and thus no additional systematic error is applied based on the 
shape of the fragmentation distribution. 

6.3.4 Charm Fragmentation 
The average energy carried off by charmed hadrons, (x~)~, will affect the udsc- 

event tagging efficiency and thus F,. The average of 0.515*0.011 is the result of 
measurements by ALEPH and OPAL (see Table 6-6). Varying (xE)c over this range 
introduces a systematic effect of less than 1% in F,. 

Experiment Method ‘--E/c 

ALEPHlz2] 

ALEPHIg4’ 

OPALlg5] 

highp andpT e and l.t 

II*+ -3 Ir7c+lt+ 

0.52:;:;; 

0.5042*,0,1,3 AZ 0.008 
I I 

,.“I I 

D*+ + lx--rc+lr+ 0.52+0.03rtO.O1 

-- Average I 0515~0.011 

Table 6-6 The measurement of the energy fraction carried from 
fragmentation by the charmed hadron as determined by fitting various 
momentum spectra. The errors are statistical and systematic, 
respectively, if both are given, or the total error if a single value is 
quoted. 

6.3.5 Charm Production 
The hadronic branching ratio to charm quark pairs, Br(Z” + CC) has been well 

measured using a high pT lepton tag at ALEPHl221 and a D* tag at DELPHIl12g3 
and OPAL.Ig5] -The average of these measurements is 0.171+0.029. Varying the 
fraction of charm events in the MC over this range corresponds to a systematic 
error in F, of *2%. 

The ratio of the production of D to II* mesons is also important as the neutral 
D* always decays into a Do, whereas the charged D* decays 55&4% of the time into 
Do and the remainder into D-. ’ 1102] Thus a higher initial production of D* versus D > 
mesons will change the ratio of Do to D”, and as their lifetimes differ by roughly a 
factor of 2 Uo2] the tagging efficiencies of Z” + CC events will also change. ALEPH , 
has measured the production of charm from two exclusive decay channels,Ig43 and 

has made some initial estimates of the D to D* production fraction, but with the 
limited statistics of reconstruction the exclusive channels and the uncertainties 
regarding higher mass charm hadrons, this measurement is of little use for placing 
a systematic limit in the measurement of F,. ‘Ib span the entire range of 
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possibilities, the ratio of D to D* production was varied from 0 to 100% and this led 
to an uncertainty in F, of 20.4%. 

6.3.6 B Hadron Decay Properties 
As the majority of the exclusive B hadron decay channels remain unmeasured, 

one must rely on inclusive measurements of tracks from B hadron decays to 
constrain the properties of these particles in the Monte Carlo. In particular, the 
momentum and multiplicity distributions of tracks from B decay will effectively 
constrain hadronic decays. CLE011301 and AI?mGI@311 have measured the mean 
multiplicity at the Y(4s) to be 10.811tO.O5+0.23 and 10.99f0.06f0.29 respectively. 
The average of these values taking into account an estimate of the common 
systematics is 10.88zlzO.20.* Furthermore, the variance of the multiplicity as 
measured by CLEO11323 is 2.3kO.2, in agreement with our Monte Carlo, which 
predicts a value of 2.1. The momentum of tracks from B decay is commonly 

. - measured using the variable x = pB/mg, where mg is the B hadron mass and pB 

is the momentum of the tracks from B decay in the B hadron rest frame. The 
distribution of x: has also been measured by CLEO. I1331 While these distributions 
measured at the Y(4s) only include the decays of BU,d mesons, the expectation is 
that B, should behave very similarly, and even the B baryons, which are expected 
only to be perhaps 10% of the B hadrons at high energy, are not expected to decay 
vastly differently. Thus the Y( 4s) B decay data is used to constrain the mixture of B 
hadrons produced at the 2’ resonance. 

The qualitative effects of these two variables, x and multiplicity, on the impact 
parameter tag can be easily described. When a track is produced with lower 
momentum in the rest frame of the B hadron, then when it is boosted into the lab 
frame, it will tend to have lower momentum transverse to the B direction and hence 
a smaller impact parameter, b. Furthermore its total momentum will be less which 
raises the impact parameter error, ob. The consequence of both of these effects is to 
lower the impact parameter significance b/oh when the B decay momentum 
spectrum is softened. By the same argument, a harder B decay momentum 
spectrum will increase the impact parameter significance. The B decay multiplicity 
spectrum also affects the results of the impact parameter significance tag, as there 
will be a larger number of tracks which have the required minimum significance. 

* A correction to this Byd multiplicity to include estimates of the effects from B, and B baryons 
can be performed, but the remaining error is essentially unchanged. See Section 7.5, “b Event 
Total and Non-leading Multiplicities,” on page 214 for a detailed discussion of this correction. 
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6.3.7 Total Charged Multiplicity 

Note the B decay momentum distribution and the multiplicity distribution can be 
varied independently because the fraction of charged energy is not constrained. 

_. - 

‘Ib investigate the effects of the x and multiplicity distributions, an event 
reweighting scheme was used. Events were assigned weights depending on the 
charged energy fraction of the B hadron decay products (in the rest frame of the B 
hadron) or the number of tracks from the B decay. In order to vary the x distribution 
independently of the multiplicity, ad-hoc weighting functions were used. Using this 
scheme, it is seen that a 2% uncertainty on the mean B decay multiplicity 
corresponds to a systematic uncertainty of rt1.7% in F,. lb place a limit on the 
allowable variation in X, the region of very low momentum, x < 0.04 is used. This 
region, which contains about 20% of the tracks, is entirely unconstrained by 
Reference [1331. However, in order measure the charged multiplicity, CLEO and 
ARGUS made this extrapolation, and thus the uncertainty on the multiplicity can 
be used to place a limit on the tracks in this region. This method produces an 
uncertainty of f2.9% in F, . 

Finally, the ratio of B hadrons which decay to Do or D’ is also of importance, 
owing to the very different lifetimes of the charged and neutral charm mesons. 
CLE011341 has measured this ratio to be 

Changing this ratio in the Monte Carlo over the above limit produces an 
uncertainty of 0.9% in F,. Adding the above three sources of systematic error in 
quadrature yields a combined error 3.5% from the uncertainty in the B hadron 
decay properties. 

6.3.7 Total Charged Multiplicity 
The total hadronic multiplicity has been well measured at the 2’ resonance by 

Mark II11131 and all four LEp~1141~1151~1161~1171 experiments. The average of these 
measurements is 6&d = 20.94 f 0.20 tracks per event. As the decay multiplicity of 
the bottom and charm hadrons is fixed in the Monte Carlo generation to the results 
of independent measurements, any variation in Chad can be considered to arise 
from uds events and the tracks produced by fragmentation in bb or CC. By 
reweighting events based upon the number of tracks not from the decay of heavy 
hadrons, the uncertainty of kO.20 tracks in the multiplicity corresponds to +l% in 
F,. The Monte Carlo total charged multiplicity is 21.93 tracks per event which is 

Page 185 



Chapter 6: The Branching Fraction to Bottom Quarks 

significantly higher than the world average. Correcting F, using the same 
reweighting scheme used to place the systematic limit lowers the measured value of 
F, by 1.3%. 

6.3.8 Non-hadronic Contamination 
The initial Mark II hadronic decay analysis estimated the non-hadronic 

background to be 0.42 events in the sample of 398 hadronic events.1621 For the 1991 
data sample of 196 hadronic events, with slightly more stringent hadronic event - - 
selection cuts, this corresponds to a contamination of less than 0.2 events. In the 
worst possible case, if the non-hadronic events were tagged - which is quite 
unlikely - it would cause a systematic error of ~1% in F,. and so will be ignored. 

6.3.9 Intrinsic Impact Parameter Resolution 
In Chapter 4, the impact parameter resolution of the combined tracking system 

was studied and it was found that additional impact parameter smearing was 
- 

required in the Monte Carlo in order to reproduce the impact parameter 
distributions observed in the data. Comparing the data and Monte Carlo led to a 
choice of an optimal amount of additional smearing as well as lo and 20 allowed 
regions as shown in Table 4-2 on page 136. The 20 allowed region is chosen to 
determine the uncertainty in F, because of the additional uncertainties regarding 
the source of the degraded resolution and the potential correlations with track 
parameters that are not taken into account when adding the additional smearing to 
the Monte Carlo tracks. Determining the efficiencies for each of these values yields 
a systematic error in. F, of +9%/-6%. A limited amount of very broad impact 

parameter smearing (the ‘far tail’) is also allowed (see Table 4-3 on page 137), and 
using the 20 allowed far tail smearing leads to only a -4% variation in F,. 

It is important to mention the affect of the additional impact parameter 
. smearing that was determined necessary in Chapter 4. If this smearing were not 

added, F, would be 9.5% higher, which is only -lo of the systematic error due to 
the uncertainty in the impact parameter resolution. Thus adding this additional 
smearing, though probably the proper approach given the knowledge of the impact 
parameter resolution, does not alter the determination of F, beyond its assigned 
errors. 

6.3.10 Multiple Coulomb and Nuclear Scattering 
The implementation of multiple Coulomb and nuclear scattering in the Monte 

Carlo detector simulation is discussed in Section 3.4 on page 102. Systematic 

Page 186 



6.3.11 Tracking Efficiency 

uncertainties can arise due to the imperfect knowledge of the amount and 
distribution of scattering material in the detectors, as well as the limitations of the 
models employed in the simulation. For example, the modification of the detector 
simulation to incorporate the Moliere scattering theory significantly improved the 
accuracy of the simulation compared with the earlier Gaussian-based method. 
Additionally, although elastic nuclear scattering is modelled in the Monte Carlo, 
inelastic scattering was modelled only as removing the inelastically scattered track 
in the default Mark II detector simulation. To investigate the effects of tracks 
produced by inelastic nuclear scattering, a nuclear interaction generator was 
written and employed. 

‘Ib study the amount of material in the detectors and the effects of multiple 
Coulomb and elastic nuclear scattering from within this material, tracks with 
extrapolated errors oTR > 25 pm were employed. These tracks were chosen because 
these lower momentum tracks will be more sensitive to multiple scattering effects. 

_ 
The amount of scattering material which most affects the impact parameter 
resolution, the beam pipe and SSVD, can be constrained using these tracks to f3% 
given the available statistics. The material further outside, the DCVD and CDC, is 
more difficult to study but less important for the impact parameter resolution. 
Varying the amount of scattering material in the inner scattering layers by -t3% 
results in a change in F, of +l%. 

As mentioned above the default Mark II detector simulation did not produce 
tracks from inelastic nuclear scattering, but instead just terminated the scattered 
track. A crude nuclear interaction generator was written which was based on data 
from nuclear scattering experiments. [1351 This generator makes conservative 
assumptions throughout and is intended only to set an upper limit on the effects of 
these tracks, not to apply a correction. With this generator installed, it is found that 
an average of approximately 0.04 tracks per event whose origin was an inelastic 
nuclear interaction passed the vertex quality cuts. Furthermore, only half of these 
have a significance larger than 3.0 and only 3% of events have more than one 
nuclear interaction track which passed the vertex track quality cuts. The 
consequence is that the effect of inelastic nuclear scattering is small, producing an 
uncertainty in F, of less than +l%. 

6.3.11 Tracking Efficiency 
As discussed in Section 4.6 on page 144, the uncertainty in the track finding 

efficiency for the vertex quality track cuts is &2.3%. By adding this amount of 
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additional tracking uncertainty to the Monte Carlo simulation, it is found that this 
uncertainty in the tracking efficiency corresponds to an uncertainty in F, of lt4%. 

6.3.12 Monte Carlo Statistics 
The determination of the event selection efficiency ratio reot, and the tagging 

efficiencies, eudsc and eb, used a Monte Carlo sample of approximately 20,000 
hadronic events. The finite size of this sample results in a statistical uncertainty in 
these efficiencies. The values and their uncertainties from the Monte Carlo ._ - 
efficiency ratio and tagging efficiencies, and their statistical uncertainties are 
r cut = 1.035f0.011, Eudsc = 0.030+0.002 and ab = 0.549kO.009, respectively. This 
corresponds to a systematic error of f2% in F, . 

6.4 Hadronic Branching Fraction to Bottom Quarks 
Table 6-7 shows a summary of the various contributions to the relative 

systematic error in F, as described in the preceding sections. Adding these 
contributions in quadrature yields +11%/-g%. It is interesting to note the sources of 
the systematic errors. About f6% is due to uncertainties in various physical 
measurements, within which the B decay properties and Br(Z” + CC) are the 
largest sources, and it is probable that at least the latter will be reduced by 
measurements at LEP in the near future. The remainder of the error, +100/o/-7%, is 
due to the uncertainties related to the knowledge of the tracking detector system. 
As discussed later, this second source of error can be substantially reduced with 
higher statistics as one is able to study the detectors more thoroughly. 

Thus, including the small systematic corrections to correct for the most recent 
measurements of the total charged multiplicity (+2.0%), the average B hadron 
lifetime (-1.5%) and (x~)~ (-1.5%), the hadronic branching fraction for Z” + bb is 
measured to be 

This value for F, is, within its uncertainty, in agreement with the Standard Model 
prediction of 0.217. [13] Comparison can also be made with the various previous 

measurements of F,. Table 6-8 shows the previously measured values of F, and 
shows an excellent agreement between this measurement and previous 
measurements, whose average was calculated in Section 1.5 to be 
0.212f0.003f0.011. 
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Source of Systematic Error R=-w Systematic 
Error on F, 

Physics-related errors: 

average B hadron lifetime 1 1.24 - 1.38 psec 1 +2% 

charm hadron lifetimes I PDG limits I cl% 
b fragmentation 0.680 - 0.714 *2% 

c fragmentation -- 0.504 - 0.526 cl% 

Br (Z” + CC) 0.142 - 0.200 +2% 

B decay properties CLEO &ARGUS 
data (see text) *4% 

I I 

total charged multiplicity 20.74 - 21.14 _+l% 

Detector-related errors: 

non-hadronic events ~0.1% contamination <l% 

impact parameter 
resolution 

multiple scattering 

nuclear scattering 

tracking efficiency 

Monte Carlo statistics 

20 allowed region of 
b smearing 

+3% 

(see page 187) 

&2.3% 

20,000 MC events 

+9/-6% 

+1 

<l% 

f4% 

+2% 

Total Systematic Error on F, I +ll/-9% 

Table 6-7 A summary of the systematic errors on Fb. The sources for 
each of these limits is given in the relevant section of text. 

The impact parameter significance tagging algorithm used in this analysis 
demonstrates the strength of using a tagging method based on impact parameters 
as measured by high resolution tracking detectors, In the future, methods such as 
this should serve as important check on the lepton tag methods, as they are largely 
independent of the semileptonic B decay branching fraction. Furthermore, it should 
be possible to significantly reduce the systematic error, particularly as high 
statistics are available to study the impact parameter resolution of the detectors. 
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Experiment I 

ALEPH I 0.220f0.016~0.024 

0.221+0.004f0.012 

Table 6-8 Values for Fb from previous experiments and this 
measurement. Those marked with an asterisk have been converted 
from related measurements as described in Section 1.5 on page 22. 
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Chapter 7 

The Multiplicity of Bottom Quark Events 

The average charged multiplicity of Z” + bb events ( Eb) can be measured by 
making use of the impact parameter tag to select a sample composed primarily of 
bb events. The primary purpose of this measurement is a qualitative check of QCD 
phenomenology. Within the framework of &CD, non-leading particle production is 
governed by gluon fragmentation, triggered by the disruption of the vacuum by the 
color charge, and thus is expected to be independent of the flavor of the initial 
quarks. It has been suggested 1371[381 that this expectation can be tested by 

measuring Eb, subtracting off the well-known average B meson decay multiplicity, 
and comparing the resulting non-leading multiplicity to the multiplicity of ef e- 
annihilation at the center-of-mass energy equal to the average energy available to 
the non-leading system in Z” + bb events, essentially E,, = E,, (I- (xE&). 
Conversely, if this expectation is taken as a given, then the non-leading multiplicity 
in 2’ + bb events may be used to extract (xE)b, the average energy fraction carried 
off by the hadron system in e+e- annihilation. 

In this chapter, both approaches are taken. The bb event multiplicity is 
determined by measuring the difference in multiplicity between bb and all hadronic 
events, which significantly reduces the systematic error of the measurement. The 

multiplicity comparison checking the flavor independence is then made between the 
non-leading multiplicity and the total multiplicity at a center-of-mass energy equal 
to E,,. Finally, the flavor independence is assumed and a value for (3tE)b measured. 
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7.1 Approach and Formalism 
In the Mark II measurement of the total hadronic multiplicity at the 2°,[1133 the 

systematic error was dominated by a contribution of i-O.8 tracks due to uncertainty 

in the detector efficiency. In this measurement of nb, this systematic error is 
reduced by measuring 

iTin, = iib - i ih& (7-l) 

with our data, and then adding back in the world average Zhad, which is now 
known to about f0.2 tracks. This also has the effect of reducing the systematic error 
from several important sources as will be discussed below. 

Given a perfectly efficient detector, and a Z” + bb tag with sample purity P, 
and no multiplicity bias effects, we can write the measured multiplicities of the 
hadronic events and the tagged subset, ( Ehad and Stag), as 

%had = (1 - Ph) iiudsc + Phii, 

- 
= ( 1 - Pt) iiudsc + P,ii, (7-3) 

where P, is the b6 purity of the event sample which passed the event selection cuts 
(see Section 4.3 on page 127), and the Ei’s are the ‘true’ average multiplicities for 
udsc and b events. As is now standard, we use the following definition of the true 
charged multiplicity: 

The true multiplicity includes any prompt track or decay product of a 
parent particle with a mean lifetime less than 3x10-l’ sec. 

Thus, decay products of @  and A are included in the true multiplicity. 
In general, there are inefficiencies and biases, so we must introduce 

reconstruction constants CQ relating the true multiplicities Ei to the measured 
multiplicities Mi 

zhad = c,, udsc (l -‘h) &dsc + ch, bPh”b (7-4) 

- 
-c %zg - t, udsc ( 1 -‘t) ‘udsc + ‘t, bPtnb* (7-5) 

However, the B  hadron decay multiplicity ZB has been independently measured, so 
the measurement of %i, is only sensitive to the size of the non-leading multiplicity 

%id* Since the B  decay products are stiffer and more collimated than the non- 
leading particles, the reconstruction constant Ci,b is different for leading and non- 
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leading particles. Thus, to avoid having Ci,b itself depend on 6%b, thereby 
necessitating an iterative solution for Gb, the constants Ci,b must be broken up 
into two separate sets of constants Ci,B and C+ and SO 

%zad = ch, udsc ( ’ -‘h) %dsc + ‘h, BP,6 + ‘h, n?h’nl (7-6) 

iii = ‘t udsc (l -‘t) ‘udsc + ‘t, BPtnB + ‘t, nZPtnnl tag , (7-7) 

Finally noting that Chad = (1 -Fb)Zudsc+Fbnb, we can substitute into 
Equation (7-l) which yields 

6fi, = ( 1 - Fb) (ii~ + iinl - fill&) (7-8) 

where nnl and nlldsc are the solutions to the above two simultaneous equations. 
Solving these equations yields 

. - 
&ii, = 

(1-b) [m 
17 tagxhad - %hadXtag + nB (q + c, BPtxhad - c,, BP&,,) 1 (7-g) 

where, 

17 , = ‘t udscCh, nZ(l-pt)ph- Ct,nZCh,udsc(l -‘h)‘t 

Xhad =C h, udsc ’ (‘h, nl - ‘h, udsc) ‘h 

x =C 
tag , t udsc ’ tCt, nl - ‘t, udscjPt 

In the above solution, the B hadron decay multiplicity, KB, is obtained primarily 

fromY(4s) data, the Ci,j ‘s are constants determined from the Monte Carlo, and Fb 

is the ‘Z” 4 bb branching fraction. The B hadron decay constants Ci,B are 

determined by inclusive decay properties measured at the Y(4s), while the light 
decay COnStantS Ci,&c are constrained by the OPAL tuning of Lund 7.1 to hadronic 
data.l1021 The non-leading constants Ci nl, on the other hand, are not tightly f 
constrained by existing data, and so must be constrained by more general 

arguments in order to preserve the model dependence of the measurement. The 
uncertainty introduced by these considerations will be addressed later. 

A slight simplification of Equation (7-9) lends particular insight to the behavior 
of K,. In the case where all of the constants Cii are equal to the same number C 
(which is roughly true in actuality) the solution for 66, becomes 

(lvFb) (“2tag-mhad) 
Sk, = (Pt -Ph) c (7-10) 
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Here one can clearly see the advantage of measuring 66, rather than the total 
multiplicity: systematic fluctuations which similarly affect the hadronic event 
sample and the tagged event sample multiplicities will tend to cancel. In particular, 
this avoids potentially large systematic errors due to tracking efficiency, photon 
conversions, and nuclear scattering. However, some remnant of systematic 
uncertainty will still result from these sources. This is because the actual formula 
for 6nb is Equation (7-9) and the reconstruction constants used in this formula are 
slightly different from each other, such that--m,, and mhad do not enter this 
equation as symmetricahy as they do in Equation (7-10). 

7.2 Measurement of Multiplicity Difference 
This section describes the track cuts used to select a well-understood set of 

reconstructed tracks for the multiplicity determination, the tags used to select a bb- 
enriched sample, the biases these tags induce on the multiplicity, the determination - 
of the various constants, and a value for 66,. 

7.2.1 Multiplicity Track Quality Cuts 
Within the selected sample of events (the hadronic events and those tagged as 

bb events), a subset of the tracks is selected for inclusion in the measured 
multiplicities mh,d and Ztag . The track cuts employed are similar to the cuts used 
to select vertex-quality tracks for selecting bb events except for the requirements of 
DCVD and SSVD information. An important aspect of this analysis is that the 
vertex detector information is used only to tag bb events, while the multiplicity 
tracks are selected using the well-understood CDC. 

The multiplicity track cuts are as follows. 

1. The calculated angle of the track with respect to the beam axis must 
satisfy /cos8/ c 0.8 such that the tracks are well inside the active regions 
of the tracking detectors. 

2. The projection of the track’s momentum into the plane perpendicular to 
the beam axis, p,, must be greater than 0.150 GeV/c. 

3. The distance of closest approach in the z-direction of the track to the 
nominal interaction point must satisfy lz,] < 15 mm. 

4. The number of hits associated with the track in the CDC tracking must 
be at least 25 of the 72 possible. 

5. The impact parameter of the track, with respect to an interaction point 
which is fit on an event-by-event basis, must satisfy lb/ <: 15 mm. 
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Table 7-l gives the fraction of tracks remaining after each cut is applied in order, as 
estimated by the Monte Carlo. Extensive studies have been done to ensure that the 

I track cut ( %  passed 1 

1 1. @o&3/ < 0.8 1 94.3% 1 

2. p, > 0.15 ‘GeV 88.6% 

3. /z,( c15mm _ 80.8% 

4. NCDC2: 25 80.6% 

5. lb/ < 15 m m  78.9% 

Table 7-l The fraction of the reconstructed tracks passing each of 
the multiplicity track quality cuts in events which pass all of the 
hadronic event selection cuts. 

Monte Carlo is modelling these values sufficiently. This also allows systematic 
limits to be placed on the calculated value of 6n, which result from uncertainties 
associated with these cuts. (This will be addressed in detail in Section 7.3.11 on 
page 208). 

In order to get some insight as to the relationship between the generated true 
multiplicity tracks (namely, the tracks to be counted in the multiplicity according to 
the definition on page 192) and those actually reconstructed in the detector, the 
generated and- detected tracks were matched in the Monte Carlo. Of the 
reconstructed tracks, 90.5% are true multiplicity tracks, while the remaining 9.5% 
are due to conversions. (The effects of these conversion tracks on the determination 
of SK, is addressed in Section 7.3.9 on page 207). On the other hand, of the 
generated true multiplicity tracks, 70.8% are properly reconstructed, 20.2% are 
outside the detector acceptance in Icos81 or p,, 6.5% are decays in flight from 
parents of lifetimes longer than the requisite 3~10~~’ set and the remainder are 
due to detector inefficiencies. Thus the corrections to the measured multiplicity are 
not large. 

7.2.2 Impact Parameter Tags and Biases 
As for the Z” -+ bb branching fraction measurement, Z” + bb candidates were 

selected by requiring that the event have at least a certain number of tracks, nmin, 
with a physically-signed impact parameter significance b/o,, of at least some 

minimum value Smin.* Of the many variations of this tag using different 
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combinations of nmin and Smin, three tagging algorithms were investigated 
further, based on their statistical power for measuring the non-leading multiplicity. 
Each of these tags used Srnin = 3.0. 

7.2.2.1 Impact Parameter Tag Properties 
The three significant track event tag (‘EV3’) was found, based on Monte Carlo 

studies, to have less statistical power than a two track event tag (‘EV2’). One can 
remove much of the multiplicity bias introduced by the tag by restricting the tag to 
one hemisphere (as defined by the plane perpendicular to the thrust axis), and 
counting only the multiplicity in the hemisphere opposite to the tagged hemisphere. 
Thus, we included in the study a hemisphere-only tag ‘(‘HE2’) requiring two or more 
significant tracks. The relevant properties of these three tags, as well as the event 
cut, are summarized in %ble 7-2. Because there are very significant correlations 

Tag Property Event 
Selection EV2 Tag EV3 Tag HE2 Tag 

minimum impact parameter - 
significance, S,i n 3.0 3.0 3.0 

minimum number of - 
significant tracks, nmin 2/event 3Ievent Blhemi. 

bb efficiency (MC) 0.723+.007 0.723k.008 0.542+.009 0.423k.006 

bb sample purity (MC) 0.227+.002 0.653f.008 0.841+.008 0.7531t.007 

Number of events tagged 196 48 30 49 

6ii, statistical error +1.78 +1.97 +2.05 - 
-1.86 -1.85 -2.00 

Table 7-2 The properties of the event selection cuts and the three 
tags used for this multiplicity measurement. The tag efficiency for the 
tags is given with respect to the number of events which have already 
passed the hadronic event cuts and is that predicted by the full detector 
simulation Monte Carlo. The number of events tagged is what is 
observed in our data sample. The statistical errors are the result of a 
Monte Carlo study. 

between the hadronic event multiplicity, the sample multiplicity and the sample 
purities, the statistical error was calculated using a Monte Carlo method. 
Specifically, it was calculated by using 72 Monte Carlo samples of identical size to 
the data sample and calculating 66, in each. The spread in the resulting values of 

* See Chapter 5 for more information on using the impact parameter significance tag to select 
bb events. 
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Zinb for all of these experiments indicates the statistical precision of the 
measurement. The lo range of 66, was chosen as the central 68.3% of the values 
found in the 72 data samples. As will be discussed in a later section, the systematic 
error in the Z” + bb multiplicity measurement is relatively small, and so we chose 
the EV2 tag for the measurement based solely on its statistical power. The other 
two tags will be used as checks on the multiplicity result. 

7.2.2.2 Multiplicity Biases Introduced._by- the Impact Parameter Tags 
Biases introduced by the tags, to the extent that they are modelled by the Monte 

Carlo, are taken into account naturally in the Monte Carlo-derived reconstruction 
constants Ci j described in Section 7.1. In order to have confidence that the Monte 
Carlo is correctly accounting for tag biases, it is helpful to understand the source of 
all biases which affect the result by more than a fraction of the statistical error. 

A  tag can alter the relationship between reconstructed and true multiplicity in 
_ - two ways: either via correlations with the event multiplicity (e.g. events with high 

multiplicity B hadron decays are more likely to be tagged), or via correlations with 
the reconstruction efficiency. To study these effects, one can define two quantities: 
the raw bias and the reconstructed bias. The raw bias for a given set of tracks, j, 
(where j E  udsc, bb non-leading, or B  decay tracks) is given by the following ratio of 
the Monte Carlo generated multiplicities FL:,, for the sample of b-tagged events and 
for all of the hadronic events: 

Bj = E,LjLl (tagged events) 
raw 

iiien (all hadronic events) * 
(7-11) 

This raw bias is a measure of the correlation between the tagging efficiency and the 
multiplicity of the events tagged. The reconstructed bias is similarly given by ratio 
of multiplicities of tracks reconstructed by the tracking detectors after the Monte 
Carlo detector simulation, m rLcon : 

# = 
miicon (tagged events) 

recon 
mAcon (all hadronic events). 

(7-12) 

where again the multiplicity sample i is that of subset f the tracks such as the udsc, 
bb non-leading, or B  decay tracks. Avalue of 1.0 corresponds to no bias. 

In the case of the hemisphere tag HE2, which is expected to be relatively free of 

bias, the raw bias is 0.989&.008 (1.016+.016) and the reconstructed bias 1.036+.009 

(1.056f.015) for Z” + bb (Z” + udsc) events. The 1 - 2% raw biases correspond to 
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less than 0.5 tracks, and are statistically consistent with 1.0. The reconstructed 
biases are significant, and are found to be due to the back-to-back correlation 
introduced by recoiling jets: the HE2 tag preferentially tags central events (namely 
those with cosOthrust - 0) due to the higher average reconstructed multiplicity, and 
since the untagged jets used to measure the multiplicity is recoiling against the 
tagged jet, it carries the preference towards events with a larger reconstruction 
fraction into the multiplicity measurement. If the sample is restricted to central 

events only ( ) cos9th,USti < 0.61, the reconstructed bias is reduced to 1.0161t.011 
(1.013+.019) for 2’ + bb (2’ + udsc) decays. This is consistent with no bias. The 
removal of 3-jet events from the sample, which also might be expected to introduce 
significant hemisphere-to-hemisphere correlations, produces very little change in 
the HE2 tag bias. Nevertheless, it has been demonstrated that, for the HE2 tag, the 
6% tag bias is understood in terms of effects well modelled by the Monte Carlo. 

For the EV3 tag, where the biases are expected to be the largest,* the raw and 
reconstructed biases are given in Table 7-3 for Z” + bb and Z” + udsc decays. The 
biases are given with the standard event cuts and after restricting the sample to 
central 2-jet events as above. The sources of this bias will be investigated separately 
for the bb and udsc events below. 

Z”-+bb Z” + udsc 
Event Cuts 

raw bias recon. bias raw bias recon. bias 

standard 
cuts 

0.985k.008 1.005&008 1.060+_.016 1.143+.017 

2-jet events &  
cos e 

c thrust\ < O-6 
1.012+.010 1.031+.010 1.090+.019 1.113f.020 

Table 7-3 Raw and reconstructed biases for the EV3 tag. 

Although the Z” + bb reconstructed bias of 1.031 looks small, it is so only 
because of a cancellation between the biases for leading and non-leading tracks 
(1.061 us. 0.995). However it is expected that significant biases may be present for 
an event tag. The possible sources of this bias include the B  energy from 
fragmentation and the B  decay multiplicity. The bias due to the B  hadron energy 
can arise from the fact the impact parameter tag is more efficient for a higher B  
energy+ and if the B  has much of the energy, less is available for the non-leading 

* By requiring that a given event have more significant tracks, the EV3 tag will more strongly 
bias the measured multiplicities than the less restrictive EV2 tag. 
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system to form additional particles. To examine this source of bias, events were 
selected in which both B hadrons have zE < 0.5, 0.5 c xE < 0.75 or XE > 0.75. The 
resulting biases in these event samples were found to still be statistically 
inconsistent with unity, indicating that the B hadron energy is not the dominant 
source of bias, In fact, the B hadron energy spectrum for the B hadrons in events 
tagged by the EV3 tag has virtually the same mean as that for all produced B 

hadrons, which indicates that this should not cause a bias. The B decay multiplicity 
is also a potential source of bias because a larger B decay multiplicity raises the 
tagging efficiency and also the multiplicity of the entire event. To investigate the 
bias due to the B decay multiplicity, the sample of events was binned by the number 
of tracks from the decays of both B hadrons in the event. Both the raw and 
reconstructed biases for the leading and non-leading tracks were found to be 
statistically equal to 1.0 within each of these bins, indicating that it is the B decay 
multiplicity which is the major source of bias for the event tag in bb events. 

For Z” + udsc events the source of the remaining bias is also straight forward: 
it is simply due to the tendency of high multiplicity events to more often have the 
requisite number of significant tracks to be tagged. A simple calculation can 
demonstrate this for uds events. If one assumes that the significant tracks in such 
an event are uncorrelated, then binomial statistics can be used to estimate the uds 
bias. Two inputs are used from the full Monte Carlo: the probability of a track in a 
uds event having b/oh>3 and a hadronic reconstructed multiplicity distribution. 
With this, the average reconstructed multiplicity of the tagged sample can be 
determined and the bias calculated. The results are that reconstructed biases for 
the EV3 (EV2) tag are 1.18_+0.03 (1.13-+0.01) using the full Monte Carlo and 1.24 
(1.15) with this model. For Z” + cc events, the effect of correlated heavy quark 
decay tracks is not large enough to significantly change the generally uncorrelated 
behavior seen with Z” + uds events. 

Thus the source of the bias introduced by the different tags has been resolved 
for effects modelled by the Monte Carlo. For the hemisphere tag it results primarily 
from the back-to-back correlation between recoiling jets, For the whole event tags, 
the bias in Z” + bb events results from the correlation with the high multiplicity 
and the large impact parameters of tracks from the decay of the heavy quark. For 

Z” + udsc events the bias simply arises from correlation between multiplicity and 
the likelihood of having two uncorrelated tracks with significantly mis-measured 

t See Figure 5-5 on page 165 for information on the sensitivity of the impact parameter tag to 
certain B hadron properties. 
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impact parameters. In all cases, we are,confident that these effects are either well 
modelled in the Monte Carlo, or will be properly addressed in the section on 
systematic errors (e.g. B decay kinematics, uncorrelated impact parameter 

smearing). Of course, there is always the possibility that there are biasing effects 
which the Monte Carlo knows nothing about. For these, we have only the 
consistency between the whole-event tags and the relatively unbiased hemisphere 
tag to indicate that the biases are properly modelled. 

7.2.3 Calculation Parameters and Results 
In order to derive SK, from the measured multiplicity of the hadronic and the 

tagged events, the sample b-purities and reconstruction constants introduced in 
Section 7.1 must be determined. The purities P, and P, are determined by 
counting the number of b and udsc events in the hadronic and tagged Monte Carlo 

- samples. The reconstruction constants, Ci j, are given by the Monte Carlo ratio of 
the reconstructed to generated multiplicity for all events in the categories specified 
by the indices i and j (i.e. taggedun-tagged and udsc/B-decay/non-leading bb). The 
values of these parameters for the event cuts and the three tags described in the 
previous section are shown in Table 7-4. The B decay multiplicity used to calculate 

Tkig Property Hadronic 
Event Cuts EV2 Tag EV3 Tag HE2 Tag 

c (MC) udsc 0.804 0.878 0.889 0.819 

CB (MC) 0.848 0.917 0.959 0.879 

C,, WC) 1 0.749 0.745 0.731 0.776 

tag b purity (MC) 0.227 0.653 0.841 0.753 

mean multiplicity (data) 16.71 18.52 19.37 18.66 

66, (data) - 2.11 2.73 2.76 

Table 7-4 The constants and multiplicities used to calculate the 
difference between the b event and total hadronic multiplicity. The 
reconstruction constants Cij and the purity were determined by the 
Monte Carlo. The mean multiplicities are those observed in the data 
(see Figure 7-1) Note that the statistical error on the multiplicity 
difference is not calculated from the errors on the above quantities, but 
rather using the Monte Carlo method described on page 202. 

SE, was given by the average of the CLE0[1301 and ARGUS[1311 B,,, meson 
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Figure 7-l Multiplicity distributions for all events after the event 
selection cuts and for the events which passed each b-tag. 

multiplicities measurements, 5.44, with a correction determined using the Lund 
Monte Carlo of 0.13 tracks per event to account for the decays of the other B  
hadrons iBs ; and B  baryons). The resulting event multiplicity due to B-decay was 

thus EB = il.01. This Monte Carlo correction for the heavier B  species is described 
in more detail in Section 7.5 on page 214. For the Z” + bb branching fraction, Fb , 
the standard model value of 0.217 was assumed.[131 

The measured multiplicity distributions for the hadronic sample and the three 
tagged samples are shown in Figure 7-l. Using the means of these multiplicity 
distributions, the values of Gi, for each of the three tags was calculated and is 
given in Table 7-4. To determine whether the three different tags yield consistent 

values for SE,, a technique similar to that used for determining the statistical 
errors was employed (see page 196). For 72 different Monte Carlo, G, was 
calculated using each of the three tags and the difference between 6Z, calculated by 
each tag was recorded. The width of the resulting 66, difference distribution yields 
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the level of difference one might expect to see in the data. The lo differences among 

these three tags were determined by the central 68.3% of these samples. Table 7-5 

I aI2 measured expected lo 
difference in Gi, difference in G, I 

1 EV2-EV3 1 -0.62 I 1.06 I 

EV2 - HE2 -0.65 ._ . 1.34 

HE2 - EV3 0.03 1.59 

Table 7-5 Comparison between multiplicity difference calculated 
using the three different tags. 

. - shows the measured differences among the various combinations of the three tags 
with the expected lo difference. From this it is seen that all three values are 
consistent. Thus using the EV2 tag as the standard, the nominal result is, 

&ii, = 2.11-$;6” (7-13) 

where this error is statistical only. 
As another check, the reconstruction constants for the hadronic event cut 

f=de, Ch,j, can be combined into a single constant and multiplied by the 
measured mean multiplicity in the hadronic sample of 16.711LO.35, to yield a 
corrected multiplicity for the 1991 data set of 20.89f0.44 (statistical error only). 
This value is close to-the world average total multiplicity of 20.94kO.20 and provides 
an independent check that our method of extracting the ‘true’ multiplicity from the 
measured multiplicity is sensible. Furthermore, if the reconstruction constants are 
entirely ignored by using Equations (7-2) and (7-3), the result for 6Z, is 4.13. This 
would cause a difference of less than 20% in the resulting value of the non-leading 
multiplicity in bb events, compared to the value calculated using the fully corrected 
equations. This difference is the full effect of the biases and variations among the 
individual reconstruction constants. 

7.3 Systematic Errors in the Multiplicity Difference 
A broad range of effects which can systematically affect Gi,, either through the 

tagging purities or the reconstruction constants, were investigated. The sources of 
error due to uncertainties in various physics parameters include the ability to 
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properly model events in the three classes (u&c, B-decay and non-leading tracks in 
bb events) and heavy quark production and decay properties (branching ratios, 
fragmentation, lifetimes). Other errors result from uncertainties in the detectors. 
These include track finding efficiency, tracks from photon conversions, multiple 
Coulomb and nuclear scattering, track selection cuts, and impact parameter 
resolution. The final source of systematic error is that due to the finite number of 
tracks used in the Monte Carlo data sample. 

The principle sources of error for this-measurement are: 

l the uncertainty in modelling the momentum and polar angle distributions of 
the non-leading tracks in bb events; 

l the uncertainty in the impact parameter resolution function; 

l the statistics in the number of Monte Carlo events generated. 

. - All of the significant sources of systematic error are discussed below and values are 
given for the EV2 tag. A summary of the results can be found in Table 7-8 on page 
213. The total systematic error in 66, is significantly smaller than the statistical 

error. 

7.3.1 Modelling of 9 + udsc Decays 
Since the acceptance of the Mark II detector is not perfect, there will be a 

dependence of the reconstruction constants C;,j on the modelling of hadronic events 
due to acceptance limits in cos6 and p,. In the case of udsc events, the 
distributions of these variable are well constrained by the existing measurements of 
the exclusive properties of hadronic decays. 

All reconstruction constants were initially derived using the Lund 6.3 Parton 
Shower tuned primarily to Mark II data from PEP, as discussed in Chapter 3. For 
udsc events, the reconstruction constants were then corrected to those 
corresponding to a more recent tuning of Lund done at the Z” by OPAL.E1021 This 
was accomplished by comparing the two models in cos6 and p, at the generator 
level, after applying a cut equivalent to the event cut applied after full detector 
simulation. For all three tags, the correction to the light quark reconstruction 
constants were less than 0.1%. 

The uncertainty in 66, introduced by the uncertainty in the light quark 

reconstruction constants was studied by varying the Lund Parton Shower 
parameters within the range constrained by the OPAL tuning, and calculating the 
resulting change in the reconstruction constants. The corresponding uncertainty in 

66, was found to be less than +0.05 tracks. There is also uncertainty due to the 
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model-dependent extrapolation below 1 cos01 = 0.8 and p, = 0.15 GeVlc , which is 
outside the acceptance of all experiments. To be conservative, an ALEPH estimate is 
used of the uncertainty associated with this extrapolation. Using a somewhat larger 

P XY 
cut of 0.2 GeV/c, they estimated this to be 3~0.1 tracks.[1141 Combining these two 

effects, the total uncertainty in Zig, due to the uncertainty in the modelling of udsc 
events is taken as kO.10. 

7.3.2 Modelling of Non-leading Particle-Production in b Events 
In the case of non-leading tracks from 2’ + bb decays, there is no data 

available to constrain the cos9 and p, distributions, and in particular the fraction 
of these tracks which fall outside of the detector acceptance of 1 cos61 < 0.8 and 
p, > 0.15 GeV/c . Consequently, an approach based on more general principles is 

warranted. 

_ - Within the Lund Parton Shower Model, the various parameters control the 
stiffness of the momentum spectrum and the spread of the event around the jet axis 
(e.g. the vector to pseudovector ratio, strangeness and baryon production, 
fragmentation and shower cut-off energies) have been varied over wide ranges. In 
addition, the Matrix Element generator has been substituted for the Parton Shower 
routine and Feynman-Field fragmentation has been substituted for the Lund String 
fragmentation for light quarks. None of these effects changed 65, by more than 
0.25 tracks. 

In addition to the above, the momentum spectrum of the non-leading tracks was 
resealed so that the fraction of the non-leading energy in the form of charged tracks 
varied between Y3, corresponding to pure isospin 1 (pion-like) production, and l/2, 
corresponding to pure isospin l/2 (kaon-like) production. This is an extremely 
conservative constraint: if instead this range is changed by varying the level of 
mass suppression, or the relative population of SU(3) multiplets, the variation in 
the charged energy fraction is less than half of this size. In any case, varying the 
non-leading charged energy fraction from 0.50 to 0.67 (our default Lund Monte 
Carlo gives 0.59), yields, an error in SK, of +0.4 tracks. In the interest of preserving 
the model independence of this measurement, this conservative estimate is taken as 
the systematic error. 

7.3.3 B Decay and Modelling of Leading Particle Properties 
The measurement of 6K, is sensitive to the modelling of the B hadron decay 

properties, such as the multiplicity and momentum spectrum, through the leading 

reconstruction constants Ci B and the tag purity. These properties are constrained 
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primarily by CLEO and ARGUS measurements at the y(4s) [1301[1311[1331 A 

reweighting technique was used to conform to the CLEO and ARGUS data, and to 
study the uncertainty in %i, introduced by the uncertainty in these constraints, as 
was used in the Z” + bb fraction measurement in Section 6.3.6 on page 184. The 
largest effect, the uncertainty in the B decay multiplicity, was found to introduce an 
uncertainty of f0.05 tracks in 6E2,. The variation in 66, associated with the 
softening of the Lund generated momentum spectrum to agree with the CLEO data 
was negligible. 

7.3.4 3-Jet Rate 
The dependence of the 3-jet rate was explored through the use of a reweighting 

scheme which preserved (xE& while varying the 3-jet rate (at ymin = 0.08) over a 
very conservatively large range between 0.12 and 0.22.11361 The resulting change in 
6$, was kO.04 tracks. 

7.3.5 Non-hadronic Contamination 
For the initial Mark II hadronic decay measurements, the non-hadronic 

background was estimated to be 0.42 events in the sample of 398 hadronic 
events 1621 For the 1991 data sample of 196 hadronic events, with slightly more . 
stringent hadronic event selection cuts, this corresponds to a contamination of less 
than 0.2 events. In the worst possible case, if this 0.2 events has 7 tracks (the 
minimum allowed by the event selection cuts) and is tagged (unlikely), it causes an 
uncertainty of 0.05 tracks in 66,. 

7.3.6 Bottom and Charm Hadron Production and lifetimes 
The result for 6K, will depend on the branching ratio of the 2’ to bottom and 

charm quarks, the energy carried off by the heavy hadron during fragmentation and 
lifetime of the heavy hadrons, primarily through their effects on the purity of the 
tagged event samples. For more information on the limits chosen here, see 
Section 6.3 on page 180. 

7.3.6.1 9 Branching Fraction to Bottom Quarks 

All four LEP experiments have measured Br (Z” + bb) and as discussed in 

Section 1.5 on page 22, the average value is 0.212f0.011. Varying the fraction of bb 
events by fO.O1l in the Monte Carlo will change 6n, by +0.05 tracks. 

7.3.6.2 3 Branching Fraction to Charm Quarks 
Similarly, Br (Z” + CC) has been well measured using both a high PT lepton tag 

at ALEPH1223 and D* tags at DELPHIl12g1 and OPAL.Ig5] The average of these 
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measurements is 0.171f0.029. Varying the fraction of charm events in the Monte 
Carlo similarly yields a systematic error in 66, of fO.10 tracks. 

7.3.6.3 Bottom Fragmentation 

The mean energy carried away by the bottom hadron, (3~~)~ = EB/Ebeam, will 
affect 66, both through the reconstruction constants and the tag purity. The energy 
carried away by the B  hadron determines how much energy is left to produce the 
non-leading particles, and in this way the value of (xE)b will affect the non-leading 
reconstruction constants. The track impact parameters also have a weak 
dependence on (x& (see Figure 4-2 on page llO), and thus the tag efficiency and 
purity will also depend on the stiffness of the fragmenting process. The average of 

the measurements by ALEPH,[223 L3,[231 and OPAL12*] is (xEb = 0.697& 0.017 
corresponds to an error on 66, of f0.03 tracks. Note that care must be taken to hold 
the non-leading multiplicity constant while (xE& is varied. This was achieved 
using a reweighting scheme which depended on both the (xE)b of the two B  hadrons 
in an events and the non-leading multiplicity. As discussed in Section 6.3.3 on 
page 182, no attempt is made to account for uncertainty in the shape of the 
fragmentation function. 

7.3.6.4 Charm Fragmentation 
The average energy carried off by charmed hadrons, (xE)c, will affect the 

reconstruction constants and tag purities as in the case of the bottom hadrons. The 
average of 0.515f0.011 is the result of measurements by ALEPH[221 and OPAL.[g51 
Using this uncertainty to provide a systematic limit on 6n, yields an error of +0.03 

tracks. _ 

7.3.6.5 Bottom Hadron lifetime 

The average lifetime of the B  hadrons is well measuredr1021[251 and as discussed 
in Section 6.3.1 on page 180, has an average value of 1.31kO.07 picoseconds. This 
uncertainty corresponds to an uncertainty in 65, of +0.03 tracks. 

7.3.6.6 Charm Hadron lifetime 

The lifetimes of each of the charm hadrons have been independently measured. 
Varying the Do, D’, D, and AC within the Particle Data Group limits[1021 produces 
an uncertainty in 6ii, of f0.02 tracks. Additionally, if the ratio of Do to 0’ 

production is varied from O-100% vector (D*) production leads to uncertainty of 
f0.05 tracks in 6Z,. 
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7.3.7 Intrinsic Impact Parameter Resolution 
As discussed in Section 6.3.9 on page 186, additional impact parameter 

smearing is required in the Monte Carlo in order to reproduce the impact parameter 
distributions observed in the data. Making the same conservative choice as before 
by using the 20 allowed region of different amounts of smearing, and determining 
the reconstruction constants for each of these values yields a systematic error in 
6Z, of ~tO.15 tracks. A  limited amount of very broad impact parameter smearing 
(the ‘far tail’) is also allowed (see Table 4-3 on page 137), and using the 20 allowed 
far tail smearing leads to an additional error on 6E, of +0.02 tracks. Thus the total 

systematic error on 66, due to the uncertainty in the intrinsic impact parameter 
resolution is kO.15 tracks. 

7.3.8 Multiple Coulomb’and Nuclear Scattering 
Using methods as described in Section 6.3.10 on page 186, systematic limits can 

be placed on 66, which result from multiple Coulomb scattering and both elastic 
and inelastic nuclear scattering. The amount of scattering material which most 
affects the impact parameter resolution, namely that in the beam pipe and SSVD, 
can be constrained to +3% with our statistics. Varying the amount of scattering 
material in the inner scattering layers by this amount results in a change in 66, of 
ztO.04 tracks. Although the material in the DCVD and CDC is more difficult to study 
using tracking information, it is less important for the impact parameter resolution. 
This material is, however, quite relevant for photon conversions as will be discussed 
in the next section. Using the inelastic nuclear scattering generator, it was found a 
conservative systematic limit of kO.10 tracks can be placed on 65,. 

7.3.9 Photon Conversions 
The Monte Carlo predicts that 9.3% of the reconstructed tracks which pass the 

multiplicity track cuts arise from photon conversions. Hence it is important that 
these be well modelled so their effect is properly accounted for in the reconstruction 
constants, Ci j. Two approaches were taken to verify our modell ing of these 
conversion tracks. The first check is a rough estimate based on the Monte Carlo 
generated photon spectrum. It has been estimated that the conversion probability is 

PC = 7/9 (L/LR) , where L/L, is the number of radiation lengths.[1371 Making use 

of the generated photon spectrum and the nominal material thicknesses in the 
Monte Carlo, this estimates that conversions should be between 9 and 11% of all of 
the reconstructed charged tracks, thus confirming the more rigorous result from the 
detector simulation. 
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The second check investigated how well the conversion tracks are modelled in 
comparison to our data. This uses the fact that according to the detector simulation, 
greater than 60% of the conversion tracks originate in the DCVD outer wall and the 
CDC inner wall. Thus the addition of a track cut which requires track information 
to be found in the DCVD will substantially reduce the number of conversions. If at 
least 15 out of 32 possible position measurements in the DCVD are required the 
detector simulation predicts that the fraction of tracks from conversions should be 
reduced from 9.3% to 3.7%. When 65, is determined using the additional track cut 
and the EV2 tag, the result differs by 0.27 tracks from the nominal result. The 
significance of the difference is determined as above using the 72 Monte Carlo data 
samples of 220 events, and it is found that the expected lo difference between the 
determination with and without the, requirement of DCVD information on the 
tracks is 0.83 tracks, thus indicating that the observed difference of 0.27 is well 

- within the expected range. 
Given the consistency of these two checks and the accuracy of the a priori 

knowledge of the amount of material present in the detectors (particularly the 
DCVDKDC interface region which is not well constrained by the impact parameter 
resolution studies of the previous section) a very conservative limit of *20% is 
placed on the number of conversion tracks. This corresponds to a systematic error in 
6$, of+&05 tracks. 

7.3.10 Track Finding Efficiency 
The track finding efficiency has been studied as described in Section 4.6 on 

page 144, and is understood to within _+l% for the multiplicity track cuts (which do 
not use the vertex- detector information). This corresponds to a systematic error in 
6Z, of f0.04 tracks. It is interesting to note that this uncertainty would be much 

larger (z&2 tracks) if instead of 66,) the total multiplicity had been measured. 

7.3.11 Track Cuts 
Differences between the effects of the multiplicity track cuts on the data and the 

Monte Carlo are also a possible source of systematic error. (See Section 7.2.1 on 
page 194 for a description of these cuts.) Exclusive distributions* of the quantities 
used in the multiplicity track cuts are shown in Figure 7-2 for all of the events 

which pass the hadronic selection cuts, and in Figure 7-3 for the events which were 
tagged by the EV2 tag. As an initial check, each of the cuts was separately varied 

* In this usage, ‘exclusive distribution’ means that when looking at the distribution of one 
variable used in the track cuts, the other cuts have already been applied. 
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Figure 7-2 Exclusive track distributions of the variables used for 
the multiplicity track cuts for all events. The apparent discrepancy in 
the cos 6 distribution actually is just a result of a slightly lower fraction 
of events in the data at values of large I cos 6 I probably resulting from 
a statistical fluctuation. Specifically, in the data we see 81+11% as 
many tracks in the region 0.6 c I cos 6 I < 0.8 as are predicted by the 
Monte Carlo. 
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Figure 7-3 Exclusive track distributions of the variables used for 
the multiplicity track cuts for events which were selected by the EV2 
tag. 

Page 210 



7.3.11 Track Cuts 

Original Modified 
cut cut 

measured 
difference 

in 66, 

expected lo 
difference 

in 6E, 

< 0.6 0.756 1.502 
Icots < 0.8 

< 0.7. 0.604 0.587 

c 0.25 GeV/c -0.401 0.306 
p, c 0.15 GeVlc 

._ 

c 0.50 GeVlc -0.453 0.814 

115 0.004 0.058 
Ncoc” 25 

2 35 0.084 0.222 

I’mI <15mm 

Ibl < 15 mm 

<lOmm 0.060 0.263 

<20mm 0.162 0.212 

<lOmm 0.060 0.156 

<20mm -0.032 0.125 

Table 7-6 The difference between multiplicity difference 66, 
calculated with the original multiplicity track cuts and the case when 
one of the multiplicity track cuts at a time is changed, In only 2 of the 
10 cases does the measured difference exceed one standard deviation. 

and a value for- SE, calculated with this new cut. lb gauge the significance of the 
difference. between the result with the original and the modified cuts, the same 
method used above was employed. In this method the values of 6K, are calculated 
for 72 Monte Carlo event samples of the same size as the data sample. The 
standard deviation of the differences in 66, calculated with the original and 

modified cuts for the 72 samples thus provides an estimate of the expected 
difference in 66,. Table 7-6 shows the results of this test. Of the 10 trails in which 
a particular cut value was varied, the difference of &i, was greater than one 
standard deviation in only 2 of them. 

‘lb obtain some quantitative estimate of the systematic error, the differences 

between the fraction of tracks outside the cuts in the data and Monte Carlo was 
interpreted as an uncertainty in the reconstruction efficiency. This approach is very 
conservative, as the cuts are designed to remove regions where the detector 
modelling is suspected to be poor. The data/Monte Carlo differences are given for 
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multiplicity fraction fraction fraction effect on 
track cut fail: data fail: MC fail: 

data - MC Gi, 

1 cose1 < 0.8 1.33f.20% 2.48% -1.15% +0.03 

p, < 0.15 GeVfc 1.33+.20% 1.71% -0.38% kO.01 

N CDC ’ 25 0.2kk.O8% 0.22% -0.01% +o.oo 

I’m I < 15mm 8.97&.48% 5.46% - 3.51% +0.06 

1 lb1<15 m m  1 2.79&28% 1 2.04% 1 0.75% 1 +0.01 1 

1 Total Systematic Error on &ii, due to multiplicity track cuts: 1 *0.07 I 

Table 7-7 A data/Monte Carlo (MC) comparison of the fraction of 
tracks failing each track cut.. The differences are used to set a 
conservative limit on the multiplicity difference. 

- 
each cut in Table 7-7 along with the effective uncertainty this introduces in 6Z,, as 
measured by the EV2 tag. The sum of the effects in quadrature yields 1-0.07 tracks 
which will be taken as the systematic uncertainty due to the uncertainty in the 

effect of the track cuts. 

7.3.12 Monte Carlo Statistics 
Since the reconstruction constants and purities were determined using the 

Monte Carlo, there will be an uncertainty due to the finite statistics of the Monte 
Carlo sample of 20,000 hadronic events with full detector simulation. The effect of 
this level of statistics is a systematic error of kO.30 tracks in 65,. 

7.3.13 Full Result for the Multiplicity Difference 
Table 7-8 has a summary of the contributions to the systematic error 6<, for 

the EV2 tag. The sum of these systematic errors in quadrature is +0.57 tracks and 

thus the full result for the difference between the multiplicity of bb events and all 
flavors of hadronic events is 

66, = 2.11 f 1.82 (stat) f 0.57 (syst) . 
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7.3.13 Full Result for the Multiplicity Difference 

Source of Systematic Error Range Systematic 
Error on 66, 

MC Model: udsc tracks I see text I *0.10 

MC Model: non-leading 
tracks from bb events see text +0.40 ._ 

MC Model: B  decay tracks 1 see text I *IO.05 

3-jet fraction 0.12 - 0.22 
(at y*in = 0.08) +0.04 

non-hadronic events 1 0-0.2 in 196 events I kO.05 

b fragmentation I 0.680 - 0.714 I +0.04 

c fragmentation I 0.504 - 0.526 I kO.03 

average bottom hadron 
lifetime 1.24 - 1.38 psec kO.03 

average charm hadron 
lifetime PDG limits kO.05 

Br(Z” + bb) 
I I 

0.201- 0.223 *0.05 

Br(Z” + CC) I 0.142 - 0.200 I fO.10 

conversion tracks I f20% I f0.05 

multiple scattering f3% I kO.03 

nuclear scattering see text I rto.10 

impact parameter 
resolution see text kO.15 

track 6nding efficiency fl% I Lto.04 

multiplicity track cuts I see text I kO.07 

Monte Carlo statistics 1 20000 MC events I +0.30 

Total Systematic Error on 6ii, I xko.57 

‘Iable 7-6 A  summary of the systematic errors on the difference of 
b and udscb multiplicity. 
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7.4 Center-of-Mass Energy 
The average center-of-mass energy for the 1990 running has been measured 

with the distribution of energy spectrometer readings from runs with Small  Angle 
Monitor Bhabha events to be 

(Ecm) = 90.93 f 0.01 + 0.04 GeV 

with a roughly Gaussian distribution of width 0.2 GeV.1503 In certain cases, in order 
to make a proper comparison with lower energy data, this value must be corrected 
for the effect of initial state radiation, which is small near the Z” resonance. For 
example, the corrections, as given by the standard Lund initial state radiation 
routine, at the Z” mass and 400 MeV below and above it are -0.20, -0.21 and 
-0.41 GeV, respectively. The correction for the data sample, most of which lies 
between 90.7 and 91.2 GeV, is approximately -0.20 GeV. Thus the average center-of- 

. . - mass energy for the 1990 run, corrected for initial state radiation, is 

(E~yom.) = 90.7 Gev. 

7.5 b Event Total and Non-leading Multiplicities 
To extract the value of the average non-leading multiplicity, we recall that 

&ib = ipihad. The Z” -+ bb event multiplicity, Kb, can be written as the sum of 
the B  hadron decay multiplicity and the non-leading multiplicity, KB + nnl. 
Substituting this into the above equation for &i, and solving for the non-leading 
multiplicity yields, 

(7-14) 

As shown in Table 7-9, the total hadronic multiplicity, nhaal has been well 
measured at the Z” resonance by Mark II and all four LEP experiments. The 
average Khad = 20.94+ 0.20 tracks per event. Adding this value to %i, gives a bb 
event multiplicity of 

nb = 23.05 + 1.82 (stat) f 0.60 (syst) . 

To determine the non-leading multiplicity in bb events, the B  decay multiplicity 
is required. The multiplicity of Bu d meson decays has been well measured at the 
T( 4s). CLEO11303 and ARGUSI have measured the multiplicity at the YJ 4s) to be 
10.81&0.05*0.23 and 10.99&0.06+0.29 respectively. The average of these values 
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experiment 

ALEPH1114] 

OPAL[1151 

total charged 
multiplicity 

20.85fO.OW0.24 

21.40f0.02f0.43 

I Average I 20.94ko.20 I 

Table 7-9 The previous measurements of the total charged 
multiplicity at the Zc’ and weighted average. The average accounts for 
the correlated systematic errors among the experiments. 

taking into account an estimate of the common systematics is 10.88f0.20. At 
energies higher than the Y(4s) however, there are contributions to the B hadron 
decay multiplicity from other B mesons and B baryons. The Lund Monte Carlo 
calculates that the B hadron multiplicity for all B  species is 0.13 tracks per event 
higher than for Bu d only A  summary of the production fractions and multiplicities 
as predicted by Lund are given in Table 7-10. Adding this to the CLEO and ARGUS 

I production average 
B hadron species fraction multiplicity 

per event I 
Bu d 0.79 10.88 

Bs’ 0.12 11.34 

B baryon 0.09 11.74 

1 average B hadron multiplicity per event 1 11.01 I 

Table 7-10 Production fractions and decay multiplicities used for the 
different B hadron species. The production fractions are those 
predicted by the Lund Monte Carlo. The decay multiplicities for Bu,d 
and B baryons are also predicted by the Lund Monte Carlo and scaled 
to the average of the CLEO and ARGUS values for the &d decay 
multiplicity. 

average multiplicity gives a value for the combination of all B hadron species of 
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11.01 tracks per event. Of course this number is somewhat sensitive to the specific 
assumptions in the Monte Carlo regarding the decay multiplicities of the B, and B 
baryons and production fractions of the different B  species. Although no 
experimental information on B, and B baryon multiplicities exists, and theoretical 
information is of little help, one expects that because of the high Q2 of the decays, 
the differences between the decays of the B, d are reasonably well handled by 
standard approaches, such as that implemented by the Lund Monte Carlo, in which 
the difference is simply provided by the change in the phase space. 

There is however some information available about the production fractions of 
the different B hadrons. Although the information on the B baryon production 
fraction is limited,* one can constrain the B, production fraction, P  (b + Bs) , using 
the present measurements of BB mixing. This is done using a Standard Model 
places a constraint on the relative mixing strengths of Bd and B,, which results 
from the unitarity of the Kobayashi-Maskawa (KM) matrix (see Appendix A). The _ - 
b + B, fraction is found in this manner to be 0.18f0.10, assuming a B baryon 
production fraction of O.WO.1. This is consistent with the Lund prediction of 0.12. 

Using the b + B, fraction found above and O.l+O.l as the B baryon production 
fraction, this adds an uncertainty of +0.04 tracks to the 0.13 track correction to the 
B  decay multiplicity which accounted for the non-BI1 d hadrons. Thus the B decay 9 
multiplicity at the Z” is taken as 

- 
ng = 11.01 fo.20. 

Thus with the value for 66, as found in Section 7.3.13, the world average value for 
the total hadronic charged multiplicity at the Z” resonance from Table 7-9 and this 

value of the B  decay’multiplicity modified to include all of the B  hadron species, the 
non-leading multiplicity is calculated at the initial-state radiation corrected center- 

of-mass energy of E,, = 90.7 GeV to be 

I %a1 = 12.04 f 1.82 (stat) &  0.63(syst). 

* ALEPH has done a presently-unpublished analysis of Ab production. They use a fairly 
standard lepton tag to measure the quantity P (b + A& . Br ( A + I+ A +X) . The size of the 
errors and the fact that this will not constrain the production o P the other weakly-decaying B 
baryons (the 2: and Z;) limits the usefulness of this measurement for our purpose. For more 
information on this measurement, see Reference [X271. 
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Figure 7-4 World sample of e+ e- annihilation charged 
multiplicity data versus E,, . Each of the fits is based on the leading 
log approximation-inspired form. The OPAL fit corresponds to the 
constants given in Reference [1151. The heavy quark corrected fit 
removes the effects of c and b production, as discussed in Section 7.6.1. 
The third fit has removed the leading particle effects, in addition to the 
heavy quark correction (see Section 7.6.3). The data comes from 
References [971, [1141, [1151, [1161, Cl171 and C1381. 

7.6 Comparison with Data at lower C.M. Energy 
Figure 74 shows the world sample of non-resonant mean charged multiplicity 

data versus the center-of-mass energy, E,, , for e+e- annihilation. The solid line in 

the figure is a fit to the multiplicity data using the leading-logarithm approximation 
(LLA) inspired form,[13g3 

ii had = cz+b-exp{cJlnE,,}, (7-15) 

where a, b, and c are the constants determined by the fit and EC, is in GeV. For 

this fit, done by OPAL, the constants have the values a = 2.418, b = 0.113 and 
c = 2.421.[l15] While the LLA inspired form provides a general description of the 
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data over a wide range of energies, there are some regions where the agreement is 
not very good. In particular, the fit is significantly lower than the data in the region 
around the bottom threshold, where one would expect that the LLA inspired shape 
would not hold. There is probably a similar problem at the charm threshold, 
obscured by the large systematic uncertainty of the Mark I data. Clearly, one should 
use caution in making such global fits to the multiplicity. To make the comparison 
between the non-leading multiplicity and this data more meaningful, several 
corrections were studied. 

7.6.1 Heavy Quark Correction 
In the total multiplicity measurements of Figure 7-4, there is a significant 

contribution from heavy quark (CC and bb) production, which is almost entirely 
absent in the non-leading production process, and thus must be removed from the 

- total multiplicity measurements. At 29 GeV, we find that the heavy quark event 
multiplicities are [371[391[401 

Kcc = 13.4kO.7 and Ebb = 15.7kO.6, 

and from all PEP and PETRA measurements near 29 GeV11401 the multiplicity for 
all flavors of hadronic events is 

- 
nudscb = 12.4BO.21. 

Combining these yields a correction to the total multiplicity to account for the 
presence of heavy quarks of 

- 
nudscb -fiuds = 1.20f0.50. 

To extend this to other center-of-mass energies, the Lund Monte Carlo was 
employed with the parameter settings determined by Chrin,1421 (taking care to 
evolve E, and sb in the manner outlined in that article) tuned to the above 
multiplicity difference at 29 GeV 

With the multiplicity data corrected in this fashion, it was re-fit to the LLA- 
inspired form with the result 

- 
nhad = 2.554 + 0.1252 . exp {2.317/K} . 

Figure 7-5 shows the corrected data and the fit. With the heavy quark contributions 
removed, the LLA form provides a much better description of the data. The worst 
agreement is in the region between 3 and 7 GeV, which is nevertheless within the 
common systematic error of 0.9 tracks of the Mark I data in that region. This fit is 
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Figure 7-5 World sample of charged multiplicity data, corrected to 
remove the effects of heavy quark production. The line is a fit of the 
LLA-inspired form to this data. 

also shown as the dashed line in Figure 7-4, where it lies below the udscb data 
points. 

It should be noted that, in basing this correct on measurements of the cc and bb 
multiplicities at 29 GeV, we have introduced an additional systematic error of kO.5 
tracks in the multiplicity comparison. While this is small compared to the statistical 
error in the non-leading multiplicity, it is nevertheless one of the largest systematic 
errors, and thus may possibly determine the degree of accuracy with which this 
comparison can be made in the high-statistics limit. It may well be that this 
uncertainty could be reduced by considering the measurements of the difference 
between cc, bb and udscb multiplicities, rather than considering the measurements 
separately as has been done before. 

7.6.2 Non-leading Energy and xE-distribution Bias 
Because the xE distribution is not a &function, but is instead a rather broad 

function presumably related to the Peterson function, and because the relationship 

between the average multiplicity and ECm is not linear, the mean non-leading 
multiplicity expected for a given (xE) is not quite equal to the mean total 
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multiplicity measured at a lower center-of-mass energy equal to average non- 
leading energy, 

(Q> = E,, Cl- (xE)). (7-16) 

Mathematically, this accounts for the fact that the non-leading multiplicity 
measures the multiplicity at a distribution of energies is given by 

(c (EnI) > = I 6 (En11 P (E-I;,) dE,, , 

whereas the multiplicity at (EnI) is 

fi ((En,)) = fi IjE,,P bQ> dE,,l 

(7-17) 

(7-18) 

where K  is the function which relates center-of-mass energy to the mean total 
multiplicity and P (Enl) is the normalized non-leading energy distribution which is 

. - given by a convolution of the 1 - xE distributions for the two B  hadrons in the 
event. In the following comparisons between the non-leading multiplicity and lower 
energy total multiplicity data, this is accounted for by the application of a correction 
to the non-leading energy. The corrections used are given in Table 7-11. These 

Table 7-11 The non-leading energies and the associated x- 
distribution correction at which the previous measurements of the non- 
leading multiplicity were done. 

corrections have been calculated assuming a Peterson fragmentation function. The 
values for (xE) at PEP/PETRA energies were calculated using the values and 
prescription as described by Chrin,1423 except with initial state radiation (ISR) off. 
This is because multiplicities are customarily quoted at the nominal Ecm and are 
corrected to remove ISR. 
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The non-leading energies used for comparison to the total multiplicity data, for 
this measurement as well as for the PEP and PETRA measurements, are shown in 

Table 7-12, along with the non-leading multiplicity values. It should be pointed out 

experiment and E 
cm %l) 

heavy quark type 
fib or %c %l 

(G,) (GeW 

Mark II ( bb)1371 29 16.1fl.l 5.1fl.l 7.12 

Mark II (cF)r373 29 13.Wl.O 8.1jzl.O 12.46 

DELCO ( bb)C3g1 29 14.32zto.92 3.31f1.20 7.12 

TPC (bb$4ol 29 16.7fl.O 5.7ztl.O 7.12 

TPC ( cE)14” 29 13.5kO.9 8.4kO.9 12.46 

TASS0 ( bb )141’ 35 15.96k1.43 4.95f1.44 8.75 

TASS0 (bb)[411 42.1 17.Oti1.98 6.01f1.99 11.04 

this meas. (bh) 90.9 23.05kl.92 12.04k1.93 26.05 

Table ‘7-12 The b or c event multiplicities, corresponding non-leading 
multiplicities and corrected non-leading energies are given with their 
total statistical and systematic error for previous experiments and this 
measurement. The b non-leading multiplicities were calculated using 
an average B decay multiplicity of 11.01+0.20 (see Section 7.5). The c 
non-leading multiplicities were calculated assuming 5.BO.3 tracks for 
the average charm hadron decay multiplicity, as used in these 
measurements. 

that the PEP and PETRI experiments have chosen to take initial state radiation 
into account by correcting their measured bb multiplicity back to the nominal beam 
energies. On the other hand, (xE& is quoted in terms of the umorrected beam 
energy, and so initial state radiation must be added back into E,, before 
multiplying by (xE)b to get the non-leading energy. Since events with very energetic 
initial state radiation will fail hadronic cuts, this effect is detector dependent. The 
average energy lost to initial state radiation at PEP and PETRI energies has been 

estimated to be l.OkO.5 GeV. This correction has been applied to the PEP and 

PETRA energies, and the uncertainty included. For our measurement at the 2’ 
uncorrected beam energy of 90.9 GeV is used as a starting point. 
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7.6.3 Leading Contribution in Light Quark Decay 
One might expect that the comparison with the non-leading multiplicity from 

heavy quark decays at higher energy might be most properly done with only the 
non-leading portion of the light quark decays at lower energy. Again, the Lund 
Monte Carlo can be used to derive a correction to the multiplicity data, although in 
this case the correction is somewhat model dependent since it can not be tied to an 
independent measurement, as can the heavy quark correction. This correction, from 
the multiplicity in uds decays to the non-leading multiplicity in uds decays, has the 
form 

6, = a’ + b’ . log,, (I&) 

where a’ = -0.724, b’ = 0.970 and Ecm is in GeV. At 30 GeV, for instance, the size 

of this correction is +0.71 tracks. The correction is derived by removing the leading 
(most energetic) particle, or its decay products, in each hemisphere from both the 
multiplicity sum and the center-of-mass energy. The result of this correction is 
plotted as the dotted line in Figure 7-4. 

The correction for the effects of the leading particles should be interpreted as a 
check of the dependence of the multiplicity comparison and later, in the opposite 
fashion, the extraction of (x~&, on the theoretical uncertainty in the underlying 
assumptions. These assumptions include those regarding the process of non-leading 
particle production, and specifically the relationship of the non-leading particle 
multiplicity and the non-leading energy. Nonetheless, that the difference of 
approximately 0.7 tracks between this leading particle-corrected multiplicity 
function and the multiplicity function with only the heavy quark correction is on the 
same order as the total systematic error indicates that the overall approach is 
robust. This illustrates that this is another area (along with the non-leading 
reconstruction constant and heavy quark correction) which could benefit from 
additional theoretical study. Consequently, for the final results derived in the 
following sections only the heavy quark and the x,+istribution corrections are 
used. 

7.6.4 Multiplicity Comparison 
Figure 7-6 shows the world sample of multiplicity data, and the heavy quark- 

corrected multiplicity fit (see Section 7.6.1 for a description of this correction). 
Plotted over this are the non-leading multiplicity points fromTable 7-12, which 
include the xE-distribution correction described in the previous section. To the level 
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Figure 7-6 World sample of charged multiplicity data, without 
error bars, and the heavy quark corrected fit from Figure 74 and 
Figure 7-5. The dotted line is the +0.5 track uncertainty resulting 
from the normalization of the heavy quark correction to PEP and 
PETRA data. Also shown are the non-leading multiplicity 
measurements from previous experiments and this analysis, plotted at 
the appropriatexE-distribution corrected non-leading energy, as listed 
in Table 7-12. (The effects from the leading quark in uds events are 
not included as discussed in Section 7.6.3). The assumption of flavor 
independence for the fragmentation process predicts that the non- 
leading data should fall on the solid line. 

of experimental accuracy available, that the points lie on the corrected multiplicity 
curve, represented by the solid line, confirms the prediction of the flavor 

independence of the fragmentation process on the initial quark flavor. The highest 
energy point, from this study, serves to strengthen the quality of the check available 
from the lower energy measurements alone. 
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Finally, should this measurement be pushed at LEP, and an effort made to 
better understand the theoretical underpinnings of the measurement, it should be 

pointed out that there is a limit to the accuracy of the comparison imposed by the 
uncertainty in the measurement of n at lower energy. This is most likely a hard 
limit, since there are no plans for more running at intermediate energies (around 
30 GeV). Fortunately, the centroid of the. non-leading energy distribution for 
Z” + bb decay falls in a region, where n has been well measured by five of the PEP 
and PETRA collaborations. Correcting for the- small energy differences and 
combining the five measurements closest to 30 GeV114’] gives an uncertainty in K  of 
f0.21 tracks, with a x2 = 7.0 for 4 degrees of freedom. Thus, depending on how 
much the various systematic problems mentioned above can be brought under 
control, it will soon be possible to push this test to an accuracy 4 to 10 times greater 
than presented here. 

- 7.7 Extraction of the Average XE 
If it is instead assumed that the non-leading fragmentation is indeed 

independent of the flavor of the leading quarks, it is possible to estimate (zE& from 
the non-leading multiplicity, essentially by reading off the non-leading energy from 
the Z versus E,, plot. For (xE& - 0.7, the relevant range of E,, for this 
measurement is between 15 and 45 GeV. The value of (xE& is determined by the 
value of K  at the central value of E,, - 30 GeV, while the uncertainty in (xE)b will 
be given by the slope of the n dependence upon E,, , which in this range is given by 
the low energy PETRA data and the TRISTAN data. Figure 7-7(a) shows the fit to 
the LLA inspired.form as discussed previously, 

- 
nhad = a+b=exp{c,/E} (7-19) 

with a = 4.684, b = 0,511 and c = 2.736. Figure 7-7(b) shows the residuals from 
this fit as a function of energy. All corrections discussed previously, the heavy quark 
correction, removing the effects of the leading particles and the x,+listribution 
corrections, can then be applied to the results of this fit, although none have been 
included in Figure 7-7(a). The value of (xE&, with errors, is then found by solving 
the above equation, with the desired correction included, for the center-of-mass 
energy corresponding to the measured non-leading multiplicity. As a correction to 
the charged multiplicity, rather than a correction to the energy, the xg-distribution 
correction has the approximate form 66 = -141. E,k8’, such that at 30 GeV, it is 
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Figure 7-7 (a) Data and fit to the LLA-inspired form for total 
multiplicity restricted to the data from PEP, PETRA, and TRISTAN, 
for extraction of the mean xE. (b) Residuals from the fit. 

-0.31 tracks. For example, with the heavy quark and xg-distribution corrections 

applied, the corrected fit is 

- nhad = 3.484 + 0.511. exp { 2.736dK) -141. ELk8’. (7-20) 

Table 7-13 shows the results for (xE&, including statistical error only, for each 

of the three tags. In addition to systematic effects enumerated in the previous 

I add xE also add 
tag no correction distribution heavy quark 

correction correction 

also add non- 
leading, 

correction 
f 

EV2 0.701~:~0935 082 
0683?,,, 0.619;;;= 0.659’:;;; 

EV3 0667::$; 0.650’:~~4” 0.583’:;;; 0.627;::;; 

HE2 0.665+:,1;,5 0649’::;; 0.581’:;;0” 0626:::;; 

Table 7-13 The values of (x&, calculated with the different 
corrections as described in text. The EV2 value with the xg-distribution 
and heavy quark corrections is taken as our final result. 

section, the systematic error must include a contribution of 0.5 tracks due to the 

Page 225 



Chapter 7: The Multiplicity of Bottom Quark Events 

uncertainty in the heavy quark correction. For the fit with the heavy quark and XE- 
distribution corrections, which is taken as the final measurement, the resulting 
total systematic error of f0.80 tracks yields 

where the errors are statistical and systematic, respectively Thus, to its rather 
limited level of statistical accuracy, this approach provides a result in agreement 
with the current LEP average of 0.697&0.013,[221[231[241 and thus has provided an 
important independent check of the {xE& measurements which use the lepton 
momentum spectrum. 

In the future, the LEP experiments should be able to exceed the systematic 
error limit quoted here. This should provide a very meaningful check of the B 
hadron fragmentation energy, which is a critical parameter in the measurement of 
various parameters associated with 2’ + bb decays (branching fraction, lifetimes, 
exclusive branching fractions, etc. > 
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Limits on I?, Production at the Zfrom B 
Mixing Measurements 

It is useful in the measurement of the non-leading multiplicity in Z” + bb 
events, to place a limit on the production of the various bottom hadron species. 
Though little direct information on the production fractions exists, one can limit the 
B, production fraction, P (b + BJ , using the present measurements of BB mixing 
and assuming a constraint from the Standard Model. The strength of the mixing 

can be parameterized asI1413 
-- 

xz N(BB) +N(BB) 
N(bb) ’ (A-1) 

which is the ratio of the number of mixed events to the total number of produced bb 
events. If the B-mixing is large enough that the meson could mix many times before 
the B decays (‘full mixing’), then x tends toward 0.5. To determine the level of B, 
mixing, one notes that the Standard Model places a constraint on the relative 
mixing strengths of B, and B,, resulting from the unitarity of the Kobayashi- 
Maskawa (KM) matrix, that 

IYtdl2 
IVts12 

> 0.21. (A-2) 
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Figure A-l The allowed regions for B, m ixing from the CLEO and 
ARGUS experiments[1261 and the constraint from the standard model 
are shown. The combination of these indicates that Bs m ixing is 
nearly maximal. 

-- The ratio of the B, to B, mixing rates (x,/x,) will then, to within small 
uncertainty, be proportional to this ratio of KM elements and xi is then related to xi 

by 

i 
2Xi 

“i = 1-2~; (A-3) 

The m ixing of the B, has been measured by CLEO and ARGUS at the Y( 4s), where 

no Bs is produced, and yields an average value of xd = 0.155 rt 0.043 .[1261 Using the 

Standard Model constraint in conjuction with the CLEO and ARGUS measurement 
of xd, it can be seen in FigureA- that Bs must be almost fully m ixed, namely 

0.45 q, co.5. 
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At the Z”, the mixing will be a linear combination of the 23, and B, mixing 
strengths, 

x Go) = fdXd +fsx,, (A-4) 

where fd and fB are the B, and Bs fractions, with 

fu+fd+fs+fB baryon = l* (A-5) 

The LEP experiments have measured the mixing to be x (Z”) = 0.143 + 0.023 .[1261 
To place a limit on f,, Equations (A-4) and (A-5) can be solved to yield, 

fs = 
2x VO) - (1 -fB )joryon) Xd 

2x, -x,-j 

with the assumption that fu = fd. Using the above values for xd and x,, and 
assuming that fB baryon = 0.1 zk 0.1, the b + B, fraction is found to be 0.18f0.10, 
which is consistent with the Lund value of 0.12. 
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Appendix B 

DCVD Gas and -Temperature Control 
Systems 

The operation of the DCVD in the unsaturated regime placed stringent 
constraints on the gas parameters such as its composition and temperature. This 
appendix discusses the apparatus used to investigate and maintain the required 
gas properties. 

B.l Gas Properties Overview 
The gas used in the DCVD was a mixture of 92% CO2 and 8% C2H& The 

nominal gas pressure during the 1990 operation at the SLC was 2 atmospheres 
(absolute), although the chamber ran at 3 atm for much of its check-out prior to 
installation. At either operating pressure, the nominal reduced drift field, E/F’, was 
0.77 kV/cm/atm. With this field, the drift velocity is typically about 5.7 pm/ns. The 
drift velocity in this regime is unsaturated, which means that it depends acutely on 
the environmental conditions. This dependence can be expressed as 

‘d 0~ g f (T, gas composition) . 

The drift velocity depends linearly on the reduced electric field, and will also have a 
non-trivial dependence on the gas temperature and composition. Furthermore, 
because the drift velocity is so low and the maximum drift distance fairly long 
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(about 5 cm), the electronegative impurities in the gas must be kept to a minimum 
in order to maintain a minimum loss of signal during the electron drift. In order to 
minimize the influence of these environmental properties on the drift velocity and 
hence the time-distance relation, the goal was to control these parameters 
adequately to maintain a drift velocity variation of less than 0.05%. As discussed in 
Section 2.2.3.3 on page 56, the electric field strength was maintained within the 
required tolerances by the DCVD high voltage system. __ - 

B.2 Gas Delivery System 
The gas delivery system for the DCVD was designed to handle a number of 

responsibilities. Specifically, it was required that the gas delivery system 

l supply gas as free of impurities as possible, 

l monitor and maintain a constant gas composition, and 

- l monitor and control the gas pressure. 

The entire gas system appears reasonably complex, in part because it was designed 
to be flexible enough to work with a variety of gas quality control and monitoring 
devices. A  diagram of the system can be found in Figure B-l. The system does not 
recirculate the gas, but just vents the gas after passing through the chamber. 

8.2.1 Mechanical Assembly 
The mechanical assembly of the plumbing for the gas panel used 0.25 inch 

diameter oxygen-free high-conductivity (OFHC) copper tubing, which was cleaned 
.- in a solvent to remove any oils and then fired in a hydrogen furnace to remove any 

remaining volatile. compounds, The connections were made with brass Swagelok 
compression fittings,* which were cleaned with an ultrasonic cleaner before use. All 
valves were brass Nupro H-Series bellows valves and were ordered fully cleaned. 
These valves contained no non-metal seals which could potentially contaminate the 
gas. The bulk of the gas delivery system shown in Figure B-l was mounted on a 
large gas panel and was located next to the Mark II counting house. 

To ensure the integrity of the system when it was fully assembled and connected 
to the DCVD, a helium mass-spectrometer leak detector was used. It was found that 
these fittings could routinely achieve full vacuum leak-tightness when properly 

tightened. Furthermore, no leaks could be detected from any of the pressure seals 
on the DCVD itself. 

* The Swagelok fittings and Nupro valves are manufactured by the Crawford Fitting Company 
of Solon, Ohio. 

: : -: 
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Figure B-l A schematic diagram of the gas system for the DCVD. 
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Because the DCVD could be pumped to a vacuum, a 0.875 inch diameter 
vacuum manifold went from a mechanical vacuum pump placed by the gas panel, 
out to the Mark II magnet iron, about 15 feet from the chamber. A pneumatically 
controlled vacuum valve was located there to seal the chamber from the vacuum 
manifold. The final 15 feet of vacuum manifold was comprised of 0.5 inch OFHC 
copper tubing, as this was in constant contact with the gas in the chamber. 

B.2.2 Gas Source 
The gas supply for the 1990 run was two large tube trailers containing the 

COdC2He gas mixture. The gas was mixed commercially by the Liquid Carbonic 
Company and required to meet purity specifications. It was standard to also test the 
gas locally using our gas monitoring equipment, as discussed later, Typical gas 
shipments would contain as much as 3 ppm of oxygen as the primary 
electronegative contaminant. Contamination of other organic compounds, as 
measured by the supplier, were usually less than 100 ppm. Using the tube trailers 

- 
was particularly advantageous, as it ensured a constant gas composition for 
.extended periods. At the nominal gas flow rates of l-2 scfh, a tube trailer would last 

_ for at least six months of operation. The gas pressure of the tube trailer when 
supplied was about 500 lbs, which is below the pressure at which the CO2 would 
liquify. The gas pressure was regulated down to about 80 psi for the transfer line to 
the gas panel. Mounted on each tube trailer was an excess flow valve, designed to 
close automatically should the flow rate get too large (as in the case of a broken 
supply line, etc.) 

8.2.3 Elements of the Gas System 
At the gas p&el, the gas was routed through a pair of Oxisorb units which 

remove virtually all of the trace amount of oxygen in the gas. Two units were used 
because the small units tended to last only about two weeks, depending on the 
oxygen level in the incident gas. Several particulate filters were used to ensure that 
the chamber was not contaminated by any solid material. The specifications for the 
Oxisorb units stated that they would lower the oxygen level to less than 0.1 ppm 
when the inlet gas is not greater than 15 ppm. This performance is consistent with 
the observations made with our monitoring equipment. 

The last item on the gas panel before the supply line to the chamber was an 

electronically controlled regulator valve for active pressure control. The pressure in 
the chamber was measured by a Barocell Pressure Transducer, mounted on the end 
of the 0.5 inch vacuum manifold, about 15 feet from the chamber. This transducer 
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was connected to a Datametrics Type 1501 Pressure Controller. The controller 
incorporated an electronic feedback system and would adjust a regulator valve 

placed on the gas panel just prior to the supply line to the chamber. The desired 
pressure was set with a dial switch on the controller. 

After the chamber, the gas would flow through some of the gas monitoring 
equipment such as the Drift Velocity Monitor (DVM), the oxygen monitor and the 
ethane monitor. The DVM was a device for monitoring the drift velocity and 
electron lifetime of the gas, and is dis&ssed below in Section B.4.1. It was not 
operated continuously, as were the other monitors, but rather was used for studies 
of gas properties and for verifying the quality of new gas shipments. 

The oxygen level in the gas was measured by a Model 316 Oxygen Analyzer 
produced by Teledyne Analytical Instruments. This device uses a fuel cell to electro- 
chemically measure the concentration of oxygen in a gas. It can measure levels from 
a few parts per mill ion up to 21%. Although intended to be calibrated with air, the 

, - cell type which was required for use in CO2 had a very long recovery time until it 
would again be sensitive on the few ppm level. Consequently, we employed a 
standard reference bottle of CO2 with about 80 ppm 02 to provide at least a very 
good relative oxygen determination. This unit was used continuously as a warning 
device of possible problems during the 1990 data runs. 

The percentage of ethane in the gas was measured by a Teledyne Model 235 
Thermal Conductivity Analyzer, This analyzer determines the fraction of CzH6 by 
comparing the thermal conductivity of the sample gas to that of a reference sample 
of pure CO2. The accuracy of this device is 0.01% ethane. 

The pressure measurement, oxygen level and ethane fraction were read out 
through a 14-b& CAMAC analog-to-digital converter to the VAX host computer. The 
Mark II environmental monitoring routine, which recorded information for all the 
various Mark II systems would record the gas monitoring information to the data 
tape every four minutes. This program would also check that the various values 
were within preset limits and alert the physicists on shift of a potential problem. 
The pressure measurement was also connected to a hardware DCVD alarm 
interlock which would trip the DCVD high voltage should the gas pressure drop too 
low. 

j 

The gas system data recorded by the VAX can be used to characterize the long 
term performance of the gas system. The oxygen and ethane levels were virtually 
constant throughout the entire running. Typically the pressure would be held 
constant to better than 0.01 psi (0.03%) over periods of weeks, although some shifts 

, 
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Figure B-2 Measured DCVD pressure for all of the 294 triggered 2 
events. The two low points we during periods when the pressure 
control malfunctioned. 

were seen on the order of 0.02 psi at a few points during the run. The pressure 
which was recorded closest to each recorded 2 trigger is shown in Figure B-2. 
Neglecting two very low points when the pressure control was malfunctioning, the 
rms pressure is 0.007 psi over all of the 2 events. 
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B.3 Temperature Control System 
The temperature of the DCVD was monitored and controlled by a computer 

controlled feedback system which circulated water around the outside of the 

chamber. The goal of this system was to achieve temperature stability and 
uniformity within the chamber. 

B.3.1 Temperature Measurement 
The temperature of the DCVD was measured by a series of 48 thermistors 

placed in and around the chamber. These thermistors were individually calibrated 
+h respect to a reference thermistor to correct for relative offsets. Over the typical 
temperature ranges of 25 to 35” C, the temperature response was not significantly 
different among thermistors to require more than a single offset correction. The 
average offset correction was equivalent to less than 0.05” C. After the thermistors 
were installed in the DCVD, the entire chamber was placed inside of a foam 
container and allowed to equilibrate thermally. Further, generally small, offset 
corrections were made from this test. 

The thermistors on the chamber were placed in a number of locations. These 
included: 

l on the outer surface of the inner and outer shells 

l on the aluminum supports for the Macor wire-foundations, which are inside 
the gas volume 

l on the pressure heads 

l in the high voltage faraday cages 

l in the air’outside of the DCVD 

l on the CDC inner core 

l in the water lines which circulate water around the DCVD 

The best measurement of the internal chamber temperature came from the 
thermistors mounted on the aluminum supports for the Macor foundations, as these 
are the most de-coupled from surfaces with the temperature control water lines. 

The thermistor resistances were converted to a voltage signal using custom 
electronics containing 64 thermistor channels. These temperature signals were read 

out to the VAX host computer via the same CAMAC ADC’s as used for the pressure 
system. The temperature signals were read in every 12 seconds and corrected in 
software to account for the individual thermistor calibrations. These temperatures 
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Figure B-3 Water tubing around the pressure heads and the outer 
shell of the DCVD. The letters indicate the positions of the thermistors 
in the water supply lines. 

were recorded to the data tape every four minutes and were used for the active 
temperature control discussed in the next section. 

B.3.2 Temperature Control 
The temperature of the DCVD was controlled by circulating water from a 

temperature-controlled reservoir around the DCVD. The water would first go 
around the pressure head on the inner and outer radius, then around the outer 
shell in a helical pattern and flnally around the pressure head on the other end of 
the chamber, as shown in Figure B-3. 

The system to circulate the water to the DCVD is shown schematically in 
Figure B-4. The temperature controlled reservoir was a Haake N2-R Digital 
cryostat. It was comprised of a 15 liter reservoir, which contained a compressor for a 

constant rate of cooling, and a control unit mounted atop the reservoir which 
handled the temperature control by use of a heating coil. The specifications for this 
unit claim a temperature control of ItO.1” C with their internal hardware feedback 
circuit. 

The water from this reservoir was pumped out to the chamber using a Liquiflo 
3 gallon per minute (gpm) gear pump. The maximum output pressure of the pump 
was 100 psi. I’ypically, the flow rate out to the DCVD would be about 1 gpm, a value 
which was chosen so that the flow through the 0.25 inch tubing would be on the 
onset of turbulence for better heat transfer, The supply and return lines to and from 
the chamber were 0.5 inch insulated aluminum tubing to reduce the pressure drop 

in these lines, ‘RI keep the water in the closed system clean, a UV sterilizer, a de- 

ionizer and several particulate filters were employed. A hardware alarm system 
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Figure B-4 A schematic diagram of the water circulating 
temperature control system for the DCVD. The devices labelled FM 
are flowmeters. 

monitored the pressure in the supply line to the chamber and the water level in the 
reservoir. If an out of tolerance condition was detected, this system would trip an 
interlock which supplied power to the pump. 

The active temperature control was achieved by software which interacted with 
the Mark II environmental monitoring. Both routines ran on the VAX host 
computer. W ith each 12 second interval, the new temperatures would be analyzed 
and the temperature of the water circulating out to the DCVD appropriately 
adjusted. This adjustment was made using a 16-bit DAC to which the temperature 
control unit was adjusted. 

The algorithm used to maintain a constant temperature used the two 
thermistors in the water lines just before and just after the outer shell (thermistors 

B  and C in Figure B-3). The variable to which the temperature feedback system 
reacted was the average of these two thermistors. These were chosen because the 

outer shell has the largest surface area in the chamber exposed to the gas volume, 

._,’ 

,_ .T: 
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., 
. . 
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and thus would most substantially affect the gas temperature. The feedback 
algorithm was quite straightforward. If a temperature adjustment was required, it 
would vary the temperature voltage signal sent to the temperature controller by the 
amount of the desired change and then wait for a time period to allow the system to 
come to thermal equilibrium. This time period would depend on the temperature 
change which was requested. The hardware alarm system would also check that the 
voltage signal generated by the DAC corresponded to a reasonable temperature 
range. If this were not the case the alarm system would substitute a default safe 
voltage and notify the persons on shift. As the check of last resort, this system also 
used a thermistor to check the temperature of the water being sent to the DCVD, 
and if it were out of range the pump interlock would be activated, shutting off water 
circulation to the chamber. 

B.3.3 Temperature stability and Uniformity 

_. - The performance achieved by this system during the 1990 run was quite good. 
The thermal environment in which the DCVD ran is illustrated in Figure B-!5 
which shows the temperature outside the chamber yet still inside the central core of 

_ 
the CDC. It is seen that during the 1990 run, the temperature variation spanned a 
full range of almost 4” C due to external environmental factors. There are clear 
diurnal variations of about 0.25” C if this temperature is plotted as a function of 

AVG A[R/CDC SHELL TEtlP 

0 7.4 148 2i2 296 
Z EVENT NUtlEER 

Figure B-5 Temperature in region inside the CDC but outside of 
the DCVD. 
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time as well as larger variations corresponding to various systems turning on and 
off (these systems include the Mark II solenoid, the DCVD high voltage and the 
SSVD). The chamber temperature as measured by the average of three thermistors 
placed on the aluminum support for the Macor foundations is shown in Figure B-6. 
The width of the central peak can be characterized as having an rms width of about 
0.02” C. Outside this central peak there are a number of spurious points which were 
caused by known malfunctions in the temperature control system. 

The temperature of the other major surfaces in the chamber, the outer shell and 
the inner core are shown in Figure B-7. The outer core temperature was very 
stable, which is expected because the water tubing was connected directly to this 
surface and the temperature control algorithm used the thermistors before and 
after the shell for temperature determination. The inner core was not actively 
temperature controlled and consequently exhibits significant temperature 
variation. There is virtually no diurnal variation in the inner core. However, 
temperature changes of -0.3” C would occur when the SSVD was turned on and off, 
indicating that, as one might expect, the SSVD is the dominant contributor to the 
inner core temperature. 

Finally there is the question of the temperature uniformity inside the chamber. 
Figure B-8 illustrates the temperature difference between the ends of the chamber 
and the temperature difference from the inner core to the outer cylinder. The 
temperature difference between the ends of the chamber, as measured by the 
thermistors mounted on the aluminum supports for the Macor wire-foundations, is 
about 0.12” C with a variation of less than 0.02” C for closely spaced events. This 
temperature difference is just a consequence of the water temperature warming as 
it passed from one pressure head to the other due to the heat load of the chamber. 
The radial temperature difference is larger. Typically the inner core was about 
0.5” C warmer than the outer cylinder. Furthermore, as noted previously this 
temperature difference will vary because the inner cylinder had no active 
temperature control. This is the largest temperature difference and corresponds to 
about 0.17%. However, over local blocks of events the variation in this temperature 
difference is only about 0.1” C. 

B.4 Gas Property S tudies 
A series of studies were done to measure some properties of the Cog-based gas 

mixtures. In particular, these investigated the drift velocity dependence on the 
temperature and the electron lifetime with various chamber additives such as 
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Figure FL6 The nominal temperature inside the DCVD as 
measured by thermistors placed on the aluminum support for the 
Macor foundations (the “daisy”). 
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Figure B-7 Temperatures of the outer cylinder and inner core as 
determined by an average of the thermistors mounted on these 
surfaces. 
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Figure B-S Temperature differences between the aluminum 
supports for the Macor on each end of the chamber and between the 
inner core and outer cylinder. 
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isopropanol, and most importantly, oxygen. These studies were carried out largely 
with a small chamber called the Drift Velocity Monitor (DVM). Tests were also done 
on the tolerance of the gas to radiation. These tests were done in another device, the 

Radiation Test Chamber (RTC). 

B.4.1 Drift Velocity Monitor 
The DVM consists of a single 5.08 cm long drift cell, bordered by edge field wires 

with graded voltages to maintain a uniform electric field in the drift region (see 
Figure B-9). Electrostatic simulation indicated that the field is uniform to within 
0.25% at the center of the cell. Two 1.0 mCi lo6Ru were placed within collimators to 
produce thin beams of 39.4 keV p-. The p’s would produce ionization at two fixed 
distances from the sense wire and the drift velocity could be obtained from the time 
difference between their known spatial separation. 

The data acquisition electronics for this chamber were quite simple. The pulse 
from the photomultiplier fed into a discriminator then through a gate-and-delay 
generator. This signal was then sent to the start input on a Lecroy Model 3001 
Multichannel Analyzer (‘qVt’), operating in the t-mode. This particular qVt was 

Ru-106 sources 

+-- copper 
collimator 

sense wire 

. . . . . . 1 . . . . . . . . 1 . . . . . . . . 
I I 
I I + cathode 

. . . . . . . t . . . . . . . . 
! - -< - - - 

plane 
I 

I \ field wires 

Figure B-9 A schematic illustration of the Drift Velocity Monitor. 
The paths of the 39.4 keV p- are shown by the dotted lines. 
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Figure B-10 Drift time spectra recorded on the qVt. Each LeCroy 
time bin is equivalent to 0.0187 ps. These plots are with different 
amounts of oxygen in the gas: (a) 0.2 ppm, and (b) 3.4 ppm. The ratio 
of the areas under the later to earlier peak is 0.80 and 0.70, 
respectively. 

modified to increase the maximum time scale to about 18 ps. The signal from the 
sense wire of the drift cell was fed through a preamplifier, a 10X amplifier, a 
discriminator and finally into the stop input of the qVt. Both discriminators were 
set quite low to minimize the effect from time slewing due to the pulse heights. The 
qVt was read out via CAMAC to a VAX computer using a LeCroy Model 2301 

CAMAC Interface. 
Typical time distributions are shown in Figure B-10. The time spectrum is fit 

with a &parameter double Gaussian plus linear background function, The fit 

Gaussian means are used to determine the drift velocity. Comparing these spectra, 

recorded with different levels of oxygen in the gas, illustrate how the DVM is 

sensitive to the electron lifetime of the gas by looking at the ratio of the area in the 

.: . ._ 
. . . 
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Figure B-11 The electron lifetime in the nominal COs/C2Hs gas 
with a small admixture of isopropanol. 

earlier and later peaks. Note that the losRu sources were not necessarily the same 
strength, so this also was taken into account, which can be done, for instance, by 
exchanging the positions of the two sources. 

The electron lifetimes in the gas were measured by the DVM for the nominal 
CO#&He gas mixture with different amounts of isopropanol, a common 
proportional chamber gas additive which has the effect increasing the radiation 
tolerance of a gas, as discussed in the following section. The isopropanol was mixed 
into the gas using a bubbler which was held at a constant temperature to control 
the isopropanol vapor pressure. The resulting electron lifetimes are shown in 
Figure B-11. With a drift velocity of about 5.7 mm/p and a maximum drift length 
of about 50 mm in the DCVD, the maximum drift time is about 9 ps. Thus an 
electron lifetime of 30 p corresponds to a 25% loss in pulse height, and at an 

operating pressure of 2 atm this limits the amount of isopropanol which should be 
used to less than -0.1%. 

The electron lifetime was also measured as a function of the oxygen level in the 
gas. This was done simply by using gas bottles supplied by the commercial gas 
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Figure B-12 Electron lifetimes as a function of the oxygen 
concentration in the standard CO&$H, gas mixture. 

vendor which (unintentionally) had high levels of oxygen present. The gas sources 
were as high as 35 ppm of 02. The electron lifetimes as a function of the oxygen 
concentration are shown in Figure B-12 and demonstrate that a very low oxygen 
level is required to produce reasonable electron lifetimes. These levels were 
routinely achievable in.the actual system by keeping the system very leak-tight and 
by the use of Oxisorb to remove virtually all of the oxygen from the gas just prior to 
sending it into the chamber (see Section B.2.3). It is also interesting to note that 
these measurements of the electron lifetime confirm that the process of electron 
attachment is a three-body process, namely 

02+X+e-+02+X+energy. 

In Reference [142] it is shown that the electron attachment frequency, v 
a 

= l/2,, is 
given for a 2-body process (0, + e- + 0, + energy ) by: 

'a = h, lo21 @-body), 
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Figure B-13 keff as a function of the pressure of the C02/C2H6 
mixture, demonstrating that the electron attachment process in this 
gas is a 3-body process. 

where [O,] is the oxygen concentration and k, is the 2-body coefficient. For a 3- 
body process, the relation becomes, 

vu = k, @,I [Xl G-body), 

where [X] is the concentration of the other component in the gas (in our case CO$, 
and k, is the coefficient for this process. If one forms the quantity 

keff= v,4021 = 1/~,[021, 

then as a function of the concentration or pressure of the main component of the 
gas, keff can distinguish between the 2 and 3-body processes. A two body process 
will not exhibit any pressure dependence (since keff = k:,), whereas a three body 
process will have a linear dependence (because kefl = k, [X] >. The result, shown in 
Figure B-13, clearly demonstrates the three body nature of the interaction in our 

gas mixture. 
The drift velocity dependence on temperature was also investigated using the 

DVM. The pressure chamber for the DViM had the same type of 0.25 inch tubing 
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Figure B-14 The drift velocity dependence on temperature for 
CO&HI; and pure COz. 

wound around it, as did the outer shell of the DCVD (see Figure B-3), which 
allowed active temperature control of the DVM. Using a prototype version of the 

.- temperature control routines used in the DCVD, the DVM was stepped through a 
range of temperatures, pausing to measure and read out the drift velocity through 
the CAMAC interface to the qVt module. The results are shown in Figure B-14. The 
temperature dependence of the drift velocity was characterized phenomenologically 
by u,=p. The d ependence appears to be slightly stronger than a linear 
dependence, with a value of a which is about 1.2 for the CO~/C~HG gas mixture and 
for a pure CO2 sample. 

6.4.2 Radiation Test Chamber 
Radiation damage to wire chambers has received a substantial amount of study, 

but this is still an imprecise science at best. Nonetheless, there are many ideas 
about the various mechanisms which contribute to the radiation damage.r1431 

Carbon dioxide and most nobel gases require the use of a gas additive (quencher) to 

absorb the copious number of photons emitted during the electron avalanche at the 
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Figure B-15 Radiation Test Chamber cell design. 

anode. Typically, organic gases such as ethane or isobutane, have been used. 
W ithout these quenchers, the photons tend to produce effects such as photoemission 
of electrons from the cathode. During the avalanche process, these quencher 
molecules can be dissociated into radical molecules which typically have a large 
dipole moment and are thus attracted toward the anode surface. These radicals can 
then polymerize ‘and form deposits on the electrodes. In later avalanches, these 
polymers can receive a positive charge and drift toward the cathode. On the anode, 
these deposits can appear as gain loss, whereas on the cathode these can lead to the 
production of dark current (Malter Effect). One way to reduce this polymerization is 
to add a non-polymerizing gas, such as an alcohol, with a lower ionization potential. 
A  very efficient charge transfer mechanism will cause the alcohol to neutralize the 
polymerizable molecules, thus reducing the organic deposits. 

A  very simple test cell was built to study the radiation damage for various gases 
and gas mixtures. lltil The cell design used in the last series of tests is shown in 
Figure B-15. To irradiate the cell, a 55Fe source (either 300 or 1000 @ i) was used 

to provide 0.59 keV x-rays from the electron capture process. The gain in the co11 
was measured by the output voltage from the anode wire, after an RC integrating 
circuit. The gain as a function of the radiation exposure is illustrated in 
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Figure B-16 Relative gain as a function of the total integrated 
charge for the nominal COz/CzHs gas m ixture. 

Figure B-16 for the standard 92%/8% CO&HG gas mixture. The summary of the 
tests on several gas mixtures are given below. 

1. 920/o/% CO#so-C4H10: The observed gain loss was minimal (similar to 
the CO&$He) except that very high current draw began and the test 
had to be terminated after about 0.2 C/cm of integrated charge. A  
possible explanation for this behavior is the Malter Effect, whereby an 
insulating material builds up on a field or cathode wires. After some 
irradiation this layer becomes charged and tends to emit electrons 
spontaneously. A  potential cause of the low lifetime with this gas is that 
the gas used was not of the highest quality, and consequently could have 
contained impurities which were responsible for the development of the 
Maker Effect symptoms. 

2. 92%/8% CO#&He: The radiation tolerance with this gas mixture was 
observed to be quite good. The gain was reduced only to about half after 
an integrated charge of 0.6 C/cm and no excess current draw developed. 
Upon the conclusion of the test, the anode wire was analyzed using x-ray 
spectroscopy and the deposits were found to contain silicon. The 
potential sources of this silicon include the G-10 wire frame, and to this 
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end a cell was made using Macor. This cell, however, repeatedly suffered 
premature high current draw and was never operated beyond 0.15 C/cm 
during which it behaved similar to the previous tests. 

3. 92%/8% CO#&He + 0.1% isopropanol: The addition of some alcohol was 
done in the hope of improving the tolerance to radiation. No difference 
was discernible from the CO#$He test. Of course if the deposits on the 
anode which cause the gain loss are due to silicon impurities from 
components in the cell, it is unlikely that the alcohol would have any 
affect. 

4. 50%/50%Ar/C2Hc: This gas was observed to have a poor radiation 
lifetime in our tests, with the gain being reduced by half before an 
integrated charge of 0.15 C/cm. It has been suggested that our results 
were the consequence of using gas of insufficient purity, because other 
tests have observed much better lifetimes. r1451 The purity in our gas was 
not known. Another possibility is that Ar&HG gas mixtures perform 
better in chambers without grid or cathode wires, but rather only 
cathode surfaces, such as a straw chamber.I1463 This is the case because 
the lack of grid and cathode wires would make the chamber much less 
susceptible to the development of Malter Effect problems. 

B.5 Summary 
This appendix has described the systems used to very accurately control the 

environmental conditions in the DCVD during its operation. W ith only sporadic 
exceptions due to various malfunctions, these systems performed adequately, 
maintaining a pressure stability of better than 0.01 psi and temperature stability of 
0.02” C. The temperature differences inside the chamber were 0.12” C from end to 
end and 0:5” C from the inner to outer shells. 

Some studies done on the properties of the 92%/8% CO#ZzH6 gas mixture, as 
well as some related gas mixtures, were also presented. These studies measured the 
sensitivity of the electron lifetime to the presence of isopropanol and oxygen, the 
temperature dependence of the drift velocity and the radiation tolerance of the gas. 
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