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Abstract 

The doubly Cabibbo suppressed decays D+ + K%-zn+, D+ + K+z” and D+ + 

K-z0 are searched for in a 9.56 pb-’ data sample of e+e’- annihilation events collected 

near the ly(3770) resonance with the Mark III detector at the SPEAR storage ring, at the 

Stanford Linear Accelerator Center. These rare weak decays are naively expected at a rate 

of tan4& (=:3x 10e3) relative to corresponding Cabibbo allowed decays. In the context of 

presently accepted models of hadronic weak decays, however, they are anticipated to be 

enhanced, making their experimental detection feasible in the Mark RI data set. 

The experimentally simplest decay channel II+ + K+lt-z+ is searched for inclu- 

sively through conventional analysis techniques. A signal of approximately 2.50 signifi- 

cance is obtained. An independent analysis is performed to establish examples of this 

decay and of D+ + K+z” and K*+a” by full reconstruction of D+D- events. Exploiting 

the two body kinematics of w(3770) + Do, this second approach obtains significantly 

smaller backgrounds than the inclusive study. Consistent with the inclusive results, three 

D+ + K+Kz+ candidate events are observed with an expected background of 

1.21!$&0.4. events. No events are observed for either D+ + K’# or K*%‘. 

The branching fraction for D+ + K+z-n+ is measured, and limits are established 

on the branching fractions for D+ + K’n” and K’%‘. These results are used to confront 

the theoretical predictions from models of the weak hadronic decays of charmed mesons. 
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Chapter 1 

Introduction 
Since their discovery in 1976, much data and knowledge has been gathered on the 

weak decays of the charmed pseudoscalar mesons, Do and D+. One phenomena of these 

particles--a difference in their lifetimes--initially came as a surprise in light of the naive 

model first used to describe their decays; the D+ exists approximately 2.5x longer than the 

Do, when it was expected that their lifetimes should be the same. It is now widely believed 

that this lifetime difference is a result of interference effects which are occurring in the D + 

decays at the quark level and which are causing a suppression in the overall D+ decay rate. 

The picture of charmed weak decays, however, is far from complete. One of the 

difficulties and challenges of studying charmed meson decays is the fact that these weak 

processes occur in a region where the strong interaction effects, as described by Quantum 

Chromodynamics, is largely nonperturbative. Several models therefore have been intro- 

duced to describe these decays, and they have been tested and mod&cl by measured pro- 

duction rates of exclusive D decay channels. Some of the more widely accepted models 

account for the effects of interference in the D+ decays, and further understanding and im- 

provement lie both in studying other decay channels and in improving the experimental 

precision. 

Although the experimental precision cannot be improved with the Mark III experi- 

ment, other decay channels can be studied. This thesis describes searches for a particular 

class of D decays, the doubly Cabibbo suppressed decays. Direct evidence for the interfer- 

ence effect currently comes from the measured production rates of only a couple D+ decay 
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channels, and the D+ doubly Cabibbo suppressed decays can provide an additional probe 

in the effect. 

This thesis is broken down as follows. Chapter 2 provides a theoretical overview 

of charmed weak decays and expands on the motivation for studying the doubly Cabibbo 

suppressed decays of the D+ meson. Chapter 3 discusses the Mark III detector and the ini- 

tial processing done on the data collected with the detector. Chapters 4 through 7 discuss 

the various searches for D+ doubly Cabibbo suppressed decays and include discussions of 

the efficiency estimates, the extensive background studies, and the resulting measurements 

or limit calculations on the branching fractions. Finally, Chapter 8 provides a summary of 

the analyses and discusses conclusions. 



Chapter 2 

Theory and Motivation for Analysis 
2-l Introduction to Charm 

In 1964 Bjorken and Glashow proposed a model to extend the W(3) flavor sym- 

metry of the up, down and strange quantum numbers to an W(4) flavor symmetry, intro- 

ducing a fourth flavor--charm!l] Among its achievements, the model presented a symmetry 

between leptons and hadrons. A few years later, Weinberg and Salam developed an W(2) 

@ U(1) gauge theory which unified the electromagnetic and weak interactions of lep- 

tons!2] To extend this model to the quarks, Glashow, Iliopoulos and Maiani again found a 

fourth flavor was required. I31 Their model, now referred to as the GJM mechanism, ex- 

plains the K"-K" mass difference and the suppression of strangeness changing neutral cur- 

rent processes such as KF -+ p+p-. 

Finally, in 1974 the Jnyresonance was discovered at SLAC14] and Brookhave@ 

providing experimental evidence for the existence of charm. TheJ’vis considered to be a 

Jpc= l- bound state of a charm quark and anticharm quark. The discovery of the next 

charmonium resonance, the ly(3685), followed shortly thereafte#l 

In 1976 the charmed Do and D+ mesons were discovered at SPEAR by the 

SLAC-LBL collaborationf71 The 0; (formerly the F+) was conclusively found by CLEO 

in 1983\*] completing the W(3) flavor triplet of charmed pseudoscalar states. Table 2.1 

lists some fundamental properties of these mesons. 

Much progress has been made over the past ten years in understanding charm 

weak decays. However, as will be discussed below, several issues and problems remain to 

be resolved. The balance of this chapter is divided into two parts: Section 2-2 reviews 
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Table 2.1 D meson properties. 

Meson C S I I3 J P 

DO 1 0 l/2 -l/2 0 -1 

D+ 1 0 112 l/2 0 -1 

D; 1 1 0 0 0 -1 

Mass Lifetime 
(MeW) @s) 

1864.5f0.5 0.421f0.010 

1869.3f0.4 1.062zkO.028 

1968.8kO.7 0.445~$jj~ 

some of the current issues and theories behind charm weak decays, and Section 2-3, in 

light of the theory discussion, motivates the analysis pursued for this thesis. 

2-2 Theory 

2-2.1 The Standard Model of Electroweak Interactions 
The Weinberg-Salam model has evolved to what is known today as the Standard 

Model of Electroweak interactions. In its current form, it has succeeded at explaining and 

predicting a wide variety of phenomenon in particle physics, such as nuclear beta decay, 

neutrino scattering, and W and Z physics. 

The model is based on a local SU(2) CO U(1) gauge theory, where the six 

quarks--u(up), d(down), s(strange), c(charm), b(bottom) and t(top)-and the six lepton- 

s--e (electron), v,(electron neutrino), p(muon), vF(muon neutrino), z @au) and v&au neu- 

trino)-are considered to be the fundamental constituents of matter. Their interactions are 

mediated by four vector gauge bosons, the W*, Z” and 5 which correspond to the 3 + 1 

generators of SU(2) 63 U( 1). The wf and 2’ mediate the weak interactions while the yme- 

diates the electromagnetic. Quarks and leptons are spin l/2 particles referred to as fermi- 

ons and are represented the theory by spinor fields or spinors. The symmetry properties of 

the spinors depend upon their hehcity; left-handed fields transform as weak isospin dou- 

blets of SU(2): 
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while right-handed fields transform as isospin singlets: 

uR* dR CR- SR tR, bR 

eR PR =R 

Neutrinos have been assumed to have no mass and therefore no right-handed components. 

The isospin doublets illustrate the quark-lepton symmetry in the Standard Model; 

quark and lepton doublets pair-off to form a family or generation. Currently only three 

generations have been observed, and recent Z” width measurements[9] strongly suggest 

that only three generations do exist, in the absence of massive neutrinos. 

The d’, A? and ti spinors are weak eigenstates which mix to form the mass eigen- 

states d, s and b, via the Cabibbo-Kobayashi-Maskawa (CKM) matrix: 

Several of the CKM matrix elements have been measured experimentally[lo~: jV,J from 

nuclear beta decay; IV,1 from Ke 3 and semileptonic hyperon decays; IV,.J from vp d + 

p-c, charmed particle production by neutrinos, and semileptonic D decays; IVJ from D 

+ Ke v decays; IVJllVc~l from the leptonic energy spectrum in semileptonic B decays; 

and IV,1 from B + Dl y decays. Assuming only three generations of quark flavors and 

imposing titarity constraints, the 90% confidence intervals on all matrix element magni- 

tudes are obtah#]: 

_.. 
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0.9747 -0.9759 0.218 - 0.224 

0.218-0.224 0.9734-0.9752 0.030-0.058 
0.003- 0.019 0.029-0.058 0.001-0.007 1 0.9983-0.9996 

The small values for the off-diagonal terms show that the mixing is small. In the limit of 

no mixing with the third generation, the CKM matrix reduces to the original Cabibbo ma- 

trix for four flavors: 

case, sine, d 
-sine, case, Xl s 

This representation is still used in the discussion of charm physics; decays which occur 

through the transition c + s W+ are labelled Cabibbo allowed, while those which occur 

through c + dW+ are termed Cabibbo suppressed. 

According to the Standard Model, charm and the other quarks decay weakly 

through charged current interactions, described by the Lagrangian 

L, = -&p”(T+w- +T-w+># 

1 

where g is the weak coupling constant, xt’ is the left-handed doublet for the ith quark or 

lepton family, T+ and T- are the raising and lowering operators of weak isospin and wf 

are the vector boson fields. 

2-2.2 Quantum Chromodynamics 
The Standard Model picture of quark decays is relatively simple. However, no 

quarks have been observed free; they are all bound within hadronic states. The study of the 

weak decays of heavy flavor quarks, therefore, necessarily includes the study of strong in- 

teractions among two or more quarks, which are described by the theory of Quantum 

Chromodynamics @CD). 

_.. 
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Quantum Chromodynamics is a local gauge theory based on W(3) symmetry. 

Analogous to the electric charge in QED, quarks in QCD carry one of three possible “col- 

or charges”, which are often designated in the literature as r (red), g (green) and b (blue). 

The three color charges together form an W(3) color triplet. Color interactions are medi- 

ated by gluons, the gauge bosons of the local gauge theory. Eight different gluons corre- 

spond to the eight generators of W(3) and form a color octet. The non-Abe& nature of 

W(3) allows gluons to carry color, and consequently gluons can interact not only with 

quarks but with other gluons. 

The gluon self-interaction leads to a QCD effective coupling constant, s(Q2), 

which decreases with increasing momentum transfer or decreasing interaction distances. 

This property of asymptotic freedom is illustrated by the one loop approximation for 

s(Q2): 

MQ2) = 
127r 

WWNQ2/A2,,) 

where nfrefers to the number of flavors that exist below the @ value and & is a cut-off 

constant, determined experimentally to be about 200 MeV. For @ >> &JJ, QCD can be 

applied perturbatively, and conversely, for @ - A&D, QCD is nonperturbative. 

At the charm mass scale, a, w 0.3, [12] and hadronization has been found to play an 

important role in weak hadronic charm decays. This has made charmed meson decays dif- 

ficult to fully understand but at the same time interesting in that they are a unique laborato- 

ry in which to study the interface between the perturbative and non-perturbative QCD 

regimes. 

2-2.3 The Spectator Model and Its Experimental Confrontation 
Charmed meson decays can occur through four types of processes: external 

W-emission, internal W-emission, W-exchange and W-annihilation. All four processes are 

illustrated in Figure 2.1. Processes involving the so-called “penguin” diagrams can also 
7 
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““I(: 
ii-ii 

q 
-? d 

Figure 2.1 Charm weak decay processes: (a) external W-emission, (b) 
internal W-emission, (c) W-exchange (Do only) and (d) W-annihilation (0’ 
and q only). 

occur but are highly suppressed because the transitions involve the CKM matrix element 

Vh[13]; they will not be discussed further here. The dominant process was initially be- 

lieved to be external W-emission; internal W-emission involves color matching between 

the quark lines to form color singlet states, while W-exchange and W-annihilation are “he- 

licity suppressed” at the light quark-W vertex. The extent to which these latter processes 

are suppressed is not easily determined due to the influence of strong interaction effects. 

Considering only the first process and ignoring strong interaction effects, one obtains the 

so-called Spectator Model, where the properties of charmed mesons are assumed to be de- 

termined by the decay of the charm quark alone, and the light valence quark remains a 

spectator. 
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Although the Spectator Model is a naive picture, it is able to obtain the correct or- 

der of magnitude for the D meson lifetimes; scaling the expression for the muon lifetime 

to the c quark mass: 

G2m5 
ZDO = zD+ = zD$ =5FC=w 

192x3 
9 x 10-13 set 

compared with the experimentally established lifeti.mes[rl]: 

r.0 = (4.21f0.10)~10-~~ set 

$+ = (10.62f0.28)x10-‘3 set 

zDs+=(4.45~~&10-'3 !%c 

Immediately, however, one sees the failure of the Spectator Model in predicting the pat- 

tern of differing lifetimes: rD+ = 2.5xq$, rD$. This discrepancy has been the focus of 

much study of the nonleptonic decays over the past ten years. 

Some insight into the lifetime difference is obtained by examining the semilepton- 

ic branching fractions of the charmed mesons. Given 

B(D” + e+X) = (7.7+1.2)%[111 

B(D+ + e+X) = (19.2++$%[11] 

B(D;+e+X)=(5.0f5.0f2.0)%[141 

and Y’=(~?‘~D)x~D= B(D +e+X)/zD,tbn 

I-” = (1.83f0.29)x10’3 se& 

l-$ = (1.81~*]~)x10’3 set-’ 

I-;) = (1.lf1.2)x10’3 set-’ 

The semileptonic partial widths are consistent with being equal, as the Spectator Model 

would predict, since there is no QCD influence to the semileptonic decay transition. 
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Therefore the lifetime difference must come from differences in the nonleptonic widths, 

wherein QCD can play an important role. 

2-2.4 Nonleptonic Quark Decay Processes 
The pattern of lifetime differences observed--zoo = rD; <<rD+--may arise from ei- 

ther an enhancement of the Do and 0: nonleptonic widths, a suppression of the D+ nonlep- 

tonic width, or some combination of the two. Two processes have been suggested to 

induce these effects: quark annihilation and destructive interference of the decay ampli- 

tudes. 

Quark annihilation involves the non-spectator processes W-exchange and W-anni- 

hilation. These decay mechanisms are “helicity suppressed” at the tree level, i. e. in the 

limit of massless quarks, the weak interaction will not couple to a J = 0 cj state wherein 

both the c and 4 must either be left- or right-handed. This suppression can be lifted when 

other partons, e.g. gluons, are present, placing the valence quarks into a non-zero relative 

spin state. The W-exchange diagram for the Do and the W-annihilation diagrams for the D+ 

and Di are shown in Figure 2.2. Since W-annihilation is Cabibbo suppressed for the D+, 

these processes would increase largely only the Do and D;f hadronic partial widths. The 

decay Do + go@ was suggested U5] to be a clear signature for Do W-exchange, and has 

been observed with a significant branching fraction of approximately 1 %!lq Complicating 

the issue, however, is the possibility that this final state can be produced via one of the 

larger spectator decay modes, e. g. Do + K-p++, withfinal state interactiod~71[181 as il- 

lustrated in Figure 2.3. This class of interactions is discussed further below. Other possible 

signatures for quark annihilation, 0: + poti and CM?, have not been observed\1g1 suggest- 

ing that quark annihilation is unlikely to be a dominant effect in the lifetime differences. 

+ llumghout this thesis, a reference to a particle state also implies reference to its charge conjugate. 

10 

” 



Chapter 2: Theory and Motivation for Analysis 

Figure 2.2 (a) The W-exchange diagram for the 0’; (b) the 
W-annihilation diagram for the 0'; (c) the W-annihilation diagram for the 
0;. 

S 

Figure 2.3 A final state interaction contributing to Do + go@ 

U 

a 

4 

ii 

d- 
ti 

S 

Destructive interference involves the two spectator processes, external W-emission 

and internal W-emission. For Cabibbo allowed D+ decays, both diagrams lead to the same 

final state with two identical 2 quarks, as illustrated in Figure 2.3(a). By Fermi-Dirac 

11 
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W+ 

+ 

U 

a 

‘iz+ 

- 
IKO 

D+; 
S 

ii 

Figure 2.3 The two spectator diagrams leading to (a) D+ + Eon+ and 
(b) Do + K-n’+ and Do + i?%? 
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statistics, the two amplitudes are expected to interfere destructively. Since a similar effect 

cannot occur in the Cabibbo allowed Do or 0: decays (Figure 2.3 (b)), destructive interfer- 

ence, if significant, would suppress the D+ nonleptonic width while leaving the Do and Dt 

widths unaffected. Corroborating evidence for destructive interference has been observed 

in the Cabibbo-suppressed decays of the D ‘!201 Interference is possible for the decay D+ + 

I?& and not for D+ + K°K+, implying the relations B(D+ + K°K+) >> B(D+ + fi#) 

and B(D+ -+ E°K’) >> B(D+ + p&)xtan20,, if the effect is significant. This prediction 

is consistent with the experimental numbers: 

B(D+ + im+) 
B(D+ + mr+) 

= 0.317 + 0.086 f 0.048 

B(D+ + A+) 
B(D+ + mr+) 

< 0.21@90% CL 

In the limit of W(3) symmetry, the Spectator Model predicts the second ratio to be of the 

order 1 tan2& E 0.026. 
2 
Strong interactions clearly inAuence and mask the roles these processes play, and 

the fact that QCD is non-perturbative in charm weak decays complicates the interpreta- 

tions further. Final state~ interactions are particularly difficult to estimate. As already seen, 

channel mi&g .may be behind the large branching fraction for Do + p$. Since the D 

mesons lie in a mass region with many nearby resonances, many other decay channels are 

also likely to be affected by final state interactions where the outgoing mesons rescatter 

through a nearby resonance possessing the same quantum numbers. For example, the Kz 

states from Do + K’& and K”# contain 3/2 and 112 isospin components, of which the 

latter could rescatter through a I(JJ’) = l/2(0+) resonance such as the KG(1430). Rescatter- 

ing is manifested by isospin phase shifts. The isospin amplitudes for D + Kit decays are 

13 
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Table 2.2 Isospin decomposition for Cabibbo allowed D + PP, PV and 
VV modes. 

Mode h21A3R 1 

Kn. 3.67kO.27 

h/2--‘%R 

77°f110 

Ref. 

22 

I KP 1 3.12+0&I 1 O’f26’ 1 22 1 

K% 3.22f0.97 84’f13’ 22 

K*p 3.4rto.9 61Ort37’ 23 

A(D+ + I+1 / 2;+1)) = &3,2 eis3~z 

A(@ + j-1 / 2;+1)) = 
$ 

1 (A 3 312 e% + a&,, e% ) 

A(@ + I+1 / 2; 0)) = 6(&Q, eis31z - AI,2 eihfz) 

The Mark III measurements have been used to obtain values for ]A~Q/A~~] and srn-4~ 

for these channels and D + gp, z*w and g*p, for which the formulae also apply. The 

numbers, listed in Table 2.2, show that the isospin phase shifts can indeed be very large. 

2-2.5 The QCD Corrected Hamiltonian 
The long distance, soft gluon effects, like hadronization and Gnal state interactions, 

are difficult to estimate from first principles. The short distance, hard gluon effects, how- 

ever, are still calculable using the methods of perturbation theory in QCD. These correc- 

tions are discussed here, following the seminal work of Rtickl [ 131. 

At the bare quark level, weak transitions are described by the Hamiltonian 

Hf ’ g2 Id4ro,,(~,~t~[~~(x)a(O) + h.c.] =-- 
8i 

14 
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Figure 2.4 The low energy approximation for c quark weak decays. 

For a c quark decaying to three light quarks or a light quark and a lepton pair, the momen- 

tum transfer is much smaller than the W boson mass. In the limit A+ + 00, the Hamilto- 

nian reduces to 

Hg?’ = -$Jf (O)J+(O) + kc.] 

from which the AC = -1 component is extracted 

Hg)(Ac = -1) = -pc)L[(ldt)L +(i$e)+(v,p)+(T&] 

3 

where GF = g2/(&Mw) is the Fermi constant, and @&42k = &~?‘~(l- ?‘%2a, a 
a=1 

being the color index. This low energy approximation is illustrated in Figure 2.4. (In this 

limit W-exchange and W-annihilation reduce to the same diagram; hence the joint classifi- 

cation “quark annihilation” in Section 2-2.4) 

To first order in as, the hard gluon corrections to the weak Hamiltonian involve the 

one-loop diagrams shown in Figure 2.5.0&r one-loop diagrams affect the renormahztion 

of GF and the quark wave functions, and therefore need not be considered. Calculation of 

the diagrams yields 

15 
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-I d 

c 

C 

C 

Figure 2.5 The one-loop corrections to the weak decays of a heavy 
quark. The diagram in the parentheses are the corrections without low 
energy approximation. 
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where all quarks are approximated to be massless but off-shell by an amount p2 and aa {a 

= 1,2,... 8) are the W(3) matrices. The calculation uses Mw for the ultraviolet cutoff and 

retains only the terms logarithmic in (M~/fl)~. This result reveals that hard gluon effects 

induce weak color octet currents containing the same chirality and Aavor structure as color 

singlet currents in Hf?. A more intuitive interpretation can be made after applying the Fi- 

erz transformation: 

with the color relation 

to obtain 

where the leptonic terms in Hg' have been dropped. The first term represents the renor- 

rnalized charged current interaction. The second term describes a new, effective neutral 

currenf interaction. These two types of transitions are compared in Figure 2.6. 

By the operator product expansion and renormaliztion group theory, the short dis- 

tance corrections can be calculated to all orders in %. After the operator product expan- 

sion, the effective Hamiltonian becomes 

GF H#=T [c+o+ + c-o-] 

where O* are the four-quark operators 

17 
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U 

-t d 

( w S’ 

d’ 
C 

U 

Figure 2.6 (a) The effective charged current. (b) The effective neutral 
current. 

0, = $F’C)L(iid’)L k (F’d’)#)J 

and c+ are “Wilson coefficients”. In the leading log (LL) approximation 

where b = 1 1 - 2-l 3 and 4 are the anomalous dimensions. Since d+ = -2d-, one obtains 

the relation c+ = 11 fi. In the asymptotic limit, c+ = c-= 1, and H@ reduces to H$?. Fig- 

ure 2.7 plots c+ and c- as a function of p; for p = m c E 1.5 GeV/c2: 

c+ E 0.74 C-Z 1.8 

A calculation in the next-to-leading-log approximation suggests that further corrections to 

c* are small!211 When quark masses are taken into account the corrections are also small. 
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Figure 2.7 The dependence of the Wilson coefficientsc, and c, on the 
mass scale p. 

Expressing explicitly the charged and neutral currents terms, the effective Hamil- 

tonian becomes 

Hf ac~sC~u = “[ (” ) (7f’)L + C@d’)L(WL] 

whexe 

cl z (c+ + c-)/2 G 1.27 

c&c+- cJ2eo.53. 

One effect of the QCD corrections to the weak JFlamiltonian is an overall enhance- 

ment of the nonleptonic widths (Ii& of the D mesons but no change in the semileptonic 

widths (&), if the soft gluon effects, such as hadronization, are neglected. This shift oc- 

curs equally for all charmed mesons. Considering the Cabibbo allowed decays only, the 

Spectator Model predicts the widths to be I!! = 3ro and rs~ = ro, resulting in the 

semileptonic branching ratio 

19 



Chapter 2: Theory and Motivation for Analysis 

B(D + l+X) = 20% 

with Tc being the muon decay rate scaled to the mass of the c quark. With the effective 

Hamiltonian the nonleptonic width is increased to 

and the semileptonic branching ratio is correspondingly reduced to 

B(D+Z+X)= 2+2c;+c2 s 16% 
+ - 

Using the next-to-leading log values for c+ and c- and including phase space and radiative 

gluon corrections,B(D + Z%) M (13- 15) %. This result is to be compared with the experi- 

mental values in Section 2-2.3; it is now closer to the average semileptonic branching ratio 

of the Do , D’ and 0’ S’ 

2-2.6 Exclusive Two-body Hadronic D Decays--A Phenomenological 
Approach 
Most models on exclusive D decays are limited to the two-body modes PP, PV and 

W, where P represents a pseudoscalar meson and V a vector meson. A wealth of informa- 

tion from high precision, heavy quark experiments have disclosed that the exclusive de- 

cays do appear to be dominated by two-body channels and these are hugely of the classes 

PP, PV and VK A comparison with theory has provided a deeper understanding of the 

weak decay mechanism in heavy quark physics. 

The Factorization Hypothesis 
One approach used by several authors to model heavy meson weak decays is to as- 

sume that the long distance QCD effects occur largely in the initial and final state conf@- 

rations (Figure 2.8). This is referred to as the factorization hypothesis because it allows the 

decay amplitudes to be written as a product of current matrix elements, e.g. 
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Figure 2.8 The factorization hypothesis, demonstrated for D+ -+ x0&. 

A(D* + K-n+) = (K-cr,jDo>x(~~O). T~I ‘s is similar to the manner in which semilep- 

tonic decay amplitudes are constructed, A(D* -+ K-f’?+) = (KJ.TJDO)X(V@(~-~)~Z’). 

Factorization occurs automatically for semileptonic decays since no strong coupling oc- 

curs between the leptons and quarks. 

The BSW Model 
The model that has met the most success with the factorization hypothesis is the 

model of Bauer, Stech and W~bel (BSW). Us1 Short distance effects are accounted for by 

using the effective weak Hamiltonian, discussed in Section 2-2.5. The initial charmed me- 

son and final two-body states, which absorb the long distance effects, are described by 

harmonic oscillator wave functions. 
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Consider the example, D+ + Eon’+, which when factorized, leads to the matrix ele- 

ment 

In the absence of hadronization and other long distance effects, 

q=q+&2 a2=c2+ ccl 

with c= lln,andn,- - 3 is the number of colors. The terms proportional to 4 in a1 and a2 

arise from “color mismatched” contributions of the effective neutral and charged currents, 

respectively, and are obtained by applying a Fierz transformation and dropping the result- 

ing octet current component. 

The current matrix elements with pseudoscalar mesons are defined as 

(4 I> JP O =-ifp Pi 

(I P JpD I> ( = d+p’- 

The first matrix element describes pseudoscalar coupling to the vacuum; fp and pp are, re- 

spectively, the four-momentum and conventional weak decay constant of the pseudoscalar 

meson P. The second matrix element describes the hadronic current between the D and 

pseudoscalar P’ mesons; dp and MD (p’p and M~I) are the four-momentum of the D(P’) 

==, qp = dp -P; and WI? and J$d8) are Lorentz invariant form factors which have 

the relation Fr(0) = F*(O). In the case of vector mesons 
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(v&ID)= MDtMv, v($)E,,, c’*vdWo + i(MD+M&$(q2)&$ 

. 2ih+ -M iM A,(q2)(e’*.d)(d + v’)~ - -As (q2 M’*4qp 
D V’ !I2 

where FV is the decay constant for meson V and A&f), Al($), A2(q2), A&) ad V(g) 

are form factors which obey the relations As(O) = b(O) and 

2Mv4(q2) = (MD + MvpMl(q2) - (MD - My)A2(q2). , 

Mv VP, and Ou (Mv~, v’p, and E’P) are the mass, four-momentum and polarization vector of 

V (V’). A single pole-dominance functional form is assumed for the form factors--e.g. 

FfjK(q2) = Ff’K(0) 
1-q21M;+ s 

in (~“~,JD+)--and a relativistic harmonic oscillator model is used to evaluate the form 

factors at 8 = 0. 

BSW define three types of weak transitions: Class I which are proportional to 

la112; Class II which are proportional to 1912; and Class III which are proportional to 

lal+aa212, where a: varies for each mode and is found to be > 0 in most cases. Because of 

the uncertainty in long distance effects, BSW treat al and ~2 as free parameters which they 

evaluate by fitting the predicted amplitudes for the D + Kachannels to the experimental- 

ly measured branching fractions. Final state interactions are accounted for in an ad hoc 

manner by using the isospin decomposition of the Kn states. 

Under these assumptions, they obtain 

al = 1.2 a2 = -0.5 
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Table 2.3 Measured and predicted branching ratios for Cabibbo allowed 
D + PP, PV, and W decays. 

Decay Mode Branching Fraction (%) Ref. BSW BSWa 

Ilass I: 

Do+ K-n+ 4.2f0.4+0.4 24 6.0 4.7 

IT-p+ 10.8f0.4f 1.7 22 11 11 

KY6 5.3Lko.4+ 1.0 22 3.1 2.8 

K *-p+ 6.2f2.3k2.0 23 21 17 

3lass II: 
Do+ i?o# 1.9+0.4&1.7 62 0.8 2.1 

JPp* 0.8fO.lf0.5 22 0.3 0.3 

E*“le 2.6f0.3f0.7 22 1.0 1.3 

K*opo 1.9f0.3f0.7 23 1.9 5.8 

zlass m: 

D++ iFh+ 3.2+0.5+0.2 24 3.6 3.6 

Pp+ 6.9kO.8k2.3 22 15.1 15.1 

K*oz+ 5.92 1.9f2.5 22 0.3 0.3 

pop+ 4.8f 1.2f 1.4 23 17 17 

aCorrectedforisospinphaseshifts. 

If 4 were l/3, then al = 1.27 - 5x 0.53 z 1.09 and u2 =-0.53+5x1.27~-O.ll,i.e.they 

find that effectively 5 E 0 or n, + 00, implying the “color mismatched” contribution can be 

ignored. Another important result from these numbers is that al/a2 c 0. Among the Cabib- 

bo allowed transitions, only the D+ fall into Class III, namely lal+aa212 -lai-iaia212, 

and thus destructive interference in D+ decays is manifestly present in the model. Table 

2.3 compares predicted branching ratios against the measured values for Cabibbo allowed 

D -+ PP, PV and W decays. In the last column the predictions are recalculated to include 

the isospin phase shifts determined from experiment. For most of the D + PP and PV 
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Table 2.4 Branching Fractions in the BSW model for D -+ W, using 
experimental values of form factors!231 

Mode Branching Fraction (%) BSW Oa BSW lb BSW 2’ 

K*-p+ 6.2k2.3k2.0 17 4.7k1.6 8.01t3.1 

K*OpO 1.9*0.3+0.7 5.8 6.1k2.3 10.4Ct4.3 
E*op+ 4.8f1.2f1.4 17 2.1f0.8 3.6+ 1.5 

a Using theoretical form factors. 
b. Using foxm factors from E69 1, Reference WI. 
c. Using the E691 form factors after scaling by the square root of the Mark III D+ + K*Oe+v, 
branching fraction, Reference [WI. 

decays, the numbers are in reasonable agreement. Recall, however, that three channels 

were used to determine a1 and a2. 

For D + W the model tends to overestimate the branching ratios. This problem, 

however, may be due not so much with the factorization ansatz as with the choice of form 

factors, which are another critical hypothesis of this model. Form factors have been treat- 

ed theoretically by several authors and found to vary as much as 30-408 When the theo- 

retical form factors calculated for these modes are replaced by experimentally measured 

form factors, obtained independently from studies of semileptonic decays! better agree- 

ment is found (Table 2.4) 

Overall, the BSW model obtains a smaller hadronic width for the D+ than the Do. 

This result suggests that the lifetime difference can be explained largely by interference 

effects in the D+ decays. 

$ Specifically, the form factors are derived from the experimental measurements of DC + iC*Oe+v, including 
the E* polarization. There has heen some experimental uncertainty; Mark III measurementsr253 disagree 
with those from E691 at Fermikd~!~~ The form factors used in this test are hm thelatter experiment. 

25 



ChaDter 2: Theorv and Motivation for Analysis 

2-2.7 Exclusive Two-body Hadronic D Decays--More Fundamental 
Approaches 

The l/n, Expansion 
Bums, Gerard and Rti~kl[~l have applied the l/n, expansion to two-body charm 

decays and have developed a diagrammatic scheme to determine the order to which a par- 

ticular decay diagram will contribute in l/&. Again the effective Hamiltonian is used, and 

the expansion is performed on the hadronic matrix elements @nallI#p), where (final! 

represents a given final state. They find that 

1) Mesons are represented by their valence quarks to leading order. 

2) All leading order contributions to the hadronic matrix elements are fac- 
torizable into current matrix elements. However, not all factorizable 
terms enter to leading order. 

3) Final state interactions enter as next-to-leading order contributions. 

The counting rules are given in Figure 2.9. Again taking D+ + E”ti as an exam- 

ple, the leading and some next-to-leading diagrams for this decay are shown in Figure 

2.10. In calculating the hadronic matrix element, the procedure then is to consider all 

terms up to some order in l/n,. Bums ef al. keep only the leading terms: 

This matrix element is the same as that obtained by the BSW model, if a1 = cl and a2 = 

~2; the l/n, expansion therefore gives a justification argument for 6 E 0 obtained in the 

phenomenological fit of BSW. Current matrix elements are evaluated as in the BSW mod- 

el, with the exception that Bums et al. normalize ah form factors to one at 2 = 0. 

In predicting the exclusive decay branching ratios, l/n, expansion approach is not 

as successful as the BSW model, due in part to the fact that final state interactions and 
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quark= - gluon = w meson =% 

(m)...IM) = 

Figure 2.9 Counting rules in the l/n, expansion. 

Wexchange diagrams do not enter at leading order. As with the BSW model, it also relies 

phenomenologically on form factors. However, the predictions by Bums et al. can in prin- 

ciple be improved by considering higher corrections in the expansion. 

QCD Sum Rules 
Blok and Shifman (BS) have taken a more fundamental approach by applying 

QCD sum rules to nonleptonic weak decays of the charmed mesons!al Their objective 

was to calculate the two-body amplitudes, including specifically the non-factorizable 

parts, which have been ignored in the BSW model and dropped in the l/11, approach. They 

find that the non-factorizable parts are parametrized by three universal numbers (Mr, M2 
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d 

d 

Figure 2.10 Leading and next-to-leading diagrams for D+ + PI?. 

A=AfEt+f,aiMi 
i=l 

where A is the total amplitude, Af, is the factorizable contribution and the coefficients q 

depend on the quark content of the mesons. The Mi parameters correspond to the quark an- 

nihilation diagram and the non-factorizable parts of the two spectator diagrams in the Mw 

+ - limit. BS calculated the Mi'S for the D + PP and PVdecays (six numbers total). 

BS find for most decays that the non-factorizable contribution nearly cancels with 

the terms proportional to l/n, in A fact, thus providing a possible explanation why 5 z 0 in 

the BSW model and a justification for only considering the leading-order terms in the l/h 

expansion approach. Interference is present in the model since Af, is calculated in general 

factorization approach. They also find that the annihilation mechanism is not compensat- 

ed, inducing an approximately 20% increase in the Do nonleptonic width. This would 
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further decrease the semileptonic branching fractions from the predictions that were ob- 

tained using only the QCD-corrected spectator model, rnakiug them agree more closely 

with experiment. This annihilation contribution in principle includes final state interac- 

tions such as channel mixing and rescatteringl29] For Do + F”$, BS obtain a branching ra- 

tion of 1.3% to be compared with the experimental number 0.99f0.24f0.14%~30~ 

The Heavy Quark Approximation 
Over the last few years, much interest and activity has arisen in the area of the “ef- 

fective heavy quark theory. “i3’] The discussion here follows the excellent review in Refer- 

ence [32]. 

The basic ansatz of the theory is to expand QCD in powers of l/w, where TFQ is 

the mass of a heavy quark (c or b). In the limit w + 00, hadronic structure becomes flavor 

and spin independent, resulting in an W(4) symmetry: 

The heavy quark then becomes a static source of color fields, and the internal dynamics in- 

volving the gluons and light quarks becomes independent of the mass and spin of the 

heavy quark Hadrons with different spin, e. g. D and D*, become degenerate states, and 

the mass splittings arise from perturbative effects in l/w. An analogy can be drawn from 

the picture of the atom in non-relativistic quantum mechanics!33] The heavy quark is akin 

to the atomic nucleus, QCD interactions to electromagnetic interactions, and the light 

quark degrees of freedom to the electrons and the electromagnetic field. Jf the nucleus has 

spin S, the atomic states then have a degeneracy of 2S + 1. This degeneracy is lifted by the 

hyperhne structure, which enters at ~&TN, where m, is the electron mass and QI is the 

mass of the nucleus. 

The heavy quark effective Lagrangian is 
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which together with the QCD lagrangian for the gluons and light quarks describes the 

structures of hadrons. It is derived from the Dirac Lagrangian as follows. In the rest frame 

of a D meson, the heavy charm quark wave function would have a component proportion- 

al to the four-spinor eigenstate 

#) = 
C 

f x(s) 

O’* x(s) 
,E+mc I 

e-i(prxp 1 

where ~(‘1 is a two component spinor, pp = (E, p) is the four-momentum of the charm 

quark and Oi are the Pauli spin matrices. In the large m, limit, E + %, normalization is 

unity and the lower component vanishes. In effect u(‘) is being applied by the projection 

operator 

( ) 
sT #) 1+ “/o @) 

2 c = 

where N is the “time” Dirac matrix. A general Lorentz frame is characterized by its 

four-velocity 

To boost to this frame the projection operator is first made Lorentz invariant 
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where v = yPvp, and 

e-i(Px, 1 = ,-i(m,vfix,) 

is already invariant. A new field is then defined with the leading mass dependence factored 

out 

u(s) c 
) (Cl 1 + YCI 

C 
( > 

u(s) ~ e-i(m,vpx 
2 = c h, (4 

Given the Dirac equation 

one is then left with the algebra to obtain &Q 

The theory is just beginning to be tested. The spin symmetry has been tested by re- 

lating B + Dev to B + D*ev and comparing predicted polarization quantities with exper- 

iment; agreement within the large experimental errors is found. The flavor symmetry has 

also been tested by relating the decay constants fD and& and comparing results with lat- 

tice QCD calculations. The test here was less successful, the methods differed by a factor 

of 2-3. This may indicate that the charm quark is not massive enough, and higher order 

terms in the-l/no, expansion need to be considered. More tests are needed. If the theory can 

be applied to the charm regime, it would be a powerful tool in improving the level of un- 

derstanding of D physics. 

23 Doubly Cabibbo Suppressed Decays 
2-3.1 Introduction 

This dissertation will explore the processes designated as doubly Cabibbo sup- 

pressed decays. These decays occur with two factors of sin0, in the weak transition (Fig- 

ure 2.11) and are therefore expected to be suppressed by -3x 10S3 in rate. Using the naive 
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D "'ui I@, K*',... 

4 s 

Figure 2.ll Doubly Cabibbo suppressed decays. 

non-QCD corrected Spectator Model, one would argue that, for example, the doubly 

Cabibbo suppressed PP decay, I)+ + PI&), has a branching fraction of 

B(D+ + K+lto) =+I+ + &+)xta&$ =4x10”% 

where the phase space corrections have been ignored. In the Mark III data set analyzed in 

this thesis, that number would correspond to 1.7 K+# produced events. It will be argued 

in the balance of this chapter, however, that while the amplitudes for Cabibbo allowed D+ 

decays are suppressed by the effects of interference (Section 2-2.4, Section 2-2.6), this is 

not the case for O+ doubly Cabibbo suppressed decays, making the experimental detection 

of these decays accessible. 

2-3.2 Motivation for Studying D+ Doubly Cabibbo Suppressed Decays 
In the first half of this chapter destructive interference has been argued as the pos- 

sible driving mechanism behind the lifetime difference between the II+ and the Do and II: 
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mesons. Some compelling experimental evidence--the singly Cabibbo suppressed branch- 

ing fractions B(D+ + goI?) and B(D+ 3 fiti)--and theoretical evidence--the BS W mod- 

el--for that process were discussed. Required now, experimentally, are additional 

signatures for interference in other exclusive D decays, and for that one turns to the doubly 

Cabibbo suppressed II+ channels. 

In all D+ doubly Cabibbo suppressed decays, no identical quarks arise in the final 

state, as Figure 2.11 shows when 4 = 2. Therefore, destructive interference cannot occur 

in those channels. If, however, interference is a dominant effect in the Cabibbo allowed 

decays, the relative weight of doubly Cabibbo suppressed decays could be enhanced. This 

effect would be reflected through the parameter 

- _ A(D -+ DCSD) 1 
P = A(D + CAD) xtan%c 

where DCSD represents a doubly Cabibbo suppressed channel and CAD the correspond- 

ing Cabibbo allowed channel. Interference would suppress the denominator, thus increas- 

ing the p parameters relative to their Spectator Model predictions. 

Bigi[341 has demonstrated this enhancement by applying the l/I1, expansion ap- 

proach to obtain numbers for D+ 1 j!j 1 2 parameters. His predictions are given in Table 2.5, 

showing that some parameters are as large as approximately 20. Both the numerator and 

denominator are from theory; the Cabibbo allowed experimental measurements are not 

used. The ranges reflect theoretical uncertainty; in the model, interference strongly sup- 

presses D+ + K*O& (in the denominators of ~~~~~~~ and I pp,+ 12), and it is sensitive to 

the model parameters. Included in the table for comparison are the Spectator Model pre- 

dictions. 

It is also instructive to compare predictions for Do doubly Cabibbo suppressed de- 

cays (Table 2.5) against the numbers for the II+ doubly Cabibbo suppressed decays. 
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Table 2.5 Theoretical predictions for D” 1 p I2 parameters. 

IPI2 Bigia Spectator 
Model 

I I &*o 2 
B(D+ + K+7r*) 1 

= 
B(D+ + KW) x tide, 

3 0.5 

I&*o.12 s 
B(D+ + K** Ire) 1 
B(D+ 4 K*o ti) x tan4ec 

5-11 1.0 

IFK*nQIz = 
B(D+ -+ Ic*+ zq 1 
B(D+ + K** 7r+) x tan4ec 

12-25 0.5 

I I 
2 = B(D+ * K+pO) x 

i?KpO - 
1 

B(D+ + K*p+> tade, 0.35 0.5 

a Refemm @Il. 

Table 2.6 Theoretical predictions for Do I y I 2 parameters. 

IPI 1 Bigi” 1 ‘rc’ 1 

IP - Kn I 2J3(m-+K+r)x - 1 
B(DO + K-n+) tan4ec 

2 1.0 

I i%p I 2 = 0.5 1.0 

a Refenxce [34]. 

Enhancements are also found for the Do p parameters, albeit not as large. Interference 

cannot influence either the Do Cabibbo allowed or doubly Cabibbo suppressed decays, and 

the increase here over Spectator Model predictions is found to arise largely from SU(3) 

symmetry breaking effects--e. g. fdfz= 1.22. Breaking in W(6) symmetry is behind the 

suppression of Do + K’X and D+ -+ K+p*. 

34 



Chapter 2: Theory and Motivation for Analysis 

Thus presented herein are searches for D+ doubly Cabibbo suppressed decays in 

the 9.56 pb-’ data sample of e+e-annihilation events collected near the ly(3770) resonance 

with the Mark III detector at the SPEAR storage ring, at the Stanford Linear Accelerator 

Center. These searches are performed foremost to provide an additional probe into the 

possible phenomena of destructive interference in the D+ decays. The specific modes 

searched for are 

l D+ + K+lt'-& (which consists of D* + K+p”, K*Oz+ and KSw’n+ 
nonresonant) 

. D++K*+nO 

The results will be used to test the theoretical predictions for the I PI2 parameters in Table 

2.5. Other doubly Cabibbo suppressed modes, D+ + K*z+ and K*p’, cannot be studied 

experimentally due to the confusion with the Cabibbo allowed modes, D+ + &” and 

E”p+, when both K” and E* decay via the weak eigenstates Ki and Kf. 

Using Bigi’s predictions, the numbers of produced doubly Cabibbo suppressed 

events expected in the Mark III data set are 5.1 for D+ + K+#, 32-70 for D+ + K*Oz+, 

76-160 for D+ + K-n* and 2.6 for D+ -+ K+p”. These decays may therefore be observ- 

able in this experiment. 

23.3 The Current Experimental Status of Doubly Cabibbo Suppressed 
Decays 
To date only one study has been performed experimentally for D+ doubly Cabibbo 

suppressed decays. The SLAC-LBL Collaboration[35] at SPEAR searched for D+ + 

K+n’-z+ inclusively in 1.27 pb-’ and 1.63 pb-’ of data collected, respectively, at & = 

4.03 and 4.41 GeV. They observed O.Ot;f:o7 events over the combiiatoric background with 

an efficiency of 0.16f0.03 and placed a 90% confidence level upper limits of co.02 on 
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CFB(D+ + K+n-lt+) and <0.05 on B(D+ + K%-n+)/B(D+ + K-w+~+)!~~l This result 

corresponds to 

lpK,J2<19 at 90% confidence level. 

Considerably more research has been done for Do doubly Cabibbo suppressed de- 

cays by virtue of searching for Do-Do mixing. Mixing in the K”-K”, Do-Do, B$Bf and 

II?:-B~systems arises when the eigenstates of the flavor conserving strong and electromag- 

netic interactions, which produce the particles, are not eigenstates of the weak interac- 

tions, which cause the decay of the particles. Thus a particle produced as a Do, containing 

a c quark, can decay into a state characteristic of a Do, containing a c quark If 8 is con- 

served in the Do-Do system, the two weak eigenstates are 

ID+> = +-9 + PO)1 
ID-) = $D*) - ID*)] 

characterized by even and odd CP, a mass difference ALQ = m+ - m- and width difference 

m= r+ - L A state prepared as ID*) at t = 0 evolves as 

I 0) [ Dot +-‘“C’ -&r 2 + e-b+t] Do) + ;[ ,-++ _ ,-h-c+l]~ 0”) 

With the dimensionless variables 

the amount of mixing is usually defined by the parameter 
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Figure 2.12 Box diagrams leading to Do-Do mixing . 

r ~ 6P” lD0(41~~ .2 + y2 

~J(DoID*(~))~~ = 2+x2 -y2 

At the quark level, Do-Do mixing is a second order weak process represented by the box 

diagrams in Figure 2.12. In the Standard Model the effect of mixing from these diagrams 

is estimated to be small, t - 10-73q largely because Ar CC Arrz in the Do-Do and 

Am = f&,2 -n~~)tan28~ vanishes in the W(3) symmetry limit. Long distance effects, 

involving intermediate states such as ICE and n; may enhance mixing to as much as r = 

10m313q Physics outside the Standard Model could also enlarge r through extra box dia- . 

grams or first order flavor changing neutral currents. 
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Figure 2.13 Do + K+C produced by (a) Do-o0 mixing and (b) Do 
doubly Cabibbo suppressed decays. 

However, Do doubly Cabibbo suppressed decays are an unavoidable background 

in studies of Do-Do mixing. As shown in Figure 2.13, these decays produce the same final 

state as Do-Do mixing, when the latter are searched for in nonleptonic final states. One 

way to avoid this problem is to study mixing by the lepton tag method, where the sign of a 

lepton in the decay of a D marks the charm quantum number of the original meson. 

Another approach to handling the background from doubly Cabibbo suppressed 

decays is to take advantage of the time dependence of Do-fro mixing. For example, the 

time evolution for Do + K+z- is given byr3% 
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Rate(D”(t) + K+r) = e-” 

where CP violation has been include in the E parameter. The first term is due to mixing and 

is proportional to t2e-” . The second term is due to doubly Cabibbo suppressed decays and 

is proportional to the usual eWn . The third and fourth terms account for possible interfer- 

ence between mixing and doubly Cabibbo suppressed amplitudes. At sufficiently large de- 

cay times, therefore, mixing will dominate. 

This approach was taken by the photoproduction experiment E691 at Fermilab!3g1 

The Do’s are observed through the reactions 

(right-sign) 

(wrong-sign) 

where the $ from the D w tags the charm of the Do. With the time cut t > 0.88 ps, they 

plot for the remainin g events the available energy Q versus the invariant mass MinV of the 

K IC or K zzz combinations and find in the signal regions one event for Do + K+fl with an 

estimated background of 2.7 events and two events for Do + K+lt’bfl consistent with 

background. Through a maximum likelihood fit using the Q, MbV and t values for each 

event in a function describing the known dependence on these quantities for normal de- 

cays, mixing decays and doubly Cabibbo suppressed decays, they obtain an upper limit on 

mixing of r < 3.7~ 10e3 at 90 % confidence level and upper limits on the doubly Cabibbo 

suppressed parameters 1 &J and 1 j&J of: 
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I PKA2 < 5.7 

I i%,nm12 < 6.8 atgO% C. L. 

for tar@ = 0.2267. These limits are to be compared with the predictions in Table 2.5. 

This experiment WI has also studied Do-o0 mixing by observing hadronic and 

semileptonic modes of the Do through the reactions 

e+e- + M3770) + DoDo 

KG Knmr, Kd, Kev, Kpv 

Kn, Knmr, Kd, Kev, Kpv 

The exclusive final states are kinematically fitted to the hypothesis e+e- + X@@(M) + 

(mode 1, mode 2), where M is a parameter of the fit and not constrained to the Do mass. 

Since D’s with charm C = +l typically decay to &al states with strangeness S = -1, the 

vast majority of DoDo events have a final states with net S = 0. D’s which decay by mixing 

or a doubly Cabibbo suppressed transition produce S = +l states, and the events with these 

decays will have final states with a net S = f2. 

Because the D’s are produced near threshold at the ly(3770), they are nearly at rest 

and time evolution can not be utilized in this analysis to reduce the background from dou- 

bly Cabibbo subpressed decays. One solution to the problem to consider only the events 

where both D’s decay semileptonically. Another is to search for events where both D’s de- 

cay to identical two-body final states. Doubly Cabibbo suppressed decays cannot contrib- 

ute to such final states, a fact which follows from a quantum statistical argument due to 

Y&namoto[41] and Bigi and Sanda. [42l Here the argument is specialized to the case Dono 

+ K+&. Since the ly(3770) is a spin one object, the two D mesons, each with spin zero, 

must be produced in a relative p wave state. In turn each k”# pair must be in a relative s 

wave state in order that the net spin be zero, and they can therefore be viewed as identical 

bosons. However, Bose-Einstein statistics require that these bosons have symmetric wave 

40 



Chapter 2: Theory and Motivation for Analysis 

ma ia4 im 

80- : Y- 

lB- 10 
* lo- I.. 

lO- 

'_ : o- 6 
I- 

i!iiiit~~**t lala'lalmla1a P 
4 . . . . 8 . . ..I 

a ia la Ia la II l.m P a la la 111 l.m 1w 1Jm 

KsrvsKd KnmrvsKm" Kmr"vsKmro 

K7rmrwKlv Km0 vs Klv 

Figure 2.14 Mass distributions of the S = 0 and S = f2 events observed in 
the Mark JII experiment. 

functions. Such final states cannot therefore be generated by doubly Cabibbo suppressed 

decays. 

From the analysis, this experiment observes 224 events with S = 0 final states, 

whereas it observes three events with S = f2 final states; the distributions are shown in 

Figure 2.14. Two of the S = f2 events are reconstructed in the final states K %‘# versus 

K ?r’#, and a Dalitz plot analysis finds one to be consistent with K-p+ versus ICp’ and 
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the other consistent with PO@ versus PO&’ (Do -+ K?# decays are dominated by the 

Do 4 A-p+ and K*O# channels; confer Table 2.3). The third event is observed in the final 

state Im+ versus K’&#. The expected background is 0.4&O. 1 events, largely due to S = 

0 events with particle misidentification. In the limiting case where the events are all due to 

mixing, a maximum likelihood analysis finds r = 1.2f0.6 % or r > 4x W3. If instead the 

E691 limit is assumed to be valid for mixing and PK~ >> j& is assumed, then 17j~di~ 

= 7f4 or 

l&$12> 1.9 at 90% C. L. 

This lower limit is to be compared with the predictions in Table 2.5 for IPQ/~ and 

I PzPa 12. 

Finally, the CLEO Collaboration t431 at CESR has searched for the decays Do -+ 

K+fl and K+n-&f as evidence for either mixing or double Cabibbo suppressed decays; 

no attempt was made to distinguish the two. Right- and wrong-sign candidates were iden- 

tified through the decays 

(right-sign) 

(wrong-sign) 

with stringent cuts applied to reduce all background. No statistically significant signals 

were observed for either Do + K+fl or K+lt’&lt-, placing 90 % confidence level limits of 

~4.3 and <6.5 events, respectively. Wrth 420f21 events and 393~20 events observed, re- 

spectively, for Do + K-z+ and K-n’+z&, they obtain the limits B(D” -+ K’~)/B(D” + 

K-k) < 0.011 and &Do + K+~&ti~Q/lS(ll~ + K-tin-n*) < 0.018. These results give 

I isarI < 4-2 

I jkwr12 < 6.8 at90% C. L. 
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which are small improvements over the E691 results. The results also support the E691 

limit on mixing. 

In summary, the present data on doubly Cabibbo suppressed decays, and Do-Do 

mixing, is rather sparse; no unambiguous evidence has been found for any of these pro- 

cesses. Results from E691 and CLEO find mixing to be small, suggesting that the three S = 

+2 events observed by Mark III are due to Do doubly Cabibbo suppressed decays with 

jFKp12 > 1.9. This result further motivates the searches discussed in the remainder of this 

thesis; the need to understand I p I2 for doubly Cabibbo suppressed decays, as it influences 

our understanding and interpretations of mixing, provides further motivation for a search 

for these decays in the D+ sector, wherein mixing cannot occur. 
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Chapter 3 

The Mark III Detector and Data Processing 

3-l IntroductiorJ 
The studies presented in this thesis use data collected by the Mark III detectors] 

the third solenoidal, general purpose detector designed for physics at the electron positron 

storage ring SPEAR (Figure 3.1). The primary objective of the experiment is to study and 

measure exclusive final states of charmonium and the charmed mesons produced from 

e+e- collisions in the 3 to 5 GeV center-of-mass energy range. Gptimization of the detec- 

tor involved (1) good solid angle coverage to detect particles efficiently, (2) good particle 

identification to distinguish e’s, p’s, z’s and K’s and (3) high detection efficiency for low 

momentum photons, originating, for example, from low momentum #‘s. 

The detector, shown in Figure 3.2, was located in the West Pit of SPEAR. Closest 

to the interaction point is a beryllium beam pipe 15cm in diameter with 1.5mn-1 thick 

walls. Surrounding the beam pipe is the inner trigger chamber, also referred to as Layer 1, 

used in the particle tracking and trigger systems. After it is the main drift charnber![45 pro- 

viding the major tracking information and dE/dx information for particle identification. 

Surrounding the main drift chamber is a series of 48 scintillation counters which make up 

the time-of-flight sy~terr&~~] used for most of the particle identification. The electromag- 

netic calorimetry is divided into a barrel section[471 lying beyond the time-of-flight 

counters and two endcap sections. WI The calorimetry is located inside the aluminum mag- 

net coil, which supplies a nearly constant 0.4 Tesla B-field throughout the main drift 

chamber for measuring track momenta. Finally, two layers of muon counters make up the 

outermost detector system The readout electronics for the various systems contain sample 

and hold circuits for temporary analog storage and microprocessor-controlled analog to 
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Figure 3.1 The electron positron storage ring SPEAR. 

digital converters, I491 or BADC’s, for digitization and online data calibration such as ped- 

estal subtraction. Corrected data are read out and stored to tape by a dedicated VAX 

11/780 computer. A hardware trigger system[5ul provides interrupts to allow time for log- 

ging data and rejects backgrounds from cosmic rays and beam-gas scattering. 

The analysis in this thesis uses the Mark IIt ~(3770) data samples and relies on the 

following detector components: 

l the inner trigger chamber for charged track momenta; 

l the main drift chamber for charged track momenta and for particle identi- 
fication of low angle track, 

l the time-of-flight system for particle identification; 
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l the electromagnetic shower counters for photon detection and z” recon- 
struction. 

This chapter discusses in more detail these detector systems and their performance. This 

chapter also discusses the processing of the “raw” data collected with those systems and 

the prehminary event selection. 

32 Overview of the Mark III Detector 
3-2.1 The Inner Trigger Chamber 

A precursor to today’s vertex detectors, the inner trigger chamber, or Layer 1, pro- 

vides tracking information close to the interaction region and therefore defines the loca- 

tion and time of the interactions. It is a small cylindrical drift chamber with an inner radius 

of 9.2 cm, an outer radius of 13.7 cm and a length of 110 cm; the coverage is 98% of 47r 

steradians. The chamber consists of four concentric planes of wires, divided into 32 drift 

cells. A drift cell is defined by one 38 pm stainless steel sense wire bordered on each side 

by 178 pm BeCu field wires. An end view is illustrated in Figure 3.3. 

Each plane is staggered by half a cell relative to adjacent planes to provide a more 

efficient configuration for the trigger system. Tracks radiating from the interaction region 

will have different ionization drift times in the cells due to their orientation. However, as 

shown in Figure 3.3, the sum of drift times in neighboring cells of adjacent layers is nearly 

constant and equal to the maximum drift time in a single cell, -250 ns. To obtain the sum 

in drift times, discriminated signals from neighboring cells in the first two planes of Layer 

1 are transmitted into the opposite ends of a tapped delay line chronotron ~ircuit!~~l The to- 

tal drift time is determined by the coincidence circuit where the signals met. This scheme 

allowed the trigger system to use only a -100 ns gate instead of the full 250 ns for the 

physics even&With beam crossings at SPEAR occurring every 780 ns, this reduced the 

total cosmic ray triggers by approximately a factor of 8. 

The gas used in the chamber was a mixture of 70% argon and 30% ethane. 
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Figure 3.3 The transverse view of the inner trigger chamber. 

3-2.2 The Main Drift Chamber 
The main drift chamber is divided into two sections as shown in Figure 3.4. The 

inner region, referred to as Layer 2, contains sense wires at high density for tracking, mo- 

mentum resolution and dE/dx measurement. The outer section contains Layers 3 through 

8, which provide further tracking information, including z information.t The main drift 

chamber extends in radius from 14.47 cm out to 114.26 cm. In length, layers 3 through 8 

are 238.8 cm, while layer 2 is only 182.9 cm; the indentation is needed for the compensat- 

ing magnets. 

Layer 2 is made up of 32 axial cells, each containing thirteen 20/&n diameter tung- 

sten sense wires bounded radially by two 57~ diameter stainless steel guard wires. The 

cells are separated azimuthally by 15 field shaping wires made from 175 diameter BeCu. 

tTheMarkmcoordinatesystemis&~~in~lationtoeheSPEARring:thepositiveraxisisinthee+ 
beam direction, the positive x axis points toward the center of the ring, and the y axis points upward. The t 
and e+beams circulate clockwise and counter-clockwise, respectively, as view from above. 
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Figure 3.4 An axial view of l/lath of the main drift chamber. The large 
dots, small dots and open circles represent the field wires, the sense wires 
and the guard wires, respectively. 

The reasons for the high density of wires in this region are two-fold: (1) to obtain good 

resolution of displaced vertices from neutral particles such as A’s and Kps and (2) to ex- 

tract information on the energy deposition of the steeply-dipped charged tracks This latter 

information is obtained by operating the sense wires at low gas gain and reading out the 

signal pulse heights over a 1 p gate. The sense wires are staggered by f150 m with re- 

spect to the cell centers to resolve the ambiguity which arises when determining through 

which cell half a track has passed. This ambiguity is discussed further below in the discus- 

sion of the other drift chamber layers. 

Layers 3 through 8 are divided into NX 16 cells, where Nis the layer number. This 

design makes each cell approximately equal in size. Each cell contains three 20 pm diam- 

eter tungsten sense wires and two 57~ diameter stainless steel guard wires which 

radially bound the sense wires. The cells are separated azimuthally by an equal number of 
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Figure 3.5 A distribution of A = vmift [(tl + @/2 - t;l averaged over all 
cells in Layer 5. The two peaks correspond to tracks traversing the left and 
right halves of a cell, while the valley between them corresponds to tracks 
crossing a cell center. 

175 diameter BeCu field wires. To obtain z information, Layers 4 and 6 were strung at ste- 

reo angles 7.7O and -9.0°, respectively. Additional z information is obtained from Layers 

3,5 and 7 by charge division in the guard wires. 

The gas initially used for the chamber was a mixture of 89% argon, 10% CO, and 

1% methane. During later runs water vapor was added to prolong the lifetime of the cham- 

ber. 

Similar to the cell design for Layer 2, the three sense wires in each cell of Layers 3 

through 8 are staggered by f4OO~ to resolve the left-right ambiguity. Without the stag- 

ger, the cells would be symmetric axially, leaving the determination of which cell half a 

particle has passed through for the offiine track fitting algorithm. With the stagger the am- 

biguity can be resolved by calculating the quantity 
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Figure 3.6 The time-of-flight systenx 

where v~ is the drift velocity and tl, r2 and r3 are the measured times on the three sense 

wires. The sign of A determines through which half of the cell the particle has passed. A A 

distributiorris shown in Figure 3.5, where the two peaks corresponding to the left and right 

sides of a cell are cleanly resolved. 

3-2.3 The Time-of-Flight System 
The time-of-flight system consists of 48 sci.ntillator counters 15.6cm wide, 5cm 

thick and 3.2m long, mounted parallel to the beam at a radius of 1.2m, thus providing a 

coverage of 80% of 41~ steradians. Light generated from a particle traversing a counter is 

transmitted to the ends of the scintillator and fed by light guides into Xl?2020 photomulti- 

plier tubes. The time-of-flight system is illustrated in Figure 3.6. 
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The time measurements are made relative to a beam crossing signai defined via 

pick-off electrodes in the storage ring. Discriminators measure times at the total pulse 

height and at two thresholds. An online calibration system consists of a pulser with vari- 

able voltage for calibrating the electronics and a N, laser system for calibrating the entire 

time-of-flight system. 

3-2.4 The Shower Counters 
One of the features that distinguished the Mark III from its predecessors was the 

electromagnetic calorimeter, or shower counter system, situated inside the magnetic coil. 

This configuration dramatically reduced the amount of material which interfered with low 

energy electron and photon detection. The system is a sampling calorimeter with propor- 

tional wire readout. Three sections, a barrel and two endcaps, provide a solid angle cover- 

age of 94% of 4z steradians. 

In the barrel shower counter, the radiator is a lead ahoy of 6% antimony and 94% 

lead, while the ionizing medium is a gas mixture of 20% methane and 80% argon. The gas 

fills twenty-four layers of proportional cells, 1.27 cm thick. Each layer contains 360 cells 

circumreferentially, divided by I-shaped aluminum barriers. In each cell, an aluminum 

wire axially strung collects the deposited charge. Lead alloy sheets with a thickness of 

0.28 cm, or l/2 a radiation length, separate the 24 layers of proportional cells. Each of the 

lead sheets were fabricated in 10 azimuthal pieces and mounted on an aluminum spool 

2.52 m in diameter and 3.85 m in length. Radial support is provided by five, longitudinally 

positioned aluminum ribs. Figure 3.7 shows the design of the barrel shower counter. 

The endcap shower counters have a design similar to the barrel: 24 layers of pro- 

portional cells 1.17cm thick separated by 112 radiation length lead. In the endcaps, the 

proportional cells run vertically. To fit around the compensator magnets each endcap is di- 

vided into five sections as shown in Figure 3.8. 
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Figur be 3.7 The barrel shower counter. 

..I‘.,. 

The wires in the Grst six layers of the barrel and endcap shower counters are read 

out individually to achieve maximum efficiency and resolution for low energy photons. 

Subsequent layers are readout in radial groups of three. Both ends of the wires are readout 

to obtain z information through charge division. 

3-2.5 The Trigger 
The trigger system for the Mark III uses information from the drift chamber and 

the time-of-flight system to discriminate physics events from the cosmic and beam gas 

backgrounds. Since the beams at SPEAR cross every 780 ns, the trigger makes decisions 

on two levels-Level 1 and Level 2--to minimize dead time. Failure to satisfy the trigger 

criteria at either level causes the electronics to be reset for the next beam crossing. Thirty 

milliseconds are required to read out the electronics when the trigger criteria is satisfied. 
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Figure 3.8 An endcap shower counter. 

The Level 1 trigger can look for six different event configurations simultaneously. 

For the w(3770) data runs, the “one-track” and “two-track” trigger configurations7 were 

enabled. The two-track trigger required two chronotron hits from Layer 1, while the one- 

track trigger required at least one chronotron hit in Layer 1 and a hit in a time-of-tight 

counter. The decision is made within 590 ns after the beam crossing, allowing enough 

time, should an event fail, for the capacitors in the sample and hold electronics to dis- 

charge before the next crossing. If an event satisfies the trigger criteria, the next beam 

crossing is sacrificed to allow time for the Level 2 trigger to process the event. 

In the Level 2 trigger, rudimentary track reconstruction is performed with hits 

from drift chamber layers 1,3 and 5. A circular track is defined by a coincidence between 

a cell in layer 5 and groups of cells in layers 1 and 3. These group patterns are identified by 
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Figure 3.9 The Level 2 trigger track Ming scheme. 

80 programmable array logic X’s running in parallek see Figure 3.9. The one-track trig- 

ger reqCred only one of these group patterns, while the two-track trigger required two. 

The’trigger rate at the y43770) was 3.5 Hz with the Level 2 trigger. This rate re- 

sulted in a 10% dead time. Analysis of data taken at the w(3680) determined that the trig- 

ger efficiency is 97%. 

3-3 Offline Data PI=- 
3-3.1 The rcr(3770) Data Samples 

Figure 3.10 shows the e+e’ hadronic cross section as a function of & around the 

charm threshold region. Lying -40 MeV above the Dono and D+D- thresholds, the 

y(3770) resonance, also called the v/‘, has been established to be an unbound state of 

charm and anticharm with P = l-. It resides below the On* and D*D* thresholds, 
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decaying dominantly to DoDo and D+D-.* The D's are consequently produced 

monochromatically, with total momenta of P,o = 270 MeV/c and Pp = 242 MeV/c. These 

kinematic properties have been exploited to obtain the model-independent D production 

cross section measurements, O-O = 5.8+0.5f0.6nb and q,+ = 4.2+0.6rt0.3ndUl 

The Mark III w(3770) data sample was taken during three separate running peri- 

ods: in the fall of 1982, the spring of 1983 and the spring of 1984. The total integrated lu- 

minosity, as determined from the observed numbers of wide-angle Bhabha and dimuon 

events, is 9.56 pb-’ with a systematic error of 0.48pb-l. With this luminosity, 

27700f2400+2600 DoDo pairs and 20300+ 2900fllOO D+D- pairs are estimated to 

have been produced. 

3-3.2 The Filter 
Although the Mark III trigger discriminates against events produced by beam gas 

and cosmic rays, a considerable number of these backgrounds are still logged with the in- 

teresting e+e- data; for the w(3770) -50% of the triggered events are from beam gas, 

-40% from cosmics and only -1% from e+e- interactions. To purify the sample and facil- 

itate the offline data reconstruction, the raw data is processed by a tilter prograu$52l which 

classifies events as Bhabhas, dimuons, hadrons, cosmic rays or “junk” and discards events 

under the latter two classifications. The program first uses information from the time-of- 

flight and muon counters to distinguish dimuon events from cosmic ray events. It then ex- 

amines the shower counter response and labels the events as Bhabha, hadronic, cosmic or 

junk based on the number of showers, the shower energy distribution and the total shower 

energy. Before rejection, cosmic and junk events are subjected to a fast track finding algo- 

rithm, an event is retained if it satisfies a loose set of criteria for track multiplicities and to- 

pologies. The efficiency of the filter program for retaining e+e- events is determined to be 

$ Some evidence exists for non-00 and non-charm decays. See, for example, Y. Zhu, Ph.D. thesis, Califor- 
uia lustitute of Technology (1988). 
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Figure 3.10 The charm sector showing the J/w w(3680), y(3770), 
ly(4040) and w(4160) resonances. Also shown are the various D D, D n* 
and D *D* thresholds. 

better than 99%, based on checks which included scanning visually large samples of re- 

jected events and varying the selection requirements. 

3-3.3 Event Reconstruction 

Drift Chamber Reconstruction 
Charged particle trajectories in the drift chambers are found and fit by a fast, effi- 

cient track recognition algorithm. P3J The reconstruction is performed in four stages: 

.) The first stage uses a non-numeric pattern recognition algorithm mod- 
elled after the online track finding trigger processor (see Section 3-2.5). 
Cell hits in the r-q plane are registered in bit arrays. The arrays are then 
compared to a dictionary of 12832 possible hit patterns which would be 
produced by track from the event origin possessing a transverse mo- 
mentum greater than 50 MeV/c. 
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2) At the second stage drift tune information is used. Different tracks can 
lead to identical hit patterns, particularly when hit information is miss- 
ing for a given layer. These ambiguities are resolved by analyzing local 
drift cell information, including track direction, curvature, and left- 
right cell location. In a few cases an approximate non-iterative circular 
fit is necessary to finally resolve the ambiguities. After all tracks are de- 
termined, the drift cell information and fast circle fit parameters are 
cached for the full helix fit. 

3) The third stage involves z reconstruction. For 75% of the tracks the z 
information comes from the stereo layers 4 and 6. From these tracks the 
position of the event vertex is found. For those tracks with only one ste- 
reo layer information, approximately 1 l%, the z information is found 
from the stereo layer and the event vertex. For 1% of the tracks, no ste- 
reo information is present, and the vertex position and charge division 
from layers 1,3,5 and 7 are used. For some low angle tracks, approxi- 
mately 4 %, a shower in the endcap may be used in conjunction with the 
vertex position. For 4% of the tracks no z information can be obtained. 

4) Finally in the fourth stage, a full piecewise iterative helix fit is per- 
formed. The values from the fast fit performed in the second stage are 
used as input values for the full fit. Track trajectories are parametrized 
by five helix parameters: 4 E azimuthal direction of fi at the point of 
closest approach to the z-axis; K= l/p,; s I tan il = the tangent of the 
dip angle; 5 = x sin # - y cos # = signed distance of closest approach to 
the z-axis; and q I z position at closest approach. 

A momentum resolution of 

AP2 (7, = (0.015)2 (1 +p2) 

has been achieved, where p is in GeV/c. The first term reflects the uncertainties due to en- 

ergy losses and multiply scattering in the material before the drift chamber (Table 3.1). 

The angular resolutions achieved are 

A$ = 0.002 
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Table 3.1 The materials traversed by particles; thicknesses in radiation 
lengths. 

Material 
Beam pipe 
Inner trigger chamber 
Inner wall of drift chamber 
Drift chamber gas 
Drift chamber wires 

Number of Radiation Lengths 

0.0068 
0.0016 
0.0075 D.o(=j 

Total 0.0214 

AtanL = 0.011. 

After the helix fit, corrections due to energy losses are applied to the track parame- 

ters and the correlation matrix. The losses are assumed to be a function of fi 0nly[~~1: 

-2.74 

Ap = G,,s=qyg& 5 <p < 0.94) . 
rpmin sed (j320.94) 

where hpti is the mean momentum loss for a minimum ionizing particle. Additional 

corrections are made for the uncertainty introduced by multiple scatteri@~ These cor- 

rections are calculated for each track assuming e, z, & K andp mass hypotheses. 

Further improvements to the momentum resolution can be achieved by @orming 

a beumjit, where the origin of a track is constrained to the beam location!5q The beam fit 

rninimks the r-9 distance between the beam crossing spot and the reconstructed track or- 

bit and is applied after the energy loss and multiple scattering corrections. After the fit the 

track parameters and correlation matrix are recalculated, and a ;I? is obtained which can be 

used to determine good event tracks. In this thesis, P @) > 0.01% defines a good track 

Figure 3.11 compares the results of the helix fit, energy loss corrections and beam 

fit corrections. The plots show how the corrections reduce the non-Gaussian tails which 

can arise in the mass distributions and how the corrections improve the resolution. 
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Figure 3.ll The invariant mass of D+ + K-&z'+ candidates using (a) 
the track momenta from the helix fit, (b) the track momenta corrected for 
energy losses and (c) the track momenta obtained from the beam fit. 

The pulse height measurements from Layer 2 are used to provide &/dx ionization 

information, which can in turn be used for particle identification. The raw pulse heights 

are corrected for the gains and pedestals in the electronics, fluctuations in the pressure and 

temperature of the gas, signal arrival times and track angles within the cells. The measured 

energy loss is then determined from an average of the lowest 75% of the corrected pulse 
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Figure 3.12 Average pulse height from layer 2 as a function of track 
momentum. Tracks were required to have at pulse height measurements 
from at least six wires. 

heights; the highest 25% of the pulse heights are due to the larger asymmetric Landau 

fluctuations. The performance of the dE/dx system is illustrated in Figure 3.12 where the 

average pulse height is plotted against momentum. Clear n, K and p bands are shown. Par- 

ticle identification with the dE/dx information involves studies of the residuals 

where Ef”d is the predicted energy loss assuming mass hypothesis i, EmeaS is the mea- 

sured energy loss, and ois the resolution in Ema. The predicted energy loss is calculated 

using the Landau formula with the Sternheimer-Peierls modification for the density ef- 

fect?5~ 
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FE= fi [9.O+h+p-6-J 
dx p2 

where 6 parametrizes the density effect and N provides the normalization based on the 

number of pulse height measurements. The energy resolution depends on the number of 

pulse height measurements and is determined from Monte Carlo simulations. Separation 

of pions and kaons are possible up to about 0.625 GeV/c. 

Time-of-Flight Reconstruction 
The raw time-of-flight data consists of the timing signals extracted from the photo- 

multiplier tubes on each end of the time-of-flight counters. Reconstruction involves first 

applying calibration. Calibration constants are determined using samples of Bhabha 

events collected by the filter program. These corrections account for effects such as light 

propagation times, time variations due to differing cable lengths, and time walks associat- 

ed with varying pulse heights. The reconstruction continues by associating time-of-flight 

hits with tracks reconstructed in the drift chamber. For each combination a 2 is formed 

between the z positions measured by the tune-of-flight and by the drift chamber and is 

used to label the quality of the time-of-fight information for that track Best time-of-flight 

z information is obtained when only one particle traverses a counter. 

Particle identification by time-of-fight involves a comparison of the measured 

time Tmeas with the predicted time, qti, assuming mass hypothesis i: 

where I and p are the path length and momentum of the track, determined from the drift 

chamber measurements, and mi is the hypothesized mass. The time residual uncertainty, 

Di, contains factors from the time resolution of the time-of-flight counter, the uncertainty 
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Figure 3.13 p vs.momentum for tracks in the w(3770) data- The n, K 
and p bands are clearly distinguished below p = 1 GeV/c. The electrons can 
also be seen at low momenta with #I = 1. 

in the predicted time arising from the drift chamber resolution, the finite size of the e+e- 

beams. 

The time-of-flight resolution obtained for hadrons in the w(3770) data samples is 

-190 ps.The performance of the system is illustrated in Figure 3.13. At least 30~K sepa- 

ration has been achieved for tracks up to 0.8 GeV/c. 

The Shower Counter Reconstruction 
The shower reconstruction involves identification of hits as shower clusters. The 

positions of the clusters along the proportional tubes are determined by charge division; 

this measurement is in z for the barrel and in y for the endcaps. Clusters may be then 
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Figure 3.14 Energy deposited in the shower counters by Bhabha 
scattered e+e-pairs as a function of z. 

associated with tracks seen in the drift chamber. The energy measurement is obtained by 

integrating the collected charge. 

The performance of the shower counters is investigated using electrons from 

Bhabha events and photons from kinematically constrained J/y + dd events. A deg- 

radation in detection efficiency about the ribs is shown in Figure 3.14. The efficiency for 

detecting photons as a function of photon energy is shown in Figure 3.15. The counters are 

fully efficient for photons down to 100 MeV in energy. The energy resolution obtained is 
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Figure 3.15 Efficiency for detecting photons as a function of photon 
energy. 

where E is in units of GeV. The resolutions in azimuthal angle and z are a, = 7 mrad and CI, 

= 44 mm, respectively. 

3-3.4 The Hadronic Event Filter 
A post-filter program exploits the fully reconstructed event information to remove 

the cosmic and beam-gas events that survived the initial filter program. Loose require- 

ments are imposed on the event vertex position in both the r-4 plane and in z. Events with 

only two charged tracks must also pass cuts on pw acolinearity, time-of-flight differences, 

and shower energy. Additionally, the dilepton events, found by the initial event filter, are 

separated out. This program reduces the event sample by approximately a factor of ten, 

but it has an efficiency better than 99% for retaining the interesting physics events. 
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33.5 Monte Carlo Event Generation and Detector Simulation 
Monte Carlo simulation is used in this thesis to estimate efficiencies and study 

backgrounds. The Mark III Monte Carlo simulation involves both event generation and 

detector simulation. 

The two generators used for the analyses in this thesis simulate the following reac- 

tions: 

l e+e- 3 1y(3770) + DO 

l e+e- + u$g), d&g), G(g) 

The first reaction is simulated by the Mark III 00 event generator. The program 

produces pairs of Do and 0’ mesons at a specified center of mass energy with a specSed 

energy spread; the nominal values, which correspond to the Mark III ly(3770) data sets, 

are 3.768 GeV/c2 and 1.2 Mev/c2, respectively. The D mesons are produced with a sin20 

angular distribution as required by the helicity constraints of e+e- -+ w(3770) 3 Do. 

Each D is then “decayed” through a channel which is either specified by the user or select- 

ed randomly by the program from a dictionary of known D decay modes. When the decay 

channels are selected randomly, the channels are weighted by their branching ratios. The 

Do and D+ dictionaries are listed in Table 3.2 and Table 3.3, respectively. The dictionaries 

contain some high multiplicity channels which have not yet been measured; these have 

been included in order to produce the inclusive multiplicity and momentum distributions 

observed in the real da@*] Daughter particles produced by the D decays are decayed ac- 

cording to their known modes. 

For most D decay channels, the four vectors of the daughter particles are distribut- 

ed according to the density of states in the allowed phase space. For D + WI, V + P2P3, 

where V represents a vector particle and P a pseudoscalar particle, the four vectors are dis- 

tributed instead with a cos20 distributions, where 8 is the angle between the D and either 

P2 or P3 in the rest frame of the daughters of K 
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Table 3.2 The Do Monte Carlo dictionary. 

Decay Mode Branching Ratio (So) Decay Mode Branching Ratio (%I> 

K-z+ 4.200 Ron? 1.900 

K-K+ 0.510 K°KO 0.255 

7t-n+ 0.140 nono 0.140 

Pq 1 so0 h 0.008 

WI 0.016 KOq’ 0.061 

&’ 0.004 K-p+ 8.450 

EOpO 0.860 EO$ 0.860 

r-d 5.230 K*“le 1.060 

@ 0.026 PO 3.200 

K&K+ 0.860 K-d-# 2.470 

~“lc+7r 2.000 EOlw 0.800 

K’hl%+ 9.100 K3l+nDnD 14.90 

n-&n%+ 1.470 KOn+n+ 9.800 

irOIPH 0.750 P n+n-9r+lt- 0.850 

K-&-it+~fl+ 2.350 K-K+z” 0.850 

@f-c 0.170 K-K%? 0.072 

E°K-V 0.870 lr-IFIF 1.110 

K’~ti~lto 8.280 K3t%-&#nO 0.650 

K-&### 3.400 K-e%, 3.400 

K-/h, 3.400 K “e%, 3.400 

7Te+vc 0.300 fw+vp 0.300 

p-e+ve 0.300 

The reactions, e+e- + uU(g), d&g), sS(g), are simulated with the Lund Jetset 6.2 

generato@‘] which is based on the Lund string fragmentation model. This generator is , 

used to estimate backgrounds arising from the non-charm continuum. The program 
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Table 3.3 The D+ Monte Carlo dictionary. 

Decay Mode Branching Ratio (%) Decay Mode Branching Ratio (%) 

Eon+ 3.200 E°K+ 1.010 

n%+ 0.100 fQl’ 0.080 

jf*on+ 3.670 iPp+ 7.540 

@+ 0.770 K*oK+ 0.440 

K-n'+d[nr] 6.650 icOn+# 1.440 

K-K+z+[nr] 0.540 d-n-7r+ 0.380 

jE%+rn* 6.600 K-&n+ 6.200 

KOn+n%P 5.000 K-&&Cd 4.960 

ir%wlttrti 1.000 K-n*7t+ltlt+CZ+ 3.300 
lr%%-dllm"c& 0.500 K'A+## 3.820 

K0115c-&~ 5.800 iF%MY# 10.20 

Pe+v, 8.100 @L’Vp 8.100 

POe+ve 7.500 #e+v, 0.600 

WV/l 0.600 poe’v, 0.600 
P$Vp 7.500 POOp 0.600 

calculates the cross section for these processes to be 14.94 nb’t at the H3770). This num- 

ber is used to normalize the background estimates. For the studies in this thesis the pararn- 

eters of the model are left unadjusted. 

After event generation, the final state particles via their four-vectors are propagat- 

ed through the detector simulation. The detector responses account for the system efficien- 

cies, including the effects of dead channels, and system resolutions. Also included are the 

effects due to energy loss, multiple Coulomb scattering, hadronic interactions in the detec- 

tor material, photon conversions, and e bremsstrahlung. For the time-of-flight simulation, 

real dimuon events are used to determine the time residual distributions for each of the 
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time-of-flight counters. For the shower simulation a library of real showers taken from J/v 

+ pn is use&O1 

The detector simulation generates the Monte Carlo raw event data in the same for- 

mat as real event data. The same reconstruction and analysis programs can thus be used on 

both Monte Carlo and real data. 

For initial background studies in this thesis, 199K DoDo events and 157 K 0% - 

events were generated and stored on tape. These samples contain approximately 7.75~ 

and 7.20x the numbers of DoDo and D+D- pairs estimated in the real data. For higher sta- 

tistic studies specific event topologies are generated with at least 10 x the number of events 

with that topology. For the u, d, s background studies, 14OOK events were generated with 

the Lund Monte Carlo and stored on tape. 
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The Tagged Event Sample 
4-l Introduction 

The general technique used in this thesis for full event reconstruction is referred to 

as tagging. Since the ly(3770) decays dominantly to DoDo and D”D- pairs, fully recon- 

structing a D decay from a subset of tracks in an event therefore guarantees that the re- 

maining tracks originated from the recoiling 0. The reconstructed D is referred to as the 

tagged D or simply the tug, while everything not associated with the tag is referred to as 

the recoil. Once a tag has been obtained, the recoil tracks can be analyzed for the decay 

modes of interest, in this case the doubly Cabibbo suppressed modes. 

This chapter discusses the tagging procedure used in the balance of the thesis. Sec- 

tion 4-2 discusses the kinematics of H377O)‘s at rest which are exploited by the tagging 

procedure. Section 4-3 details the tagging event selection. Section 4-4 describes the meth- 

od for estimating signals and backgrounds with tagged events. Finally, Section 4-5 dis- 

cusses the kind of backgrounds which remain by tagging D fi events. 

4-2 Kinematics at the $(3770) 
The conventional method of observing resonant signals in particle physics analy- 

ses is by selecting a set of tracks and studying plots of the invariant mass (h&J: 

where (E , p) i are the energy and three-momenta of the track i. For reconstructing D de- 

cays at the w(3770) in the Mark I& the resolution of the invariant mass is typically 15 to 

20 MeV if the modes contain only charged tracks and somewhat worse, -30 MeV, if the 
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modes contain a 8. The resolution is largely due to errors on the momentum and not on 

errors on the track angles. Improvements can be obtained by exploiting the pair production 

kinematics of D mesons near threshold. Since the D’s are pair produced at the w(3770) 

and the laboratory frame is also the rest frame of the resonance, each D is produced with 

an energy equal to that of the beam in the laboratory frame. Another mass quantity known 

as the beam-constrained mass (Mb) can therefore be constructed by replacing the ener- 

gy of the D with the energy of the beam: 

This mass quantity is simply a function of the total momentum of the decay products, PD = 

c pi. Because of th e smaller energy spread of the beam (-1.2 MeV) and the low value of 

PD (270 MeV/c for the Do, 242 MeV/c for the 0”) and its error, PD (-10 MeV), resolu- 

tions of Mbeam are of the order 2-3 MeV. 

Another advantage of having a second independent mass variable lies in the reduc- 

tion of background from misidentification. The invariant mass is sensitive to the mass hy- 

potheses made on the decay products, while the beam-constrained mass requires that they 

have the correct momentum (the measured momentum is dependent on the mass-hypothe- 

ses only to the extent that the small dE/dx corrections are mass dependent). Imposing a cut 

on one quantity, conventionally the invariant mass, leaves the other quantity to be exam- 

ined to search for a “signal”. 

4-3 TheW Tagged Event Selection 
To obtain the largest tag data sample, seven of the dominant decay channels are 

used to form the tagged D ; these modes and their measured branching fractions are listed 

in Table 4.1. All neutral kaons are detected through the decay chain go + Kf + z%-, 

and all neutral pions through the decay a0 + w The general procedure and analysis tech- 

niques used to extract a signal for each of the channels are described here. Loose criteria 
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Table4.1 The D+ tag channels and their branching fractions. The 
branching fraction for KX+z+ is derived from B (D+ + $&) = 0.77 f 0.22 
f 0.1 l%, B (D + + E’OK+) = 0.44 3: 0.20 f 0.10, and B(D+ + K-K+x+[nr]) 
= 0.54 f 0.25 f 0.09% 

b I I 

has been chosen to maximize the efficiency. Knowing the tag efficiency is not critical-- 

only proper counting of the detected tags for the “denominator” is important. 

Tag reconstruction begins with the charged track selection. All charged tracks must 

have a good helix fit with a well measured momentum 2 component. Their parameters 

must also be corrected for energy losses and multiple scattering according to the assigned 

mass hypotheses. Tracks not associated with Kf reconstruction are further required to 

have a successful beam fit. No requirement is made on the track with respect to the fidu- 

cial volume of the detector. 

To reduce the combinatoric backgrounds, loose particle identification is imposed 

with the TOF or dE/dx measurements. The following algorithm is used to determine if a 

track is consistent with a given mass hypothesis: 

l If the TOF measurement has a good quality flag it must satisfy the re- 
quirement 
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where ATi is the difference between qRd and Peas for mass hypothesis i, 
and crI is the mass-dependent uncertainty on ATi. 

. If no identification has been made with TOF then the dE/dx measurement 
is considered, provided the momentum of the track is less than 0.625 
GeV/c and the measurement was obtained from six or more track hits. 
With a good dE/dx measurement, the track must satisfy the requirement: 

-3.0 < A& 
I I 
- C4.5 

CT 

where AEi is the difference between Er& and Emeas for mass hypothesis 
i, and ois the resolution of Emeas. 

If no identification is made with either system, the track is defaulted to the pion hypothe- 

sis. This algorithm allows a track to be identified as both a kaon and a pion if the hypothe- 

ses are consistent. If K and z identifications are made, both hypothesis are considered in 

reconstructing the D decays. The issue of double counting that this introduces will be dis- 

cussed below. 

This standard algorithm is used in all cases except the Cabibbo suppressed D+ tag 

K-K+& where the background in the invariant mass plot peaks near the mass of the D+. 

To improve on the signal-to-noise in this channel, tighter particle identification cuts are 

imposed on the kaon identification: 

l ATK > -0.61~ (-3 cr) if identified by TOF, 

l A& > -1.5 oif identified by dE/dx. 

In the identification of neutral tracks in the shower counters (photons from the 

physics events), one has to address a number of processes which can produce both real and 
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spurious showers. The major source of these “fake photons” arises from hadronic 

interactions between is or K’s and the lead material in the shower counter; the secondary 

particles from these interactions can “split-off’ and create a shower which the pattern rec- 

ognition does not associate to the main shower. Other sources of fake photons are particle 

decays, back splash (albedo), and electronic noise. Although none of these processes are 

modelled by the Monte Carlo, a standard set of selection criteria has been established 

which significantly suppresses these fake photons. A shower is selected as an isolated pho- 

tonif 

l the energy of the shower E,,is greater than 30 MeV 

l number of layers hit is two or more 

l the first layer hit is before layer seven, i.e. within -3 radiation lengths 
from the inner radius of the counter 

l 1 co& 1 c 0.95 where 8 is the angle between the shower momenta and the 
momenta of the nearest charged track 

Once a set of charged tracks and isolated photons have been selected, multiplicity 

requirements are imposed. The number of charged tracks and the number of isolated pho- 

tons must be greater than or equal to the numbers required by the tag decay mode. 

Tag reconstruction proceeds with the reconstruction of Kps. For each pair of op- 

positely charged tracks with consistent pion hypotheses, the crossing points of the track 

circles are located in the xy plane. The correct crossing point is chosen, and the track pa- 

rameters and error matrices are recalculated at the secondary vertex. A pair is then retained 

as a Kf combination if 

l jMm- Mm J ~30 MeV/c*, where M,is the invariant tir mass with the 
recalculated track parameters and Mm = 497.67 1 MeV/c*. 

l the displacement of the decay vertex transverse to the beam, IW is greater 
than 2mm 
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Figure 4.1 Inclusive S’T mass distribution before (solid) and after 
(dotted) the cuts on lx,, and PQf ) (see text). The peek near the &I& 
threshold is the result of misidenti r ed photon conversions in the detector. 

l the momentum vector of the z+n- pair aligns with the position vector of 
the decay vertex crossing point in the transverse plane. This condition is 
imposed by requiring P($&, ) > 0.01, where 2&, is the chi-square be- 
tween the two vectors in the xy plane. 

The latter two cuts arc imposed to reduce the combinatoric background under the Kf mass 

peak as demonstrated in Figure 4.1. 

In the #reconstruction, to improve on the modest energy resolution of the shower 

counters, all photon pairs are subjected to a one-constraint kinematic fit in which the ener- 

gies and positions of the showers are adjusted, within errors, to form an invariant mass 

equal to the fl mass. The fit is considered successful if the confidence value for the 1 is 

greater than 0.1. After the fit, an additional cut on the fitted photon energies is imposed to 

reduce the background which arises when fake showers or incorrect photons have re- 

placed the real, lower energy photons in the very asymmetric 8 decays. For the i3Oti18 

tag, the fitted energies must be greater than 50 MeV, while for the K-tin?8 tag, because 

of the larger backgrounds observed, the fitted energies must be greater than 150 MeV. 

75 



Chapter 4: The Tagged Event Sample 

Photon pairs which pass these cuts are retained as fl candidates, and the fitted photon 

momenta are used in the full reconstruction of the D tag. The multiple counting problem 

introduced by the possibility of more than one two-photon combination satisfying this cri- 

teria is discussed below. 

Finally for the full D reconstruction, all tracks with consistent mass hypotheses 

and, if appropriate, reconstructed Ki’s and 16)‘s are permuted to form the invariant and 

beam-constrained masses. A cut on the invariant mass from 1.8 19 to 1.919 GeV/c2, corre- 

sponding to about 2.5 (T around the nominal D mass, is imposed to extract a signal in the 

beam-constrained mass plot. 

As mentioned above the loose particle identification criteria and the 8 reconstruc- 

tion can allow an event to be counted more than once as a tag candidate. The multiple 

counting can occur in two ways: 

1) Two or more different tag channels can be reconstructed for a given 

event; this can occur, for example, when both D’s in an event can be re- 
constructed. 

2) ‘lkvo or more possible combinations of tracks can yield a consistent tag 
for a given channel; tag modes with higher multiplicity like D+ + 
~“zWllA and those containing a # tend to be more susceptible to this 
probkrn. 

To count the actual number of tagged events in an unbiased manner, the following 

criteria is used to select only one tag combination per event: 

1) If more than one tag channel can be reconstructed, select the channel 
with the largest signal-to-noise ratio; the tag modes are listed in Table 
4.1 according to the selection order. 

2) For the all charged tags, D+ + if’&, K-&n’, ~“n+zmn~, PP, and 

K-K%'+, if more than one combination of tracks forms the tag, choose 
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Figure 4.2 The D+ tags. 

the combination whose lowest momentum track has the largest momen- 
tum of all the combinations. 

3) For the two tags containing neutrals, D+ + ~TC’%!, K-lt*tid), if more 
than one combination of photon pairs can reconstruct the tag, choose 
the combination with the lowest 2 from the # fit. 

The D+ tag sample for each mode is displayed in Figure 4.2 after this selection 

procedure. The number of tags above background is determined by a binned log likelihood 

fit to a function of the form 
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Table 4.2 The number of D+ tags. 

I K-7Pll’t I 1601 f 19f29 

I ir”7P?m+ I 182flOf16 

I E07r+7e I 1912 17 f 13 

I E°K+ I 17f5&3 

I K-K?+ I 84+9f13 

_ (m-m, I* 
ftmipi) = {1+~~mchm2+p3,2}1-e’f”~~~1”~11+~4e 2ai 

where m is the mass variable and pi 5 {pl, ~2, p3, ~4, TTQ, DO, ml, 01) are the parameters of 

the fit, The polynomial in the first term describes the background, while the Gaussian term 

parametrizes the signal. The error function represents a Gaussian-smeared Heavyside 

function to account for the phase space cut-off near m = 1.884 GeV/c2. For the tag modes 

without a I#), a fit is first made to the K-&d distribution with all parameters free. This fit 

determines the resolution of the D signal for the all-charged modes; a value of 0.0022 f 

0.0001 GeV/c* was obtained. Fits for the re maining all-charged modes are then performed 

with Q fixed at 0.0022 GeV/c?. For the two modes with a #, the resolution was deter- 

mined by a fit to Monte Carlo; a resolution of 0.0032 f 0.0001 GeV/&as obtained. Fits 

to the data are then performed with q fixed to 0.0032 GeV/c*. 

The numbers of tags found in each of the seven channels are given in Table 4.2 

with statistical and systematic errors respectively; a total of 2350&33-+40 were ob- 

tained.The number for each mode is calculated by integrating the fitted background 
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Figure 4.3 The sum of the seven tag samples. 
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function over the tag signal region and subtracting that number from the total number of 

events in the region. The signal region is defined to be between 1.862 and 1.876GeV/~? 

for the all-charged modes and to be between 1.859 and 1.879 GeV/$ for the modes with a 

#; these regions arc approximately +3 CT intervals about the mass peak. Note that the sta- 

tistical errors reflect the uncertainty in the number of background events under the peak. 

No contribution. from the tags (H&) is present; one is only interested in the collected 

number of D * tags. For example, if there were no background, there would be no error on 

the number of tags. The systematic errors on the number of tags were determined by vary- 

ing the polynomial in the background functions for each of the fits; polynomials of differ- 

ent orders were used as well as initial values for the function parameters. 

Figure 4.3 combines the seven tag samples. The background level is low with a 

signal-to-noise ratio of 1.54. 
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4-4 Estimating Expected Numbers of Events 
While the tagging procedure counts only one tag per event, all reconstructed tags 

are tested when searching for doubly Cabibbo suppressed candidates. The removal of can- 

didates associated with multiple tags would introduce a systematic uncertainty from the 

multiple tag reconstruction efficiency. Instead, the number of events for a given signal is 

calculated according to: 

nS= nta&%C 

where n, is the number of signal events, ntag is the number of tags, B, is the branching ra- 

tio of the signal decay mode, &s is the reconstruction efficiency, and C is a small correction 

for multiple counting: 

C= 
l-ix: $3 tag.’ tag.i 

i 

where 4ag.i and 4ag.i are the reconstruction efficiency and the branching ratio for tag mode 

i respectively. 

The derivation of this formula follows. Let ntot be the number of produced Do 

pairs. The number of produced D’s is then 2nbt, and the number of produced D’s that de- 

cay through the tag mode i is 2n,J3,g.~ Of these D’S, 2n&~g.i~g.i are reconstructed. 

This number is the number of events where only one of the two D’s has been reconstructed 

plus twice the number of events where both D’s have been reconstructed. Since the tag- 

ging procedure only counts one tag per event, the number of events tagged twice has to be 

subtracted from 2n&&,,,Etag.i to reflect the number of tagged events. Since the number of 

events tagged twice is n to&3 &.iEfe.i, the number of tags in mode i is 

2nb&agi%qi U - ~4ag.iEtag.i) 

Generalizing to all tag modes, the number of tags, nhg, becomes 
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ntag = 2ntot (~hag.i%g.i)(l - !jxBtag.i%ag.i) 
i j 

Now, opposite a tag, consider reconstructing some signal decay mode with a branching ra- 

tio of B, and an efficiency of E, (for simplification of this discussion, E, is assumed to be 

independent of the tag). The number of reconstructed events, II,, is 

n, = &0tB~ Es C%ag.Aag.i 
i 

= %gB& 
l-$ $3 tag.’ tag.i 

i 

thus obtaining the correction factor C. 

For the analyses which use all the tags, the correction factor was found to be 

C = 1.032. 

For the analyses which use the tags containing only charged tracks, the correction factor 

was found to be 

c = 1.028. 

The uncertainties on these correction factors are considered negligible, since the uncer- 

tainties on n s, for example will be dominated by the uncertainties from n tag, E, and B, 

45 Backgrounds in the Tagging Analyses 
In the following analyses, where doubly Cabibbo suppressed decays are searched 

for opposite the tags, backgrounds arise from two production sources: (1) charm (Do) 

production and (2) u, d and s production. Since the events are tagged, the major 
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backgrounds arise from the former. Two categories of D B backgrounds are defined: Class 

I and Class IL 

Class I backgrounds are D D events where one of the two decay modes is correctly 

reconstructed to form the tag, while the other decay mode is incorrectly reconstructed as 

the desired signal. An example of a Class I background event for the D ’ 3 K’# search 

(Chapter 6) would be an event produced as D+ + z’K+vs. D’ + KVn!-, where p -+ 

Kf + nono, and detected as a D-tag + K+I&T plus a D+ incorrectly + K?. Often the 

term, Class I background, will refer simply to the D decay which has been incorrectly re- 

constructed, e.g. D+ + K°K+ is a Class I background. 

The number of Class I background events, nLk, which are expected to contribute 

to a signal, is calculated according to: 

where B, and ~b are, respectively, the branching fraction and acceptance for the back- 

ground process, and C is the correction factor for multiple counting, discussed in the pre- 

vious section. Class I backgrounds are generally the dominant backgrounds in tagging 

analyses. 

Class Il backgrounds are D fi events where both decay modes are incorrectly re- 

constructed. An example of a Class II background event for the D+ + K+K& analysis 

(Chapter 5) is D+ + g”#K# vs. D- + K+flfl. Since the i?” is identified through the 

channel p + Kf + &fl, it can be misidentified as a K”. Wrong combinatorics then 

yield the final state K”h&~ vs. K+I&. Both D+D- and DoDo events may contribute 

to Class If backgrounds, as will be subsequently shown. Since the tag is not correctly re- 

constructed, the number of Class II background events, nnw, is calculated according to 
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where nDD is the number of produced D D events, B b and B 6 are the branching fractions 

of the two D decay channels, and E b,6 is the acceptance of the event topology as the sig- 

nal. 
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Chapter 5 

Search for D+ + K+W& 

5-l Introduction 
The first doubly Cabibbo suppressed decay mode that is searched for is D+ + 

K+Czf; it is experimentally, the most accessible mode of the II+, having three charged 

particles and no neutrals in the final state. Of the three doubly Cabibbo suppressed final 

states evaluated in this thesis, it is the excellent mass resolution and modest combinatoric 

backgrounds for this final state only that allow it to be approached with both inclusive (un- 

tagged) and full reconstruction (tagged) analyses. The balance of the &ral states, having 

neutrals, can only be studied using the tagged technique and full event reconstruction. 

The detailed results of the untagged analysis for D + + K+ltm* are presented in 

Appendix 1. For clarity, they are s ummarized in Section 5-2 since they motivate the search 

for explicit candidates of fully reconstructed events. The balance of this chapter presents 

the tagged search for II+ + K+z-x+, including the resonant channels II+ + K+p” + 

K+(s-n+) and D+ + K*‘lt+ + (K+n-)z+ and the nonresonant final state D+ + K+f&. 

Section 5-3 describes the initial event selection for K+z-&. Section 5-4 discusses the ma- 

jor backgrounds that arise from charm production, and it describes the cuts added to re- 

duce them Section 5-5 gives the results of the analysis on the data and includes various 

analysis tests and estimates of the efficiency and level of remaining background. Section 

5-6 uses those estimates to calculate the upper limit on the branching fraction for D + + 

K+f&. Finally, Section 5-7 describes the resonant substructure analysis performed to ex- 

tract upper limits specifically for L)+ + K’p’, K*‘n+ and K+C&[nr]. 
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Figure 5.1 Invariant mass distribution for inclusive K+z-b. 

5-2 SummaryofIncll~vecuntagged)Analyss~ofD+~~+~nA 
In Appendix 1 the details of an analysis to isolate a signal for D+ + K+z-z+ inclu- 

sively in the ~(3770) data set is presented. Strict fiducial and particle identification cuts 

are applied to reduce combinatoric background. A signal of 37.1f12.4f5.5 events above 

the combinatoric background is observed in this channel; see Figure 5.1. With the analysis 

cuts employed, only 2.5f0.9_o.9 +‘*O background events are expected to peak under this signal. 

This result represents only a -2.5 cr significance above the smooth background. An effi- 

ciency of 22.OzfzO.3?@ 8 leads to an estimate of the branching fraction B (D+ + K%-a+) 

= 0 3g+o.o!J+o.o9 . -e~~.~%. Relative to the Cabibbo allowed decay, D+ -+ K-&n+, a value of 

IPKm12= 18.3?$&4.0 is calculated. This surprising result strongly motivates the search 

for fully reconstructed events in this channel and in other simple channels, inthe balance 

of this thesis. 
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1.82 1.84 1.86 1.88 

M beam 

Fipre 5.2 Monte Carlo D+ -+ K+n-n+ (generated opposite D’ -+ 
K K). The box delimits the signal region. 

5-3 Tagged Analysis of D+ + K+flnA-Event Selection 
Given a tagged event as described in Section 4-3, selection of D+ + K+Td can- 

didate events proceeds as follows: 

l Three charged tracks with a good helix fit must be found in the recoil. 
The tracks must also be corrected for energy losses and have a good 
beam fit. 

l The net charge of the event must be zero. 

l The recoil tracks are permuted according to the D+ -+ K+n? hypothe- 
sis; the mass hypotheses assigned to the tracks must he consistent with 
the TOF and dE/dx information. This initial particle identification is the 
same as that used in the tag event selection. 

To observe a signal, a scatterplot of the invariant mass (Iv&) versus beam-constrained 

mass (Mbeam) is made from the selected track combinations. Figure 5.2 shows the 
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Figure 5.3 (a) D+ + z’O&, E” + KS0 + n%; (b) D+ + I&L%$ and 
(c) D+ + K-K+n+ when reconstructed as D+ + K+n-IL+. 

scatter-plot for the expected signal, along with the two projections. The scatterplot aids the 

identification and rejection of background events. True D ’ meson combinations will have 

a fixed momentum (242 f 14 MeV/c2) and therefore have a beam-constrained mass cen- 

tered on the mass of the D+, independent of errors in the particle mass assignments. The 

invariant mass provides the rejection against the backgrounds which occur from single 

particle misidentifications--specifically, D+ + &r-n* (including D+ + x0&, go + Ki 

+ dfl) and D+ + K-K+n+. With a correctly reconstructed tag, z+IL’-& forms K+z-B+ 

when a pion is misidentied, and K-K*@ forms K+z-z+ when a kaon is misident%ed. 

These backgrounds produce reflections at approximately +120 MeV/c2 from the D+ in- 

variant mass, as illustrated in Figure 5.3. 
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The signal region is defined by a +3acut in Mh,, and a f2acut in l&+ 

. 1.819 c Mhv c 1.919 GeV/c2 

l 1.862 <M- < 1.876 GeV/c2 

Together the cuts retain approximately 88.4% of the Monte Carlo signal, while rejecting 

better than 98 %I of the backgrounds from single particle misidentifications. 

Figure 5.7(a) shows the events retained after the initial event selection require- 

ments. Rventy candidate events lie within the signal region, and 60 events lie outside. As 

anticipated, a vertical band is formed largely from particle misidentifications. 

5-4 MajorBackgroundstoD++K+~~ 
In general, the major backgrounds to D+ -+ K%-n+ appear to arise from the oc- 

currence of at least two errors in the event selection procedure, e.g. two particle misidenti- 

fications. These backgrounds are of the Class I category, where only the recoil is 

incorrectly reconstructed. Backgrounds also come from Class II category, where both the 

tag and recoil have been incorrectly reconstructed. The Class I backgrounds are discussed 

first (Section 5-4.1), followed by the Class II backgrounds (Section 5-4.2). The data reduc- 

tion cuts introduced to remove the backgrounds are then discussed (Section 5-4.3). The 

application of these cuts on the data is postponed until Section 5-5. 

5-4.1 The Class I Backgrounds 
The major Class I backgrounds arise from two D+ decay channels: 

l D+ + z°K+, p + KY + n+ni--a Cabibbo suppressed mode where the 
Kf is not identified. 

l D+ + K-x+x+--a Cabibbo allowed mode followed by a double misiden- 

tification between the lcaon and a pion. 



Chapter 5: Search for D+ + K+m-d 

. I 1 -. . . I I 
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Figure 5.4 Monte Carlo of the Class I backgrounds to D+ + K%-& 
(a) D+ -+ E°K+ + (#‘I&)K+; (b) D+ +KX+a+dnr]; (c) D+ + E*Oz+ + 
(K-IC+)Z+; and (d) D+ + h+3r” + (z+n~&c . 

The K-&n+ background has been studied through its resonant component D+ + z*‘z+ 

+ (K-z+)& and its non-resonant component D+ -+ K-dr+[nr]. Another fl decay mode 

which contributes background is: 

l D+ + &+x0, K” + Kf + tilt---a Cabibbo allowed mode where the 
x0 is lost and a pion is misidentified as a kaon to compensate the missing 
momentum. 

Figure 5.4 displays the MhV versus Mh scatterplots for these backgrounds. The pK+ 

and K-z+& peak in the signal region, while the K”&co form a continuum which feeds 

into the signal region. 
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5-4.2 Class II Backgrounds 
For this search, the major Class II backgrounds arise from both II +D- and D ‘no 

events where only track n&association occurs; no particle misidentification is involved. 

Consider, for example, the following D+D- event: 

Both D decay modes are Cabibbo allowed. In the attempt to reconstruct a tag and a 

K+n’-n+ recoil, a IC+ from the D+ can be interchanged with a R- from the D-. If the pions 

are soft, such an interchange often does not significantly alter the kinematics. The event is 

then observed as 

D- + Kfz+Cw- vs. D+ + K+z-x+ 

Characteristic of the situation, the unique constraint of strangeness is lost by the presence 

of the Kf. 

As another example, consider a DoDo event produced as 

In the attempt to reconstruct a K$c+n-z+ tag and a K’w-n+ recoil, a a- from the second 

D could be associated with the first. Again if the particle momenta are low, the kinematics 

is not greatly changed by the misassociation. The event is then observed as 

D- + Kid%-n- vs. D+ -+ K”z-n+ 

The final state K$%r%-x- vs. K+Tc’-z+ is most susceptible to these Class II back- 

grounds, since the pions are generally soft due to the high multiplicity. However, the final 

states with the tags K$r+, K@+z~, K$+, and K+KX+ are also susceptible; in the first 

three tags the neutral kaon makes the strangeness of the decay ambiguous, while, similarly 

in the last tag, the net strangeness is zero. 
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Some other less obvious Class II backgrounds were found from studies of the 

D+D- and DoDo Monte Carlo sets (Section 3-3.5). These backgrounds involve topologies 

where an extra no in the event is lost in the reconstruction. For example, one such topolo- 

gy is 

Do + K*-d vs. Do + I&-x+x-, K*- + K-r’, x0 + yy 

reconstructed as 

D+ + K-K+n+ vs. D- + K-n+n- 

where the z” is lost, a pion from the decay of the 0’ is misidentified, and tracks are misas- 

sociated. 

5-4.3 The Background Cuts 

The Anti-K: Cut 
This cut suppresses the R°K’ background by discarding events with Kf + dx- 

candidates. For each K+Clt+ track combination, the track parameters and error matrices 

of the X+X- pair are recalculated at the point of closest approach and are then used to cal- 

culate the z+n- invariant mass. An event is retained if 

l lM,-MmI>30 MeV/c2 

This criteria removes 88 8 of the iE”K+ background which survives the initial event selec- 

tion, while retaining 94% of the signal. This cut is also found to remove 80% of the 

K”&ro background. 

The Second Level Particle Identification Cuts 
These cuts are introduced to suppress the K-n%+ backgrounds. The AT= T@ - 

Tmeas distributions are examined for those recoil tracks identified by the time of flight, and 

AE / cr f (Em - Em=)/ 0 distributions for those identified by dE/dx. Figure 5.5 shows 

Monte Carlo plots of these distributions for K-&n+ (solid histograms) and K+R-X+ 
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Figure 5.5 Double misidentification of D + + K-z+& when 
reconstructed as K+n-z+. Plots (a)-(c) are AT distributions, respectively, 
for the K+, x- and lz+ tracks identified by TOF, while plots (d)-(f) are AE/cJ 
distributions for the K+, C and n+ tracks identifkd by dE/dx. The solid 
histograms show the distributions for Monte Carlo K-ask and the dashed 
histograms show the distributions for the desired K%‘b signal. The 
arrows indicate the second level particle identification cuts. (The small 
peaks offset from zero in the signal distributions arise from the double 
misidentification K+ w n+). 

(dashed histograms) events. In the ATdistributions, Figures 4.5(a)-(c), correctly identified 

tracks produce peaks at zero, while misidentified pions and kaons produce peaks around 

-0.8 ns and +0.8 ns, respectively. A similar effect is observed in the AE/o distributions, 

Figures 4.5(d)-(f). 
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The second level particle identification cuts impose tighter criteria on the tracks 

which the first level cuts have identied as the K+ and the K in K+Kz+. For a track to be 

retained as the K+: 

. AQ> - 0.6 ns (-30) if the time-of-flight information has been used, 

AEK 
l T > - 1.5 if the dE/dx information has been used, 

while for a track to be retained as the Z? 

l ATzc 0.5 ns (-2.50), 

A&l 
l 7 c 2.0, 

and the pion must now be identified by either the TOF or dE/dx. Since the tC- in D+ + 

K+z-lt+ does not participate in the double misidentification, it is unnecessary to apply 

tighter criteria to that track This criteria removes 97 % of the K-z+z+ background which 

survives the initial event selection, while retaining 81% of the signal. It is also removes 

about 90% of the ~“z+xo background which survives the anti-Kf cut. 

The Topology Cuts 
The major Class II backgrounds are identified and suppressed by reanalyzing the 

events for a&ernate 00 hypotheses. The topologies which are examined are listed in Ta- 

ble 5.1 and Table 5.2. For each candidate event, the tracks are repermuted and the beam 

constrained masses are recalculated. The event is then considered consistent with the 

background topology and discarded if, for any of the combinations, the mass on both sides 

lies within 3 cr of the nominal D mass. The efficiency of this procedure is demonstrated in 

Figure 5.6 .for the background II+ + K”&z-w+ opposite D- + K+lc’-z-. 

Effectively all of the Class II backgrounds are found to be removed by these cuts. 

The effect of these cuts on the signal depend strongly upon the final state beiig recon- 

structed: 85 % of the signal is retained when reconstructed opposite a K$c+ tag, 49% 
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Table 5.1 D+D- topologies considered as background to tagged D+ -+ 
K+Z-IG+. 

Tag vs. K%-z’+ PO- background 

i-?On+ vs K-%+x- . K”z- vs K-z+& . 

I ~“hr-d- vs K-d-n-. . I K”a-d-z- vs. K-&r+ I 

I K”n+ao vs K-x+x- . I K”nro vs K-n+z+ . I 

K°K+ vs K-&r- . I K’n- vs. K-K+z+ 1 

I K-K+z+ vs. K-&z- I K+K-n- vs K-n+@ . I 

Table 5.2 DoDo topologies considered as background to tagged D+ + 
K+7CZ+. 

Tag vs. K?r-x’ I DoDo background 

z”z+ vs K-&c- . Ken-lc+ vs. K-z+ 

~“z+n-n+ vs K-x%- . Ken-z+ vs. K-z+lr-n+ 

K”n+wo vs K-&n- . K”Or+ vs. K-z%’ 

i?‘OK+ vs K-r%- . K”mr+ vs. K-K+ 

K-K+z+ vs K-&n- . K+K- vs. K-x+x-x+ 

when opposite &+KK, 85 % when opposite K$r’x”, 71% when opposite KfK+, and 

69% when opposite K+K-k. 

The Anti-Photon Cut 
This cut is motivated by the &?ro background and the less obvious Class II D b 

backgrounds with the extra a”‘s. These residual backgrounds are suppressed by a cut on 

the number of isolated photons not participating in the event reconstruction; if one or more 

extra photons are found with energies exceeding 100 MeV, the event is discarded. To re- 

duce confusion between photons from the event vertex and split-offs from charged tracks 
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Figure 5.6 Monte Carlo D+ + K”&lt-x’+, D- + K+x-n-, z” + Kf + 
&IT. (a) Events reconstructed as the signal D- + K$r’n-n-, D+ + 
K+z-R+ after the second level particle identification cuts have been 
applied. (b), (c) The beam constmined mass plots from reanalyzing the 
events as K$r+lt-d, K+a-IL- (with multiple entries per event); the arrows 
delimit the +3a mass regions about the D f mass. (d) Events remaining 
after discarding those consistent with the I&+fx+, K+Cn- hypothesis. 
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interacting in the detector, the angle 0 between their momentum and the momentum of the 

nearest charged track must give cos6 < 0.95. The disadvantage with applying this an- 

ti-photon cut is the systematic uncertainty--approximately 8%--introduced by the pres- 

ence of the split-offs, which the Monte Carlo does not simulate. 

5-5 ResuMs 
Figure 5.7 shows the application of the cuts to the data After all cuts are applied 

three candidate events remain in the signal region and one falls directly outside the signal 

boundary. For the remaining discussions the events are labelled in Figure 5.7(e) as A, B, C 

and D. 

55.1 Analysis Tests 
Tests have been performed to check the analysis procedure of the K+z-z+ search. 

The first two tests examine the initial event selection procedure by searching specifically 

for the two major Class I background channels: Di + K-d3ri and Di + g°Ki, z” + 

Kf -) #r. The third test studies the background reduction cuts by predicting the num- 

bers of events removed and comparing the results with the numbers that are removed. 

Search for D+ 3 K-‘TT%+ 
For this search, the initial selection criteria for K%-& is modified to account for 

the differing final state charged particles. The resulting scatterplot is shown in Figure 5.8. 

An expected cluster of events is seen around Mb” = M- = 1.8693 GeV/c2 with littIe 

background in the surrounding regions; 107 candidate events fall within the signal region. 

The detection efficiencies and expected numbers of events are calculated opposite 

each tag mode according to the procedure in Section 4-4. Although the resonant K-&z’ 

substructure is not well understood [a (the non-E*Oz+ camp onent is not uniform across 

the Dalitz plot), the numbers are determined from samples of Di + g*Ozi + (K-&)d 

and D+ + K”xini[nr], for lack of a better model. The branching fractions used are B (D’ 
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Figure 5.7 Data after: (a) the initial event selection; (b)-tie anti-K! cut; 
(c) the second level particle identification cuts; (d) the D D topology cuts; 
and (e) the isolated photon cut. 

+ K-n~rr+[m]) = 7.2f0.6~t1.8%[~~1 and B(D+ --) K*Oz+ + (K-z+)&) = 

1.9f1.4f1.8%, where the latter branching fraction is derived from B (D+ + p”zi -+ 

(K-z+)&) = B(D+ + K-z+n+) - B (D+ -$ K-a+n+[nr]), using B(D+ j K-aid-) = 
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Figure 5.8 Candidate D+ + K-&z+ events. 

9.lf1.3f0.4%~~’ and B(ll+ + K-z’n~nr]). The correlation between B (ll+ + 

K-&z+[nr]) and B(L)+ + K*‘x+ + (K?)z+) is accounted for when propagating er- 

rorW . 

Table 5.3 summarize s the calculations and compares the expected numbers of 

events against the observed numbers. The total number expected, llOf14 events, is in 

good agreement with 107 observed events, assuming no background. The uncertainty on 

the number of expected events is statistical only and reflects the uncertainty on the number 

of tags, the error on the branching fractions and the error on the Monte Carlo statistics. 

The number of expected background events is l.S!@, smaller than the error on the total 

number of expected events. The background arises from D+ + E°K’ + K$T+ + 

(&K)K+ events (where a double misidentification occurs between the K+ and the II-), 

from D+ + K’z+lc+a’ events (where the x0 is excluded from the reconstruction) and 

from the non-charm continuum (estimated by analyzing u, d, s events generated with Lund 

Monte Carlo Jetset 6.2). 
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Table 5.3 Analysis test of D + + K-lt+n+. The efficiencies are averages 
of the efficiencies for D+ + K-n+#[n.r] and D+ + f?%'+ * (K-x+)x+, 
weighted by the branching fractions for the two channels. 

L I I I 
Tag Mode Efficiency (%) Expected Number Observed Number 

x0x+ 45+2 7.5fl.O 10 

rTr+n+ 50+1 75.6k9.6 72 

K07h-lt+ 5722 9.8f1.3 8 

K03rilr0 47+2 8.4+ 1.4 12 

E°K+ 47fl 0.7f0.2 1 

K-K+n+ 55+2 4.3f0.7 4 

KWTCn+ZO 45fl 4.1kO.8 0 

Total K-lt+n+ Events 1lOf 14 107 

Search for D+ + g°K+ and D+ + god 
The procedure for finding D+ + x°K+ is the same as that for K+rr-ti except for 

the treatment of the IL’+% pair. For these tracks the Kf selection criteria from the tagging 

procedure (Section 4-3) is used. Figure 5.9 shows the resulting plot with four events in the 

signal region. A cluster of events is seen around Mb” = 2.0 GeV/c?, M- = 1.8693 

GeV/$ due to D+ + K”lte where the pion has been misidentified as a kaon, causing up- 

ward shift in mass. The detection efficiencies and expected numbers of events are given in 

Table 5.4, using B(D+ + z°K+) = 1.01f0.32f0.17%~24] A total of 3.0fl.O events are ex- 

pected, this number is consistent with the observed four events. The number of D+ j 

K”& events expected in the high mass region is also checked, obtaining an estimated total 

of 10.8+1.7 events, which agrees well with 10 observed events. Table 5.4 provides the 

numbers for the high mass region. The measurement B(D+ + K"&) = 3.2ztzO.51kO.2 %[24] 

is used. 
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Figure 5.9 Candidate D’ + E°Ki events. Events in the high mass 
region are reAections from D+ 4 Eon+. 

From these checks, it is concluded that the initial event selection procedure is well 

understood. 

Test of the Background Cuts 
In this test the numbers of events that are expected to be removed by each of the 

background cuts are calculated and compared to the numbers that are removed. This is 

done for three regions in the scatterplot of Mh” versus Mb: 

l SignaKRegion: 1.819 c Mh” c 1.919 GeV/c*, 1.862 < Mbam c 1.876 
GeV/$. 

l Region I: 1.67 c Mh” < 1.77 GeV/c*, 1.862 c Mh c 1.876 GeV@. 
This is the low invariant mass reflection region, containing 90% of the 
Di + K-K+& events which are misidentifhxi as Kilt-ni. other sources 
of events in this region are D+ --) hino and the tails from Di --) 
K-X+X+ . 

l Region II: 1.94 c Mi,” < 2.04 GeVjc?, 1.862 c Mbeam < 1.876 GeV/$. 

This is the high invariant mass reflection region, containing 90% of the 
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Table 5.4 Analysis check with D+ + SK' + KiK+ + (z'z-)K+. 

Tag Mode Efficiency (o/o) Expected Number Observed Number 

K0x+ 37+2 0.23 I!I 0.07 2 

K-b-X+ 35fl 2.03 f 0.64 1 

K”lr+IC-X+ 36+3 0.24 f 0.08 0 

iPhP 4Of4 0.27 3~ 0.09 0 

iPK+ 36+2 0.02 f 0.01 0 

K-K+& 36+2 0.11 f0.04 0 
K-9PZ+A0 35f3 0.12 z!I 0.04 1 

Total K°K' Events 3.0 f 1.0 4 

Table 5.5 Analysis check with D+ + K”# + K$@ + (z”?t-)& (for 
events in the high mass region 1.94 < &” c 2.04 GeV/s, 1.862 < Mb c 
1.876 GeV/c2 of Figure 5.9). 

Tag Mode Efficiency Expect&Number Observed Number 

I 40+2 I 0.81f0.13 I 

K-Z++ I 41f2 I 7.38f1.22 I 9 

ir%+7rfr+ I 4Of3 I 0.82&O. 15 I 

Pw+zO I 46f4 I l.OOI!zO.21 I 

KOK+ I 38zI.13 I 0.07 f0.03 I 

K-K+& I 37f7 I 0.351to.07 I 

K--fWWO 34f 10 0.37fO. 10 0 

Total NIL’+ Events 10.8f 1.7 

D+ + &z-n+ and @$r+ events which are misidentied as K+Cx+. 
Other sources of events in this region are the tails from D+ + K-x+x+. 
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Table 5.6 Branching fractions of the Class I and Class II backgrounds to 
D++K+n-lc+ 

Mode Branching Fraction (%) Reference 

D++~°K+ l.Olf0.32+0.17 24,20 

3+ + K+On+ + (*-n+)n+ 1.9+-1.4k1.8 (see text) 

D++K-z+z+[nr] 7.2 k 0.6 f 1.8 22 

D+ +if"a+no I 10.2f2.5f1.6 I 24 

D++K-K+x+ 1 1.21 f0.33 f0.13 1 24,20 

D+-,ff'z+ I 3.2 St 0.5 f 0.2 I 24 

D+-+h-lP 1 0.38 f 0.15 f 0.09 1 24,20 

D++~"hnt+ I 6.6 f 1.5 AZ 0.5 I 24 

Do +K-n+ I 4.2f0.4f0.4 I 24 

D"~~lz+n+- I 6.4f0.5fl.O I 22 

Do +K-&r-n+ 1 9.1f0.8f0.8 I 24 

Do +K-z+z" I 13.3f 1.2f 1.3 I 24 

D"+K%+ I 0.51f0.09f0.07 I 24,20 

For the checks Monte Carlo samples of the various backgrounds were generated 

with at least 10x the expected numbers of events in the w(3770) data samples. The contri- 

bution of g”z’zo and KX+&to the signal region is either small or negligible, and there- 

fore these channels were generated according to phase space only. The decay Do 3 

K-&z0 (in the Class II backgrounds) is dominated by the quasi-two body mode Do + 

K-p’, so this mode has been used to represent K-z+z”. 

Table 5.6 lists the background branching fractions used in the estimates. Correla- 

tions exist between several of the branching fractions. The branching fraction for K°K’ is 

derived from measurements of the branching fraction ratio, B (pK’>/B @?d), and of the 
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absolute branching fraction for B (f?O&). Similar relations hold between KX+z+, tic& 

and K-z+& and between K-K+ and K-z+. These correlations are accounted for in the er- 

rors. The relation between B (D+ + K-n’arnr]) and B (D+ + E”%+ + (K-x+)x’) has 

been discussed above and is also accounted for here. Among the D+ modes Eon+, 

K-n+&, ROn’+fl&, ~“&zo and the Do modes K-n’, K-&fln?, K-zn+lto, correlated er- 

rors arise from the double tag analysis procedure used in the determination of the absolute 

branching fractions. These correlations are assumed to be small and have been neglected 

for these checks. 

Included in the predicted numbers are the estimated contributions from u, d, s 

events, determined from an analysis of Lund Monte Carlo data. The analysis, shown in 

Figure 5.10, finds that the contribution from u, d, s production is not negligible. The tag- 

ging procedure constrains track combinations to the D momentum. When all generated 

particles in the event leave well-measured tracks in the detector, momentum conservation 

will then constrain the recoil tracks to the D momentum, causing events to fall in or 

around the signal region 

Table 5.7 gives the total expected numbers of events lost and compares the results 

against the data. The total number of events expected to be lost from the signal region, 

26.7f3.8, deviates by approximately 2a from the observed number lost, 17, assuming 

Poisson statistics. Most of this discrepancy occurs at the second level particle identifica- 

tion cuts, where 22.2f3.6 events are expected to be lost versus 11 events observed to be 

lost. The deviation may be due to statistical fluctuations, but may also involve the fact that 

the resonant substructure of the K-z%+ background is not well understood!22l A discrep- 

ancy is also found in Region II, where the observed number of events, 18, exceeds the pre- 

dicted number, 11.6f1.7, by approximately 1.5~. In Region I the predicted number, 

7.4f 1.4 events, agrees well with the observed number, 8 events. 
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Figure 5.10 Analysis procedure applied to the Lund Monte Carlo: (a) after 
the initial event selection; (b) after the anti-Kist; (c) after the second 
level particle identification cuts; (d) after the D D topology cuts; and (e) 
after the isolated photon cut. 

54.2 Total Momentum and Energy Studies 
No constraints on the total track momenta (P,J and energy @tot) have been im- 

posed by either the event selection procedure or the data reduction cuts. Therefore, as a 

further check on the quality of the three events, P,, and E,, of the events are examined. 
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Table 5.7 Numbers of events observed and expected to be removed by the 
background cuts. 

cut 

Anti-K! 

Region I Signal Region Region II 

Obs. Exp. Obs. Exp. Obs. Exp. 

1 l.O-lgj 3 3.OZjj.4 6 4.5!.@) 

Second Level Parti- 
cle Identification 

5 5.7k1.2 11 22.2f3.6 11 6.8zb1.4 

Topology 
I 

0 0.2!$:; 
I 

3 0.93:: 
I 

1 

Extra Photon 
I 

2 0.5# 
I 

0 0.5$j 0 
I 

Total Number 8 7.4f1.4 17 26.7f3.8 18 11.6f1.7 

The expected values for these quantities are Pbt z 0 and E tot = & E 3.77 GeV/c2. Signifi- 

cant discrepancies would indicate, for example, missing particles or tracks which escaped 

detection by travelling out through the beam pipe. Figure 5.11 shows distributions of Ptot 

a.udAE,,= ,/- s - Ebt for the three candidate events and the boundary event. For compari- 

son, the corresponding distributions for D+ + K-R%+ with the all-charged tags are su- 

perimposed. 

Event D has the largest discrepancies in both P,, (= 245 MeV/c) and AE,, (= 107 

MeV/c2). Because of this result and the fact it does lie outside the signal region, this event 

is removed from further consideration as a K+x-x+ candidate. 

In total momentum event C also has a significaut discrepancy with P,, = 130 

MeV/c, placing it in the tail of the Di + K-hr+ distribution. The missing momentum 

105 



Chapter 5: Search for D+ + K+v'd 
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Figure 5.ll The total momentum (a) and the total energy (b) of the three 
K+z-Ic+ candidate events and of the event on the signal boundary event. 
Suz$mrd are the total momentum and energy distributions for D+ 

. 

for this event has co&)= 0.86, not well along the direction of the beam pipe. However, a 

visual inspection of the event (Section 5-5.3) finds an isolated 61 MeV shower. If the 

shower is included, the missing momentum then has co& = 0.99 with P,, = 108 MeV/c, 

well in the direction of the beam pipe. Nevertheless this event will be retained as a 

K+%%+ candidate. 

55.3 Event Scans 
To determine the quality of the events and to check against background, the three 

events within the signal region were examined visually; displays of the events are given in 

Figure 5.12 through Figure 5.14. Table 5.8 provides event information. 

Event A 
The tag is K-&z+, reconstructed from the tracks labelled 4,2 and 6, respectively. 

Tracks 4 and 2 are strongly identified by time-of-flight, and the dE/dx information corrob- 

orates the mass hypotheses. For track 6, however, the time-of-flight information prefers 

the kaon hypothesis over the pion hypothesis; the dE/dx information confirms the kaon 

hypothesis, although the momentum of the track--O.651 GeV/c--just exceeds the 0.650 

GeV/c cut above which dE/dx information is not considered reliable, The invariant and 

beam-constrained masses of the tag are Mh” = 1.904 GeV/c2 and Mham = 1.8624 GeV/$; 
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Figure 5.12 Event A. 
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Figure 5.13 Event B. 



Chapter 5: Search for D+ + K+‘II-Q+ 

’ Figure 5.14 Event C. 
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Table 5.8 Event information on the three D+ + K-&z- candidates. 

Event A Event B Event C 

Es 

Channel K-Z%+- K%+ + &r-d- K+K-C 

Tracks: 4 2 6 5 4 2 4 1 5 

P (GeV/c) 0.363 0.648 0.651 0.490 0.467 0.889 0.722 0.538 0.192 

UK1 OK 03 6.8 1.6 10.2 11.1 3.8 3.Z 22 36.5 
44 % 14.0 ID 45 0.7 09 03 2.4 10.3 17 

A8KlO-K 
8qo3 

1.1 - 1.7 3.8 1.6 2.2 ID - 
AEJlo, 02 17 18 13 1.4 2.0 

Mtiv (GeV/c2> 1.904 1.890 1.829 

Mb (GeV/& 1.8624 1.8704 1.8638 

Recoil: 

Channel K-X+X- K-?&T- KW?P 

Tracks: 1 5 3 1 6 3 2 6 3 

P (GeV/c) 0.781 0.494 0.477 0.693 0.395 0.565 0.557 0.370 0.733 

MKI DK 23 14.1 8.9 15 - 6.1 20 - 3.2 
W% a7 1.4 15 7.5 0.5 10.6 07 

mKI OK 
z 

- 0.8 
CL: 

3.3 1.4 
3:'9 

3.6 2.6 
Al?$& 28 11 08 00 22 

Mhv (GeV/c$ 1.829 1.851 1.881 

Mb (GeV~) 1.8655 1.8707 1.8691 

the latter number lies directly above the lower cut on the beam-constrained mass for the 

all-charged tag modes (1.862 GeV/$). The remaining tracks, 1,5 and 3, make up the re- 

coil K%'z+, respectively. All recoil tracks are also identified by TOF. The pion tracks are 

strongly identified by their time-of-flight, but the kaon track is preferred to be a pion by 

time-of-flight; the momentum of the kaon track--781 MeV/c--excludes the use of dE/dx 

110 



Chapter 5: Search for D + + K+m-d 

information. The masses for the recoil are Mb” = 1.829 GeV/c* and Mbeam = 1.8655 

GeV/c2. The invariant &n’- mass is Me* = 0.707 GeV/c2, well away from the mass of 

theK". 

Event B 
The tag is K$?, reconstructed from tracks 5,4 and 2; 5 and 4 form the Kf with an 

invariant mass of 0.506 GeV/$. The displaced Kf decay vertex can be seen in the axial 

view of the event. All tag tracks are well identified by time-of-flight, and the dE/dx infor- 

mation corroborates the mass hypotheses. The tag invariant and beam-constrained masses 

are Mb” = 1.890 GeV/c* and Mb,, = 1.8704 GeV/c*. The recoil K-&z- tracks are 1,6 

and 3, respectively. Tracks 1 and 3 are strongly identified by time-of-flight with consistent 

dE/dx. Track 6 has a low angle with respect to the beam axis and does not hit the 

time-of-flight counters. It is identified by the dE/dx system, which does prefer the pion hy- 

pothesis. The recoil masses are Mb” = 1.851 GeV/c* and Mbam = 1.8707 GeV/c*. The in- 

variant z+x- mass is MIPIlr = 0.730 GeV/c*, well away from the mass of the K". 

Event C 
The tag is K-K+z- reconstructed from tracks 1, 4 and 5, respectively. All tag 

tracks are identified by time-of-flight. Track 1 is strongly identified as a kaon, but track 4 

is consistent with both pion and kaon hypotheses. For the tag G,, = 1.829 GeV/c2 and 

Mb, = 1.8638 GeV/c*. The recoil K%-A+ tracks are 2,6 and 3, respectively. Tracks 2 

and 3 are strongly identified by time-of-flight with consistent dE/dx information. Track 6 

is another one at low angle to the beam axis, and is strongly identified by the dE/dx infor- 

mation. For the recoil Mhv = 1.881 GeV/c* and Mh, = 1.8691 GeV/c*. This event has an 

extra photon with an energy of 61 MeV, below the 100 MeV cut required for the event to 

be rejected by the isolated photon cut. The invariant &r- mass is M,, = 0.925 GeV/c*, 

well away from the mass of the K". 
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In summary, of the three events, Event A would be the most likely to be a back- 

ground. The time-of-flight information of two of the tracks prefers the opposite mass hy- 

pothesis, and the tag beam constrained mass is at the boundary for signal events. 

5-5.4 Additional Topology Tests 
The topology cuts remove events that are consistent only with those topologies 

listed in Table 5.1 and Table 5.2. Other topologies that can contribute are considered to be 

less significant because they include one or more D decays which are Cabibbo sup- 

pressed. For example, K-K+K+ versus X+X-IL- could be reconstructed as K-K+n- versus 

K+Clt+. The three candidate events have been tested against these other topologies. Chily 

Event A is found to be consistent with another topology--KtK- versus X-I&+. The in- 

variant masses of the event are 1.835 GeV/$ and 1.894 GeV/c2, respectively, and the 

beam constrained masses are 1.8634 GeV/$ and 1.8654 GeV/c*, respectively. However, 

the number of such events expected to have been produced in all the M3770) data sets is 

about 0.54 events, and it would be unlikely that one produced event with that topology 

could be reconstructed as both KtK- versus z-z%+ and K$r+ versus K-w%-. Event A 

is therefore retained as a K+cz+ candidate. 

5-5.5 Detection Efficiencies 
Due- to the selective nature of the background cuts, the reconstruction efficiency 

for D+ + K+xx+ must be determined separately opposite each of the seven tag modes. 

To estimate the efficiencies, the analysis procedures are applied to seven Monte Carlo 

samples, -15,000 events apiece, with D+ + K+n-n+ generated according to phase space. 

Table 5.9 lists the estimated efficiencies with the errors from the Monte Carlo statistics. 

The weighted efficiency, determined by the number of tags, is calculated to be Z,= 

40.3f0.6% 
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Table 5.9 Detection efficiency for D+ + K+Clt+ opposite each tag. 

Tag Mode Efficiency(%) 

Icon+ 33.1+ 0.7 

K-R+Z+ 43.8 310.8 

fl fr+lnr+ 24.0 f 0.9 

K”7r+~o 34.3 f 1.4 

iPK’ 27.9 zk 0.7 

K-K%+ 32.3 310.9 

K-7C+7C+~0 46.7 f 3.0 

Weighted Efficiency: 40.3 f 0.6 

5-5.6 Background Estimates 
The dominant D D backgrounds after the data reduction cuts are the Class I back- 

grounds, D+ + K°K’ + KfK+ + (h&)K+, D+ +K-&n+[nr], and D+ + K*Oz+ + 

(K-n+)&. As for the detection efficiency, the background acceptances and numbers of 

events must be estimated separately opposite each tag mode. The numbers are listed in Ta- 

ble 5.10, where the errors are statistical only, derived from the Poisson errors on the Monte 

Carlo statistics, the statistical errors on the background branching fractions, and the statis- 

tical errors on the number of tags. The total expected number is found to be nbgjj = 

0.81f0.21 

From the analysis of the Lund Monte Carlo data, the number of events from u, d, s 

production is determined to be q.,& = 0.414,~2. +Oe3* This number is included in Table 5.10. 

The number of expected events from all background sources is n b = 1.2!$$. As- 

suming Poisson statistics, the probability for 1.2 events to fluctuate to three events is 

0.087. 
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Table 5.10 The expected numbers of background events to D+ + K+n-n+, 
including the contribution from the continuum. The acceptances for the 
DB background are also included. 

Da Background Acceptance(%) Number of Events 

D+ i, K-z+n+[nr] vs. D- + K’z- 0.022~~j O.O028t$@j 
D- -+ K+n-n: 0.349+0.036 0.416~0.055 

D- + K”mrc+~- o.o34~f# 0.0045~:~ 
D- + K’A-a0 O.l08$j@$ 0.0154$+@% 

D- + K’K- O.OSS$j$$ 0.0011!$=j:=j$j 
D- + K+K-n- 0.008~~ 0.0005~.#& 
D- + K+z-z-lc” 0.117$$$ O.OOSS$jj&~ 

D+ + i?*On+ vs. D - + K’n- o.o12Yjj&j 0.0004-r8:~3 
D-+K+n-n- 0.888kO.088 0.279&0.207 

D- + Ken-x+-n- 0.038jj.g: o.O014~$j~~ 

D- + K”t-a0 0.016?@# O.~@t## 

D- + K’K- O.OSS$## 
D- + K+K-C- 0.021~$# 

D- + K+n-n-z’ 0.212~:~~ 
D++K’K+ vs D-+K’x- . 0.602f0.089 

D- + K-+x-w- 0.991f0.116 

D- -+ Ken-z+z- 0.488+-0.003 

D- + Ken-x0 0.984kO.226 
D-+K’K- 0.758fO.081 

D- + K+K-z- 0.879kO.136 
D- + K+x-n-z0 0.808f0.361 

Total expected DE contribution 

Total expected u, d, s contribution 

Total expected number of events 

0.0003f0.0002 
0.0003~:g# 
0.0041 @#j 

0.0038~0.0013 

0.0573f0.0192 

0.0032&-0.0013 

0.0068+0.0027 

0.0005f0.0002 

0.0027f0.0010 
0.0029+0.0016 

0.81f0.21 

0.41!$j$ 

1.222.3 

Table 5.11 and Table 5.12 give the number of events for Regions I and Region II, 

respectively. The number of events expected in Region I is 0.33$$, while two events are 
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. 

Table 5.llThe expected numbers of background events for Region I, 
&ludiug the contribution from the continuum. The acceptances for the 
DD background are also included. 

Do Background 

D+ + K-K+r+ vs. D- + K’n- 
D- + K-+x-a- 
D- -+ K”n-hr- 
D- + K”t-a0 
D-+K°K- 
D- -+ K+K-a- 
D- + Kin-n-z0 

0.011f0.004 0.51f0.08 

0.94iO.12 

0 36%$ . 

0.56$;$ 

O,ll~$j 

0.47kO.08 

0.57qj4 

Total expected Do contribution I 0.23iO.07 

0.188f0.057 

O.OOS~o,:$# 

0.013~.~ 

(2t’4>x10A 

0.005f0.002 

0.007~~ 

Acceptance(%) 1 Number of Events 

Total expected u, d, s contribution I <0.23 

Total expected number of events I 0.3338 

actually observed. The variation in the predicted number is estimated to be f2 96 when the 

resonant K-K’& decay channels (D+ + 4~’ and K*OK’) are considered. The numbers 

suggest, therefore, that some residual background for this region has not been accounted 

for, perhaps decay modes containing extra low momentum zO’s.The number of events ex- 

pected in Region II is 1.463.3, which is consistent with the observed number of one 

event. 

54.7 Systematic Errors 
Systematic errors arc estimated for the detection efficiency of the signal, the num- 

ber of DD background events and the number of u, d, s background events. Sources of er- 

ror and their level of contribution is described below. 
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Table 5.12 The expected numbers of background events for Region II, 
inc&iing the contribution from the continuum. The acceptances for the 
DD background are also included. 

DD Background Acceptance(%) Number of Events 

D+ + K"z+ vs . D- -+ K'w- 0.49f0.06 0.010*0.002 

D- + K+n-6 0.75f0.10 0.136f0.028 

D- + K'z-z+n- 0.46f0.96 0.010f0.003 
D- + K'x-IG' 0.57~0.17 0.012f0.004 

D- + K'K- 0.54f0.10 (10+4)x lOA 

D- + K+K-s- 0.40f0.09 0.004*0.001 

D- + K+z-f-a0 1.48kO.49 0.016+0.006 

D+ + x+x-IC+ vs. D- -+ K"f 8.46f0.33 0.059*0.024 

D- + K+n-rc- 14.55f0.46 0.920f0.376 

D- + K"n-~+z- 5.70f0.41 0.041 f0.017 

D- + K"Oro 8.88rt0.69 0.06720.029 
D-+K'K- 9.17f0.40 0.006f0.003 

D- + K+K-n- 7.88f0.42 0.026+0.011 

D- + K+c-z-a0 12.7f 1.52 0.049f0.022 

TotalexpectedDDcontribution 1.36f0.48 

Total expected u, d, s contribution <0.23 

Total expected number of events 1 46+“-53 
l -0.48 

Systematic Errors on E, 
The following sources are considered to contribute to the systematic error on the 

reconstruction efficiency of the signal. The errors are given in terms of the relative uncer- 

tainty. 

1) Charged track reconstruction efficiency. For each charged track a rela- 
tive uncertainty of -1% is attributed to the reconstruction efficiency. A 
-3% relative error is therefore given for 2, to account for the recon- 
struction of the three recoil tracks. The charged track reconstruction ef- 
ficiency is based on previous studies of the w(3770) data!62l 
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2) The effect of no cuts for the fiducial regions of the detector. In the 
tracking system, a comparison between simulated and real y(3770) 
data Ends no more than a -2% discrepancy in the number of detected 
tracks. Attributing a -1% error for each charged track yields an overall 
-3% error for this effect. In the time-of-flight and dE/dx systems, the 
uncertainty is folded into the uncertainty in the particle identification, 
discussed next. 

3) Particle Identification. The effects of the first and second level particle 
identification cuts on the K+z-& signal in Monte Carlo and real data 
were compared by applying those cuts on samples of K-&r+ events. 
Inclusive samples were collected from all three charged track combina- 
tions with a net charge of + 1 and 1 P,, - PD 1 < 50 MeV/c. The track 
with charge opposite to the net charge was given the kaon mass assign- 
ment, while the other two tracks were given the pion assignment. Mon- 
te Carlo and real data samples of 5294 and 1620 events were obtained, 
respectively. The particle identification criteria were then applied, and 
differences in efficiencies of f2%, 21% and +l % were found for the 
second level kaon identification, second level pion identification and 
first level pion identification, respectively. Added in quadrature, these 
numbers give an overall f2.4% uncertainty due to the particle identifi- 
cation. 

4) Anti-photon cut. Although D+ + K+zX+ produces no extra photons, 
the anti-photon cut may reject real events when split-offs from charged 
tracks generate an isolated shower. The detector simulation does not 
model this effect. The -8 8 uncertainty introduced by this cut was esti- 
mated by applying the anti-photon cut on the tagged K-&r+ sample 
from the first analysis test in Section 5-5.1. 

5) Mass cuts and definition of the signal region. Wide mass cuts were in- 
troduced by the anti-K! and topology cuts, and the wide cuts about the 
D mass define the signal region. A f 1% error is given to account for 
possible tails in the signal distribution. 

6) Resonant substructure. The efficiency was estimated by generating D+ 
+ K+n-lt+ according to phase space. Differences in efficiency of -1% 
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Table 5.13 The systematic errors on the K+z-n+ detection efficiency. 

Source Systematic Error (%) 

Charged track efficiency -1.2 

I- Absence of fiducial cuts I -1.2 I 
I Particle Identification I fl.O I 

I Anti-photon cut I -3.2 I 

I Mass and signal region cuts I 50.4 I 
r ~~ Resonant substructure I 

Total Error 

and -7% were observed when D+ + K’p” + K+(Clc+) and D+ + 
K*Oz+ + (K+n-)r+. Therefore a -7 % error is attributed to this effect. 

These errors are summarized in Table 5.13 iu terms of the absolute error on the re- 

construction efficiencies for D+ + K+z-&. The total errors are obtained by adding the bi- 

ased errors linearly and the re maining errors in quadrature. Quoting both statistical and 

systematic errors, the weighted efficiencies for the signal is 

E,=40.3 kO.6#% 

Systematic Errors on ?#bJjjj 
Several effects which contribute to the systematic uncertainty of the s&al effi- 

ciency also introduce uncertainties to the number of D (Class I) background events. Dis- 

cussion of these effects on the backgrounds follows, with the errors given in terms of the 

relative uucertaiuty on the number of events. 

1) Charged track reconstruction efficiency. All backgrounds are detected 
with three charged tracks in the recoil, therefore a -3% error is attribut- 
ed. 
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Figure 5.15 Forcing track misidentification with a sample of D+ + 
K-&n+: (a) the event sample; (b) kaon misidentification yielding a 
reflection peak at approximately 1.73 GeV/c2 (the signal peak is due to D+ 
+ Eon+); (c) pion misidentification yielding a reflection peak at 
approximately 1.95 GeV/c2. 

2) The effect of no cuts for the fiducial regions of the detector. For three 
charged tracks, a -3% uncertainty is attributed. 

3) Particle identification and misidentification. For the FK’ background, 
all tracks are identified correctly, and therefore a f2% error is given to 
account for the uncertainty in particle identification for that back- 
ground. For the K-n+%+ backgrounds, the uncertainties in the kaon and 
pion misidentifications were estimated by modifying the particle identi- 
fication study performed for the signal efficiency; for this study, the in- 
clusive K-a+& samples were again used, but tracks were assigned the 
opposite mass hypothesis before applying the first and second level 
particle identification criteria. This intentional misidentification is dem- 
onstrated in Figure 5.15. Uncertainties of approximately +6 % and +9 % 
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are estimated for the kaon and pion misidentifications, respectively. In- 
cluding the 311% uncertainty for correctly identifying the other pion 
track, an overall error in the particle identification for the K-zin+ 
backgrounds is estimated to be ‘i: %, when the numbers are propagated 
linearly. Since the K-x+x+ backgrounds dominate, the error on the to- 
tal number of background events is ‘A$%. 

4) Anti-photon cut. The D backgrounds also do not produce extra pho- 
tons. An error of -8 % is therefore given. 

5) Mass cuts and definition of the signal region. Wide mass cuts were in- 
troduced by the anti-K! and topology cuts, and the wide cuts about the 
D mass define the signal region. A f5% error is given to account for 
possible tails in the M-and signal distributions. 

The following additional sources have been considered in the systematic error on 

6) The branching fractions for the background processes. The relative sys- 
tematic errors in the branching fractions for iE”K+ (17 %), K-z?r+[nr] 
(25%) and g*On+ + (K-x+)x+ (95%) propagate to a 3121.0% error in 
the number of background events, where the correlations between the 
latter two modes have been taken into account. The systematic error for 
the decay of the fl is negligible. 

7) The error on the number of tags. These systematic errors contribute a 
f1.796 uncertainty on the total number of background events (refer to 
Table 4.2). 

These errors are sumfnarized in Table 5.15 in terms of the absolute error On ?&Djj. 

The total errors are obtained by adding the biased errors linearly and the remaining errors 

in quadrature. Quoting both statistical and systematic errors, the number of D background 

events is: 

120 



Chat&r 5: Search for D+ + K+m’d 

Table 5.14 The systematic errors on the number of D D background events. 

+0.21 i-O.24 

Systematic Errors on nb,,& 
Because of the limited statistics from the Lund Monte Carlo data, the various u, d, 

s event topologies which can leak into the signal are not well understood. To estimate the 

syst.ematic errors for nt,&s, some assumptions are made about the topologies and the 

misidentification mechanisms: for the majority of the topologies (1) the charged track 

multiplicity is six; and (2) the tracks identified as the recoil K+ and the recoil zt- are, re- 

spectively, a pion and a kaon which have been misidentified. Wrth these assumptions the 

relative systematic errors on the number of U, d, s background events follows. 

1) 

2) 

3) 

Charged track reconstruction efficiency. For six charged tracks, a -6% 
error is attributed. 

The effect of no cuts for the fiducial regions of the detector. For six 
charged tracks, a -6% uncertainty is attributed. 

Particle identification. In the recoil, double track misidentification and 
one correct track identification contribute errors of ?; %. Assuming the 

tracks in the tag are correctly identified contributes an additional +2% 
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Table 5.15 The systematic errors on the number of u , d, s background 
events. 

4) 

5) 

6) 

uncertainty. Adding the errors in quadrature gives a total uncertainty of 
‘1: % from particle identification. 

Anti-photon cut. Although some topologies may produce extra pho- 
tons, an error of -8% is still given to account for the uncertainty in re- 
moving events with split-off showers. 

Mass cuts and definition of the signal region. A f5% error is given to 
account for effects of the mass cuts and the overlap of the background 
with Ihe signal region. 

Integrated Luminosity for the *3770) data set. This number contains a 
It58 error which directly contributes to the systematic error on the 
number background events. 

These errors are summarized in Table 5.15 in terms of the absolute error on the 

number of u, d, s background events. The total errors are obtained by adding the biased er- 

rors linearly and the remaining errors in quadrature. Quoting both statistical and systernat- 

ic errors, the number of u, d, s background events is: 
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5-6 Upper Liit for B(D + + K+fl d) 
To obtain an upper limit for B (D+ + K+n-d), a maximum likelihood fit is per- 

formed for observing three candidate events in the presence of background. The following 

notation is used to describe the likelihood functions: 

l ~1, z the true number of D + + K+Ic-x+ events. 

l AD5 @bDB) E the true (estimated) number of background events for 
K%-z+ originating from charm production. 

l /.&&(nb.~) E the true (estimated) number of background events for 
K%-X+ originating from u, d, s production. 

= the observed number of events for K+R’&. ’ hbs- 

l q&J E the true (estimated) reconstruction efficiency for K’a-n+. 

l kgs (nags) = the true (estimated) number of tags. 

l abD& 0,~ %gs - = the statistical standard deviations on nbJ#, $, and 
n tap, respectively. 

l p = the set of true quantities { qS, &, &&jr &).d} 

The joint likelihood function is 

where ‘P represents a Poisson probability distribution: 

‘p(nn;p)= pnevp; 

n! 

and G represents a Gaussian distribution: 
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The constant a is the normalization between the Lund Monte Carlo samples and the 

y/(3770) data samples; ix&& (cc&&) is the true (estimated) number of Lund Monte Car- 

lo events accepted as the signal. Due to the low statistics, a Poisson distribution is used. 

Under the constraint 

& =hgs q, B(K+n-n+) C 

the likelihood function is maximized at different values of B (K+n-n+) by varying hss, 

T&, p+,~$ and &,.b The likelihood function is integrated to Ford the 90% confidence level: 

Systematic errors are propagated by changing the mean v&es for Eg, T&~, ?rbDE and nb.& 

by the errors which cause the limit to increase, e.g. E, + % - &. The joint likelihood 

function is then maximized using the adjusted values. 

The likelihood function is shown in Figure 5.16, treating the three candidate events 

as non-resonant .K+z-n+. The dashed and solid curves show, respectively, the results with- 

out and with systematic errors propagated; the arrows indicate the 90% confidence levels. 

If systematic errors were neglected, B (D + 3 K+z-zi) < 0.57 %. The systematic errors in- 

crease this limit to 

B (D+ 3 K+n-z+) co.77 % @ 90% CL I 

A hal test of this result is performed in a separate analysis of doubly Cabibbo 

suppressed decays where fully reconstructed events are kinematically fitted rather than 
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250 I I I 

0 5 10 15 20 

B(D+ + K+lr-*+)x1 O-3 

Figure 5.16 The likelihood function relative to B (II+ + Kin-xi). 

tagged. The analysis and results aredetailed in Appendix 2. The limit for K+n’n+ found 

in that analysis is B (D + + K+Cn+) co.77 % at 90 % confidence level. 

5-7 Resonant Substrum Analysis and Upper Limits for 
B(D+ + K+po>, B(D+ + K O#+), andB(D+ + K+w&[nr]) 
The resonant decay channels of Kin-n? are Di + Kipo + K+(lc+a-) and D + + 

K*Oti + (Kilt-)x+. A substructure analysis has been performed to determine the limits 

specific to these decay channels and to the nonresonant component. 

The analysis begins by introducing cuts to isolate the resonant K+a%+ modes. 

Both modes decay as P + VP,, V + P, P3, where P denotes a pseudoscalar meson and V 

denotes a vector meson. By conservation of angular momentum, the P, or D+, must decay 

to the VP, in a relative p-wave, which produces the P,, or P3, with an angular distribution 

of cos2B in the helicity frame of the V: This property produces the Dalitz plot distributions 

‘shown in Figure 5.17, where M &is plotted against M&for Monte Carlo D + + K’p” and 

K*‘n’, MKz and M, being the Kilt’ and w+x- invariant masses, respectively. 
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Figure 5.17 The Dalitz plot M&versus M&for the three candidate events 
and for (a) Monte Carlo D+ + K’p’, p” + z+n- and (b) D+ + K*Oz+, 
K*O + K%-. The solid lines in the plots indicate the cuts introduced to 
isolate the res 
0.248 (GeV/c P 

ective decay channels. The absence of events about ML= 
)2 is due to the anti-KS0 cut. 

Events are accepted as K’p” candidates if: 

l 0.38 < M&c 0.80 (GeV/c2)2 

l M&> 1.15 or M&< 1.85 (GeV/s)2 

D+ + K’pO + K+(z+a-) 

These cuts isolate the lobes of the p”; in the respective projections, the former cut is a 2 0 

constraint about the square of the p mass, while the latter contains 95% of the K’p’ sig- 

nal. Events are accepted as K*‘& candidates if: 

l 0.74 c Mix< 1.26 (GeV/c?)2 
(K+n-)z+ 

D+ + K*‘n+ + 

l ML> 0.69 or ML< 0.90 

These cuts isolate the lobes of the K*O in the same manner as the cuts for the K+p” candi- 

dates. Events rejected by both of these cuts are accepted as nonresonant K+tix-. 

Superimposed on the plot in Figure 5.17 are the three candidate events. None of 

the events are found to be strong candidates for either D+ + K’p’ + K+(n+n-) or D+ + 

K*‘z+ + (K+z-)z+, since no events survive after applying either set of Dalitz cuts. In the 
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Table 5.16 Submasses and submasses squared of the D” + K+x-& 
candidates. 

I I Event A I Event B I Event C 

M, (GeV/c2) 0.707 0.730 0.925 

MK~ (GeV/c2) 1.127 1.146 0.882 

ML (GeV/c2)2 0.500 0.533 0.856 

M%, (GeV/c2)2 1.270 1.313 0.778 

case of K’p’, Events A and B do have IC+Z- invariant masses consistent with the p mass, 

but both lie at the edge of the p ’ lobe and are removed by the by the M~~constraints. Sim- 

ilarly in the case of K*‘d, Event C has a K+n- invariant mass consistent with the K* 

2 mass but is removed by the constraints on M, The invariant mass information for the 

three events is given in Table 5.16. All three events are consistent with nonresonant 

Before continuing the analysis, a few observations must be made. While the cuts 

for K+p O, K *OX+ and K%-&[nr] are designed to isolate the respective decay channels, a 

cut for one mode does not eliminate the presence of signal events from the other two. 

Therefore, K+po and K+a%-[nr] contribute background to K*Oz+, etc. Additionally, the 

cuts in the Dalitz plots for the K*p o and K *;ld+ are not mutually exclusive; they overlap in 

the lower left region of the DaIitz plot, and a subset of events produced as K’p’, for exam- 

ple, will be detected as both K’p” and K*Oz’. To obtain uncorrelated data, e.g. when esti- 

mating efficiencies, the overlapping region could be excluded, but this would cause a 

significant loss in efficiency. Instead for the balance of this analysis, four independent re- 

gions of the Dalitz plot are analyzed. Jf RQ, and Rplr are the regions cut out by the selec- 

tion requirements for K’p’ and K*‘&, respectively, then the four regions are 

l Region 1: RKP - (RQ, n RPn) 
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Table 5.17 The K+z-& weighted efficiencies in percent. 

Region 

1 2 3 4 

p 
K+p” 23.9&0.5?$j l.O&O.l$J 3.9*0.2$.. 9.4f0.323 

‘B 2 K*‘yc+ + (K+lz-)n+ 3.2f0.2?# 18.5f0.4# 6.2+0.2$$ 7.4f0.3T.f 
t% K+n-z+[nr] 7.8f0.3$$ 2.0*0.@4 1.1+0.1~:~ 29.2-+0.5*.; 

r 

l Region 2: RPn- (RKP n RPlr ) 

l Region 3: RK~ n RpzE 

. Region 4: Region 1 + Region 2 + Region 3 

The number of expected events (&rJ from Region i is 

i 
hxp= 4ags c e’jBk +nf 

j 

where sgs is the number of tags, & j i is the efficiency for detecting the produced K%-r+ 

decay j in Region i, B i is the branching fraction for decay i, C is the multiple counting cor- 

rection factor and n6 is the number of events from the other backgrounds. 

Detection Efficiencies 
As before, efficiencies are determined opposite each of the seven tag modes from 

Monte Carlo simulations. The weighted efficiencies, Z $ are given in Table 5.17, with sta- 

tistical and systematic errors, respectively. The relative systematic errors are the same as 

before (Section 5-5.7) with the uncertainty from the resonant substructure removed and a 

f5% error added, in quadrature, to account for the uncertainty introduced by the Dalitz 

cuts. The reconstruction efficiencies for D+ -+ K’p” + K+(&f), D+ + K*‘lc+ + 

(K+z-)x+ and D+ + K%‘Ic$~] are, therefore 
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Figure 5.18 Dalitz plots of the major Class I backgrounds:- a D+ 
+K-?r+Ic+[~], (b)D+ + z*'n+ +(K-~+)a+, and (c)D+ + 6) K K+ + 
KfK++(z'k-)K+. 

&q= &p+ &2qy- -27.8f0.5%.% 

E, = &m = 29.2f0.5 $:l% 

Background Estimates 
Dalitz plots of the three Class I backgrounds, D+ + pK+ -+ KfK+ + (&C)K+, 

D+ +K-&~+[nr], and D+ + K*"lr"-+(K-n+)lt+,~e showninFigure5.18.Noneof 

the three backgrounds are found to contribute significantly to the overlap region, and only 

the pK+ background contributes to Region 2. Numbers of events are estimated as before 

with the additional cuts for the four Da& plot regions. The total numbers of events from 

DE backgrounds are listed in Table 5.18 with statistical and systematic errors, respective- 

ly. The relative systematic errors are the same as before (Section 5-5.7) with, again, an 
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Table 5J8The expected numbers of background events, and the covariant matrix associated with the numbers of events 
from DD production (see text). 

Region 
DB Background 

1 2 3 4 

D+ + K-w+n+[nr] 0.210f0.035f0.062 negligible negligible 0.226 $-# AzO.067 

D+ + g*Olt+ + (K-z+)lt+ 0.181fO.135f0.174 negligible negligible 0.106~0.080fO. 102 

D+-@K+ O.~5?@-j#~O.~l 0.008f0.003f0.002 negligible 0.062fO.O20~:j# 

Total Do Contribution 0.396&O. 135f0.144 0~~8*0~003*0~002 0.394~0.084~:z)gd: 

Total U, d, s Contribution 0.10~:~f0.02 0.10~.~~0.02 0.10~:~~0.02 0. wlli3il~oa 

Total Number of Events 0.503:$&O. 16 0.11 ~:~f0.02 0.10~:~*0.02 0.49~:~*0.12 

I 
Dn Covariances 1 2 3 4 

1 0.0182 4.0x 10-6 0 0.0096 

2 4.0x lOA 9.oxUP 0 4.9x 1o-6 

3 0 0 0 0 

4 0.0096 4.9x@ 0 0.007 1 
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additional f5 % error included, in quadrature, to account for the uncertainty introduced by 

the Dalitz cuts. From those numbers, the total expected numbers for the three decay chan- 

nels are found to be 

am = &ID = 0.40rt0.14+0.14 

&% = d.m = 0.008+0.003f0.002 

6!DLI = n”b.DLJ = 0.39+,0.08fO. 10. 

‘_ 

Significant correlations exist among these numbers due to the errors in the branch- 

ing fractions for the background processes. The covariance among the total numbers are 

included with Table 5.18. 

Table 5.18 includes the contributions from u, d, s production. The numbers are de- 

termined to be 

n&ds = n$.ud,= O.lOZ@$!zO.O2. 

The~numbers of expected events from all background sources are nff' = 0.60?$!:4 

nb Kyrr = 0.21$#, nr = 0.49?&$. The probabilities for 0.60 and 0.21 events to fluctuate to 

zero are 0.55 and 0.81, respectively, while the probability for 0.49 events to fluctuate to 

three is 0.01. 

Upper Limits for B(D+ + K+pq, B(D+ + K*‘d), and 
B(D+ + K%‘n+[nr]) 

Upper limits for D+ + K’p’, D+ -+ K*‘x+ and D+ + K?X+[nr] are obtained 

by a variation of the maximum likelihood procedure described in Section 5-6. The follow- 

ing notation is used to describe the likelihood functions for this analysis: 
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l pi (nibs) = the true (observed) numbers of signal events after the cuts for 
Region i. 

l /.li e the true numbers of events from the K+n-z+ decay j after the cuts 
for Region i. 

l dD5 (n&j) = the true (estimated) number of background events from 
Region i originating from charm production. 

l ASlrdr (nhA) = the true (estimated) number of background events from 
Region i originating from u, d, s production. 

l ntbs z the observed number of events for Region i. 

l 7# (4) = the true (estimated) reconstruction efficiencies for the K”R-& 
decay j with the cuts for Region i. 

l kg, (nbg,) = the true (estimated) number of tags. 

’ aj9 atap = the statistical standard deviations on 4 and n,@, respectively. 

l jib&E (AbDE) 3 the vector of the j&j’s @iBE’s). 

l V I the covariance matrix of the nb&s. 

l p = the set of true quantities { 7$ & /l&j, &d}. 

l 8 = t.hF Set of estimated quantities {E$ n&j, &d, CT,, Vij}* 

The joint likelihood function is 

where ‘P represents a Poisson probability distribution, G a Gaussian probability distribu- 

tion and Ma multivariate Gaussian distribution: 
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The upper limit calculation for a given branching fraction again involves first max- 

imizing the likelihood function at different values of that branching fraction. The other 

two branching fractions are allowed to vary along with &sS, the #‘s, the ABE’s, and the 

dvuds’s, all under the constraints 

&,=~gs ~&e,B(K*~x+)(2/3)C 

j&,z,qnr~ = /hags &n,qml B W+x-~+M) C i = 1,2,3,4. 

The likelihood function is then integrated numerically to find the 90% confidence level, 

and the systematic errors are treated as before. 

Thelikelihoodfunctionsfor B(K+py,B(K*'n+) and B(K+a-x+[nr])are shownin 

Figure 5.19. Dashed and solid curves show, respectively the results without and with sys- 

tematic errors propagated, and the arrows indicate the 90% confidence levels. With the 

systematic errors neglected, B(D'+ K'p9 c 0.37%,B(D+ + K*'z+) c 0.57% and 

B (D” + K+&z-[nr]) c 0.61%. The systematic errors increase these limits to 
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Chapter 6 

Search for D+ -3 K+d 

This chapter discusses the search for II+ + K+n” and is outlined as follows. Sec- 

tion 6-2 describes the initial event selection for K+A’, and Section 6-3 discusses the con- 

tribution of the doubly Cabibbo suppressed decay D + + K+q to the K+A’ signal. Section 

6-4 discusses the backgrounds that arise from charm and u, d, s production, and it de- 

scribes the cuts added to reduce them. Section 6-5 gives the results of the analysis on the 

data and includes various analysis checks and estimates of the efficiency and level of 

background. Finally, Section 6-6 gives the upper limit calculation on the branching frac- 

tion for D + + K+n” . 

6-2 Event Selection 
As a first approach to this analysis, the same general procedure used for D + + 

K+;rc-ti was applied, i. e. try to fully reconstruct the D+ + K+z” final state opposite a tag. 

The difference for this channel is the presence of a no, which is reconstructed through the 

decay z” + r, the shower energies are poorly measured by the calorimetry, and the num- 

ber of spurious track combinations is larger than for the K+I& case. The event selection 

was as follows: given a tagged event 

l Require one charged track and two or more isolated photons in the recoil. 
The charge of the recoil track must be opposite that of the tag. 

l Require the charged track to have a good helix fit, energy loss corrections 
and a good beam fit 
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I I I . I I I II a* I I I 

1.82 1.84 1.86 1.88 

M beam 
Figure 6.1 Invariant mass versus beam constrained mass for D+ + 
X+x0. The dashed lines denote the expected signal masses 

l Require the track to be identified as a kaon according to the particle iden- 
tification algorithm from the tagging procedure. 

l Reconstruct the x0 by kinematically fitting each pair of isolated photons 
to the no mass, and require the 2 confidence level to be greater than 0.1. 

The scatter plot of invariant mass versus beam-constrained mass was then formed from 

the KnO candidates, as shown in Figure 6.1 for the desired signal. 

The efficiency for detecting the signal is M 30 % before applying any further cuts on 

the backgrounds. The poor resolution due to the no reconstruction is evident. This prob- 

lem presents difficulties when attempting to remove background, for example, from D+ + 

nizo events; the reflection peaks which occur in MhV from track misidentifications are no 

longer well resolved from the signal peaks. 

To avoid the resolution problems and to try to improve efficiency, another ap- 

proach was pursued. This approach exploits the unique features of D+ + K’z”. This 

channel has only one charged track. Because it is a two-body decay and the D meson is 
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Figure 6.2 Properties of the no from D+ + K+zO before applying the 
detector resolution: (a) the energy spectrum of the higher energy photon; 
(b) the energy spectrum of the lower energy photon; (c) the alignment, 
COSQ~ between the momenta of the z” and the higher energy photon; (d) 
the alignment, cosai,,, between the momenta of the x0 and lower energy 
photon. 

nearly at rest, the x0 is very energetic with a momentum of approximately 800 MeV/c. 

The x0 in turn must produce one if not two detected high energy showers, with the higher 

enere shower at least 400 MeV. The two showers will also tend to be highly collimati 

opposite the K+ in the direction of the x0. These properties are illustrated in Figure 6.2 and 

Figure 6.3. Figures 5.2(a) and 5.2(b) show thepruduced energies of the high and low ener- 

gy showers, while Figures 5.2(c) and 5.2(d) show the alignment between the photons and 

the original x0 in terms of the cosine of the angle a between their momenta. Figure 6.3 

shows the same quantities after detector simulation. 

Because the photons are highly collimated, they may not always be distinguished 

in the shower reconstruction. Therefore, rather than try to reconstruct the x0, this analysis 
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Figure 6.3 Properties of the x0 from D+ + K+R' after the detector 
resolution is applied, the plots correspond with those in Figure 6.2. 

initially assumes it to be missing. The approach is, given an event with a tag and one recoil 

track, to search for showers in the direction of the missing z” momenta. The tag plays a 

more active role in this analysis, and good resolution in the tag momentum is required. 

Since the two tag modes D' + ~‘On?r” and D+ + K-nin’zO suffer in resolution due to 

the poor shower counter energy resolution (see Figure 6.4), these two samples are not 

used. The initial sample of 2350f33f40 events reduces to a sample of 2062f25f36 

events. 

A search cone around the x0 direction is established in which to try to observe the 

photons. Based on Figure 6.3(d) and the fact that the Mark III shower counter has good 

angular resolution, the cone is de&d by co& > 0.84 about the z” direction. This cone 

will contain 96.5% of the low energy photons as well as almost all the high energy pho- 

tons detected in the calorimeter from Di + K?r”. Some losses occur in the regions of the 

ribs and barrel/endcap interfaces of the calorimeter. 
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01$94 0.995 0.996 0.997 0.996 0.999 1.000 

cosx 
Figure 6.4 Resolution of the missing z” momentum in K’#. The 
quantity A is the angle between the true and reconstructed no momenta, 
where the latter is determined from the momenta of the K+ and the tag with 
conservation of momentum. Better resolution is achieved when the z” 
momentum is reconstructed in the presence of a K”ti tag (solid histogram) 
than when reconstructed in the presence of a &k” tag (dashed 
histogram). 

Since the 1~’ is missing, the invariant and beam constrained masses for the recoil 

cannot be computed. To plot and study a signal, another Lorentz invariant quantity is used: 

U= TPft_il P&l = ~(Pcmt - Pray PKp . 
cc 

where Pka,fi, P&, Pit, and Ptmt are, respectively, the four momenta of the recoil, tag, the 

charged kaon and the full event. Note that PC,,, = (b, 0). Note also that the last expres- 

sion does not require measurement of the photon momenta. Furthermore, if the tracking 

had perfect resolution, this U quantity would be equal to the constant 1.8598 (GeV/c2)2, 

derivable from four vector algebra. 

The full analysis procedure is s ummarized as follows. Given a tagged event: 
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Figure 6.5 The Lorentz invariant quantity U for a Monte Carlo D+ + 
K+z” signal (generated opposite KLz+lt+). 

l Require one recoil charged track with a good helix fit, corrections for en- 
ergy losses and a successful beam fit. The sign of the track must be oppo- 
site that of the tag. 

l Compute the missing x0 momentum and tally all isolated photons whose 
direction with respect to the missing momentum gives cost? > 0.84. The 
number of photons must be > 0. 

. Compute U and plot. 

To attempt to achieve maximum efficiency and minimize the systematic uncertainties, no 

TOF identification cuts on the kaon are initially imposed. In the computation of U, the en- 

ergy of the tag, Ebg, is replaced by &/ 2 to improve the resolution (the same substitution 

is used in computing a beam-constrained mass). 

Figure 6.5 shows a Monte Carlo plot for the expected signal. The signal region is 

defined by an approximate 2 d cut: 

l 180 < U < 1 92(GeV/c2)2 . . . 
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Figure 6.6 The U distribution for Monte Carlo D+ + K+q (generated 
opposite K-X+X+). 

The U variable is dependent upon the kaon mass hypothesis. It will be shown that 

this quantity separates backgrounds due to single misidentications--e. g. D++ z+x’-- 

from the signal, and that the major backgrounds to D+ + K+z” arise from double-misi- 

dentifications. 

Figure 6.11(a) shows U for the data opposite all the tags after the initial event se- 

lection. Thirty-three events he within the signal region. 

6-3 Codribution of D+ + K+q 
In addition to D+ + K+z’, the initial selection procedure accepts events with the 

doubly Cabibbo suppressed channel D+ + K+q when Q + w This decay could therefore 

confuse the answer for K+~G’. However the larger mass from the q (958 MeV/c2) causes a 

downward shift in U as indicated in Figure 6.5; the distribution peaks at 1.72 (GeV/c2)2. 

The probability for K+q to be reconstructed as K+lz” is 1.3% after the initial event selec- 

tion and ~0.12% at 90% confidence level after the data reduction cuts, described in Sec- 

tion 6-4.2. Since B (K+q) is expected to be of the order of B (K+#‘), the contribution of 

K+q is removed from consideration. 
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6-4 MajorBackgroundstoD++K+d 
As in the analysis for D+ + K+A-z+, all major backgrounds investigated appear to 

involve two errors when identifying them as signal events. The backgrounds are of the 

Class I category, where only the recoil D is incorrectly reconstructed. This section is divid- 

ed into two parts: Section 6-4.1 discusses the known background to K+x”, and Section 

6-4.2 discusses the cuts which are introduced to remove them. The results of the cuts on 

the data is postponed until Section 6-5. 

6-4.1 The Class I Backgrounds 
There are two major Class I backgrounds, both which originate from the same D 

decay: 

l D+ + goti where the z” decays via p + @ + w”lto. The Itc‘ is misi- 
dentified as the K+ and the p products are misidentitied as the x0 by the 
observation of photons in the search cone. 

l D+ + $O# where the go decays via p + @. Again the ti is misiden- 
tified as the K+, while the Kf showers (hadronically) in the electromag- 
netic shower counter, and appears as the z”. 

Because of the double misidentification, both of these backgrounds peak in the signal re- 

gion, as shown in Figure 6.7. 

Other D+ decay modes which contribute background are: 

l D+ + pKC+ where the x0 decays via go + @ + zone. The decay starts 
out Cabibbo suppressed, and the p products are misidentified as the z”. 
The iP is correctly assigned. 

l D+ + @k? where the E” decays via K” + @. Again the decay starts 
out Cabibbo suppressed, while the @ showers (hadronically) in the elec- 
tromagnetic shower counter. The K+ is correctly assigned. 

l D++ n’n”. The decay starts out Cabibbo suppressed, and the charged 
pion is misidentified as the K+. 
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Figure 6.7 The U distributions for (a) D+ -+ Eon+, E” + i@ + n”zo; 
(b) D+ -+ E”&, p + @, and (c) the signal, D++ K%O. 

These backgrounds contribute less because they peak outside the signal region; see Figure 

6.8. Only the tails in their U distribution feed into the signal region. 

The standard detector Monte Carlo simulation for the Mark III does not model A$! 

interactions. To study the backgrounds D+ + p& and D+ + @)p with p + Kf, a 

routine was used which inserts e showers into the Monte Carlo data, using a sample of 

real Kf showers obtained fromJ/v+ I$@!, @ + a%- and J/v+ $q, $ + I@$ @ + 

IL’%- events. The plots in Figure 6.7(b) and Figure 6.8(b) were developed with this model. 

Because the momentum of @ in the Jlyr + @@ events is approximately fixed at 1.466 
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6.8 The U distributionsfor D+ + f?'op,p -+Kf+n'~'; 
+ IE"rr', p + Kf; (c) D+ + dz" and (d) the signal, D+ + 

GeV/c, the model is expected to underestimate the true number of hadronic showers at 

lower momentum where the cross section increases. That uncertainty plus the limited sta- 

tistics of the I$! sample introduce an estimated 25% systematic uncertainty in the back- 

ground correction. This routine was developed in a previous Mark III analysi&631 
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6-4.2 Background Cuts 
The momentum of the kaon in K+x" approaches the limit where particle identifica- 

tion in the Mark III is useful. The approach to introducing background cuts was to avoid, 

therefore, the use of particle identification and to instead impose tighter restrictions on the 

photon topology. The first two cuts discussed--the veto cut and the co& cut--were de- 

signed for this purpose. However, it will be shown in Section 6-5 that particle identifica- 

tion is required to sufficiently remove all background; hence the third cut discussed is 

kaon identification. 

The Veto Cut 
This cut is introduced to reduce the background from D+ + PP and D+ + 

K”iT+ when E” + @ + aon’. It imposes tighter requirements on the photons to better 

distinguish between a background K” + z”?co and the single z” from K%O. Since the p 

decays to two no’s, the final state photons tend to be less energetic and more isotropic in 

the detector than those expected from K+lc’. Figure 6.2 shows that Di + K?c” always 

produces one photon with an energy greater than 400 MeV and a cosa > 0.98; a, recall, is 

the angle between the photon and IC’ directions.The veto cut requires finding a high ener- 

gy photon in the absence of any other energetic photons in the event. For an event to be re- 

tained by the cut: 

l it must have one or more photons with energy greater than 400 MeV and 
cosa > 0.98. 

l it must not have any photons with energy greater than 300 MeV and cosa 
< 0.98. 

l it must not have more than one photon with energy between 150 MeV 
and 300 MeV and cosa c 0.98. 

The lower energy limit of 150 MeV was chosen to avoid vetoing on noise and spurious 

photons in the shower counter. The good angular resolution of the shower counters allows 
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the tight cut on cos~.This criteria removes approximately 85% of the Eon+ and g°K*, p 

+ 3t”no, events which survive the initial event selection and retains 73% of the signal 

events. 

The veto cut is also effective at removing @)ti and K°K* where K” + e. Al- 

though the hadronic shower falls within cosa! > 0.98, the hadronic showers are not fully 

contained within the electromagnetic calorimeter, and the energy is measured to be typi- 

cally lower than 400 MeV. The cut removes approximately 85% of the K”& and E”P, 

z” + @ events which survive the initial event selection. The veto cut is not effective 

against D+ + &w”, because of the similar photon topology to K+lt’. 

The Cod? Cut 
This cut provides additional reduction of the backgrounds from D+ 4 g°K* and 

D+ + pp when go + @ + a”zo by exploiting the photon topology further. All pho- 

tons detected within the search cone co& > 0.84 are assumed to come from the z”. The 

value 0.84 guarantees that when both photons from K+# generate separate showers, both 

will be counted y 96.5 % of the time. The photons from pti and E”P with p + a”ao, 

however are not all expected to fall within the search cone since these photons tend to be 

more isotropic. Therefore, for D+ + K+w’, the total momentum of the photons within the 

search cone wilJ be sharply peaked in the direction of the missing no, while for the two 

background modes, it will not. The Monte Carlo plots in Figure 6.9 demonstrate this asser- 

tion. The quantity plotted is COSS where 6 is defined to be the angle between the direction 

of the ILO momentum and the direction of the total momentum of all photons found in the 

search cone. Figure 6.9(a) shows the plot for D+ + goti, go+ w”zo opposite D- + 

FCC; Figure 6.9(b) shows the distribution for D+ + K+n” opposite D- + K+n-n-. 

The veto cut has been applied in both cases. 

Reducing further the IE”lz’ and IE;oK* backgrounds with E” + z”zo, it is required 

that: 
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Figure 6.9 The cod distributions for (a) D’ + i?o&, E” + z”zo and 
(b) the signal D+ + K+lt”. The arrows indicate the cut at cosS > 0.995. 

l cod> 0.995. 

This criteria removes about 65% of the Eon* and K”ZP, K” + n”ao, events which sur- 

vive the veto requirement, while retaining 90% of the signal events. 

The cos8cut is not effective against Eon!+ and PIP when K” + @ since the had- 

ronic shower is typically well aligned with the direction of the missing momentum. Nor is 

the cut effective against D+ + I&‘, because of the similar photon topology to K%‘. 

Kaon Identification 
For this analysis only time-of-flight information is used to identify the recoil kaon; 

the momentum of the kaon in the lab is 2 700 MeV/c, which prevents reliable use of dE/clx 

information. Based on the AT distributions for the signal and Eon++ background, Figure 
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Figure 6.10 Pion misidentification from the ??-% backgrounds. Plotted 
(solid histograms) are the time-of-flight variables, ATi, for the charged 
track assuming (a) a kaon hypothesis and (b) a pion hypothesis. Shown also 
(dashed histograms) are the distributions for the signal. The arrows indicate 
the kaon identification cuts. 

6.10, the recoil charged track is identified as a kaon if it has good time-of-flight informa- 

tion and: 

l ATK>-o.3ns 

l ATz> 0.3 ns 
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when the track is assigned, respectively, the kaon and pion hypotheses. This criteria re- 

moves 94% of the K”& backgrounds which survive after the cos6 cuts, while retaining 

74% of the signal events 

This cut is not effective against the g°K’ backgrounds, since the K’+ is correctly 

identified. It does remove ~+a’ background, where the pion is misidentified, 95 % of these 

events are expected to be removed. 

6-5 Results 
Figure 6.11 shows the application of the cuts to the data. After all cuts are applied 

no events remain in the signal region. 

Analysis Tests 
As a check on the analysis, the numbers of events that are expected to be removed 

by each of the background cuts are calculated and compared to the numbers that are re- 

moved. This is done for three regions of the U plot: 

Signal Region: 1.80 c U < 1.92 (GeV/c*)* 

Region I: 1.69 < U < 1.80 (GeV/&* 

Region II: 1.92 < U < 2.00 (GeV/c*)* 

Region I contains events within about 2 cT of a D+ + Fop peak, while Region II contains 

events within approximately 1.2 cr of a D+ + &X0 peak. These regions were chosen to be 

symmetric, respectively, about the D+ + KoP and D+ + n+n” peaks and to not overlap 

with the signal region. 

Table 6.1 gives the background branching fractions used to estimate the nurnbcrs 

of events from the major D backgrounds. To those numbers a few comments are added. 

The first comment is that, experimentally, only the an upper limit has been determined for 

the n?r” branching fraction-43 (h?) < 0.53 % at 90% CL!*‘] The number used for this 

analysis is the theoretically expected value: 

149 



Chapter 6: Search for D+ + K+nO 

2- I I 

n nn nllnrhllnntnn n I 
I 

I 
I 

lo - (c) I I 
I I 

8- I I 
I I 

6- I I 
I I 
I I 

4- I I 
I I 

2- I I 

0 n I I nnrt n I nn I 

I I 
I 

lo- W 
I I 
I I 

8- I I 
I I 

6- 1 I 
I I 
I I 

4- I I 
I I 

2- I I 

-0 I nn I I 
I I 

1.4 1.6 1.8 2.0 2.2 

1 

U (GeV/c2)2 

Figure 63 Data after (a) the initial event selection, (b) the veto cut, (c) 
the co&cut and (d) the particle identification cuts. (See text.) 

B( w+#) = l/2 tan*& xB( E”&) = 0.082f0.013+0.005% 

where tan& = 0.0514 has been used and B (go&) is given in Table 6.1; the theoretical 

uncertainty in tan eC is not included in the errors. The second comment is that all 
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Table 6.1 Branching fractions of the Class I backgrounds to D+ + K’z” 

Mode Branching Fraction (8) Reference 

D+-, E”z+ 3.2 + 0.5 f 0.2 24 

I EOK+ I l.Olf0.32f0.17 1 24 20 1 
I #-no 1 0.082f0.013f0.005 1 (see text) 1 

Table 6.2 Numbers of events observed and expected to be removed by the 
background cuts. 

cut 

veto 

Region I Signal Region Region II 

Obs. Exp. Obs. Exp. Obs. Exp. 

53 12.3f2.3 28 28.2f3.8 1 2.632 

toss 3 0.5!$9 4 1.83-t 0 0.3!# 

kaon identification 1 0.72: 1 4.0*3 1 2.1$$ 

Total Number I-~ 57 13.5k2.4 ( 33 34.oAz4.5 1 2 5.0f0.4 

branching fractions are correlated by a common factor of B @On*) (the branching fraction 

for pK+ is derived from measurements of the branching fraction ratio, 

B (pK+)/B (Rob), and of the absolute branching fraction for B (p&)). This correlation 

is accounted for when deriving the errors on the numbers of events. 

Included in the predicted numbers are the estimated contributions from the contin- 

uum u, d, s events, determined from an analysis of Lund Monte Carlo data. The analysis is 

shown in Figure 6.12. 

Table 6.2 gives the total expected numbers of events lost and compares the results 

against the data. The total number of events expected to be lost from the signal region, 

34.Ok4.5, agrees well with the observed number lost, 33. An excess is observed in 

151 



Chapter 6: Seerch for D+ + K’IT’ 

1.4 1.6 1.6 2.0 2.2 

U (GeV/c2) 2 

Figure 6.12 Analysis procedure applied to the Lund Monte Carlo: (a) 
after the initial event selection; (b) after the veto cut; (c) after the cos6cut; 
and (d) after kaon identication. 

Region I where the observed loss is 57 events and the predict loss is only 13.5f2.4. This 

discrepancy would indicate that other backgrounds in Region I have not been accounted 

for. They do not, however, appear to significantly leak into the signal region. The numbers 

for Region II, 2 events observed and 5.0f0.4 events expected, are in reasonable agree- 

ment given the small statistics. 
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Event Scans 
To verify that background was indeed removed, the two events lost by the kaon 

identification cuts were examined visually; displays of the signal event and the event at the 

signal boundary are given in Figure 6.13 and Figure 6.14, respectively. 

From the tag side, the event in the signal region appears to be a good D +D- event. 

The tag is K+z-w- reconstructed from tracks 4,2 and 3 with 4 as the kaon. Both pion 

tracks are strongly identified by time-of-flight information, while the kaon track is strong- 

ly identified by the dE/dx information. It even appears the kaon decayed while in flight 

through the drift chamber, creating the neutral shower labelled 6. The invariant and beam 

constrained masses of the tag are 1.873 GeV/$ and 1.868 1 GeV/c’, respectively. In the re- 

coil, identification of the charged track is weaker. Track 1 is an assumed K+. This track has 

neither good time-of-flight nor dE/dx information because of its high momentum, pi = 

0.933 GeV/c. Neutral track 5 with an energy of 1.064 GeV is the shower which recoils 

from the charged tracks. In the event display, this track appears more like a hadronic 

shower than an electromagnetic shower; the transverse profile is broader than that typical- 

ly observed for showers from actual photons. The computed value for U is 1.8552 

(GeV/c*)*. 

The event on the boundary of the signal region--U = 1.796 (GeV/c*)*--is also 

tagged by FCz- from tracks 3,1 and 4 where 3 is the kaon. The invariant and beam con- 

strained masses are 1.887 GeV/c* and 1.8637 GeV/c*, respectively. Tracks 3 and 1 are 

well identi8ed by TOF, while track 1 has neither good TOF nor dE/dx information and is 

therefore an assumed pion. In the recoil the charged track is strongly identified as a pion 

by the TOF information; no dE/dx information exists to corroborate (track 2 hits the same 

dE/dx wires as track 4). One neutral shower, track 5, is observed in the search cone with 

an energy of 428 MeV. It also has longitudinal and transverse shower profiles that are 

more characteristic of hadronic showers than electromagnetic showers. 
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The three events in the final U plot have also been visually examined. One event 

lies above the signal region and two below; displays are given in Figure 6.15-17. The 

event in the high U reflection region looks like a D+ + &r” candidate opposite a Di + 

zo&. The track identified as a kaon has a high momentum of 0.850 GeV/c and the time-- 

of-flight is consistent with both a pion and kaon hypothesis. Also two energetic photons 

are observed within the search cone-The value of U = 1.993 (GeV/$)* places the event in 

the region where D+ + &no is expected to peak. The other two events below the signal 

region look like D+ + PJ?, E" + Kf candidates, both opposite a K+z-z- tag. The re- 

coil track in both events are strongly identified as kaons by time-of-flight information. 

Both events have only one energetic shower in the direction of missing momentum, and 

the shower profiles appear more characteristic of hadronic showers than electromagnetic. 

Additional Background Checks 
Before calculating the final number of background events, a check was made for 

any less obvious backgrounds which need to be included. This check was done by apply- 

ing the analysis to the D+D' and Dono Monte Carlo data sets described in Section 3-3.5. 

Recall that the number of events in the two sets are 199K for the DoDo and 157K for the 

D+D- or approximately 7.19 and 7.75~ the number of events in the real w(3770) data 

sets. 

Figure 6.18 shows the results of the analysis on the D+D- Monte Carlo data After 

the application of the background cuts, three events remain in the signal region, two fall 

below in the low U reflection region and one falls above in the high U reflection region. 

The event records for all six events were examined for unusual topologies. Each of the 

events in fact contain one of the background channels already discussed. The two events 

in the low U region and the event in the signal region with the lowest U value all contain 

the decay D+ + %)fl, go + Kf. The other two events in the signal region contain the 

decay D+ + goti, z" + Kf. while the event above the signal region contains D+ + 
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Figure 6.13 The signal event at U= 1.8552 (GeV/&* lost to the kaon 
identification. 
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36 

Figure 6.14 The event on the signal boundary lost to the kaon 
identification. 
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Figure 6.16 The event from Region I at U= 1.761 (GeV/c?)*. 
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Figure 6.18 The application of the analysis on D+D- Monte Carlo 
events: (a) after the initial event selection; (b) after the veto cut; (c) after 
the cosscut; and (d) after the kaon identication. 

&no. The numbers predicted for the signal region and Regions I and II for the Monte Car- 

lo data are 4.6, 1.6 and 0.5 events, respectively. 

Figure 6.18 shows the results for the analysis on the D ‘Do Monte Carlo. After ap- 

plication of-all anti-background cuts, no, events remain in either the signal or reflection re- 

gions. 

No unexpected backgrounds have been found. It is therefore concluded that no ad- 

ditional backgrounds from D D production need to be accounted for. 

64.1 Detection Effkiencies 
The detection efficiencies for D+ + K’z” are determined opposite each of the five 

tag modes from Monte Carlo simulations; the numbers are given in Table 6.3. The weight- 

ed efficiency is 35.0+0.5. 
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Figure 6.19 The application of the analysis on DoDo Monte Carlo 
events: (a) after the initial event selection; (b) after the veto cut; (c) after 
the cosScut; and (d) after the kaon identification. 

Table 6.3 Efficiencies for D+ + K+z” opposite each tag. 

Tag Mode efficiency(%) 

Eon+ 36.0f0.6 

K-lc+n+ 34.9kO.6 

P ?r+n-Yr+ 34.8AO.8 

IPIP 36.5kO.7 

K-K%+ 35.8f0.8 

Weighted Efficiency: 35.0+0.5% 

64.2 Background Estimates 
As opposed to the case for D+ + K%-n+, the selection criteria for II+ + K’z” 

does not depend strongly on the tag mode. The numbers of D background events are 
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Table 6.4 The expected numbers of background events in the signal 
region for D+ + K+2r”, ir+iing the contribution from the continuum. 
The acceptances for the D D backgrounds are also included. All limits are 
at 90 % confidence limit. 

D D Background Acceptance(%) Number of Events 

D+ + Eon+ + (a”&r+ 0.3 19+0.059 0.034f0.OO8 

D++ F-k+ +I&+ 0.460f0.100 0.156f0.042 

D+ + K°K+ + (rc”#)K+ O.O56Y$#j 0.002*0.001 

D+-, Fk++K$$+ 0.068&$ 0.007~:~~ 

D+ + hr” 0.321f0.060 0.006f0.001 

Total expected D D contribution 0.20f0.05 

Total expected u, d, s contribution co.23 

Total expected number of events 0.30!$:# 

therefore not estimated opposite each tag mode. Table 6.4 lists the number of expected 

events from the background sources in the signal region. The errors are statistical only, de- 

rived from the errors on the number of Monte Carlo events, the statistical error on the 

number of tags, and the statistical error on the background branching fractions. The total 

number of events from the D background is nbs = 0.20f0.05 

The number of events expected from u, d, s production is determined to be nb.& 

co.23 at 90 8 confidence level. This number is included in Table 6.4. 

The number of expected events from all background sources is nb = 0.3038, 

where the 63.8 % confidence level upper limit for nb.&--0.10 events-has been used. As- 

suming Poisson statistics, the probability for 0.30 events to fluctuate to no events is 0.74. 

Table 6.4 and Table 6.4 gives the number of events for Regions I and II, respec- 

tively. For the totals, the 63.8% confidence level upper limits are used for those back- 

grounds where no Monte Carlo events were observed. The number of events expected in 
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Table 6.5 The expected numbers of background events for Region I, 
iu@uding the contribution from the continuum. The acceptances for the 
D D backgrounds are also included. All limits are at 90% confidence limit. 

D D Background Acceptance(%) Number of Events 

D+ + &+ + (~“~o)~+ < 0.025 < 0.003 

D+ + ??‘rr+ + I&r+ < 0.050 c 0.017 

D+ + x°K+ -+ (n’#)K+ 3.2OkO.19 0.108*0.035 

D+ + goK+ + KfK+ 4.44f0.32 0.477f0.153 

D++ X+X0 < 0.026 <4x104 

Total expected D D contribution 0.59f0.19 

Total expected u, d, s contribution < 0.23 

Total expected number of events 0.7oq-- 

Table 6.6 The expected numbers of background events for Region II, 
including the contribution from the continuum. The acceptances for the 
D D backgrounds are also’included. All limits are at 90 % confidence limit. 

D D Background Accepta=(‘W Number of Events 

D+ + E”lc+ + (no&r+ c 0.025 c 0.003 

D++ prr+ +K$c+ 0.022~*@ o.omli&i 

D++ -pK+ + (n”#)K+ 0.011~~~ (4$)x 10-Q 

D+ + R’OK+ + @K+ < 0.052 ~0.006 

D++ 1G+2Z” 3.00+0.18 0.052*0.009 

Total expected D D contribution o.o7?&J 

Total expected u, d, s contribution O.lO$j$ . 

Total expected number of events O.l7z#j 
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Region I is 0.70-0~9, -to*3o while in fact two events are observed, both which appear to contain 

D+ + E”fl, E” + @. In Region II, 0.07?$$$ events are expected for D+-+ da0 while 

one candidate event is seen; a total of 0.17 Z&$j events are expected for this region. 

6-5.3 Systematic Errors 
Systematic errors are estimated for the detection efficiency of the signal, the num- 

ber of D D background events and the number of u, d, s background events. Sources of er- 

ror and their level of contribution are described below. Several of the effects have also 

been discussed in the K+7rG-7r+ analysis. 

Systematic Errors on E, 
The following sources are considered to contribute to the systematic error on the 

reconstruction efficiency. The errors are given in terms of the relative uncertainty. 

1) Charged track reconstruction efficiency. A -1% error is attributed for 
detecting one charged track. 

2) The effect of no cuts for the fiducial regions of the detector. For one 
charged track, a -1% uncertainty is attributed. 

3) Monte Carlo modelling of photons in the shower counter, and the 
shower angle cuts. The standard Mark III Monte Carlo shower genera- 
tor uses a dictionary of real showers from J/v + pz decays to simulate 
photon showers in the calorimeter. To estimate the uncertainty on the 
modelling and on the shower angle cuts used in the initial event selec- 
tion, the veto criteria and the cosScut, events are also produced using a 
shower generator which simulates the showers using the model by Ros- 
siFal A comparison of analysis results finds a 29% uncertainty in the 
efficiency. 

4) Photon detection efficiency. The effects of the calorimeter ribs and bar- 
rel/endcap interface regions introduce a -2.5 % uncertaiuty per photon. 
Both the initial event selection and the veto cut require the observation 

of only one of the two photons from the 1~’ in D + + K+n”. Therefore 
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Table 6.7 The systematic errors on the K+n” detection efficiency. 

Source Systematic Error (%) 

Charged track efficiency -0.4 

I Absence of fiducial cuts I -0.4 I 

I Shower modelling I zB.2 I 

I Photon detection efficiency I -0.9 I 

Kaon identification kO.4 

Mass and signal region cuts 

Total Error 

fo.4 

+3.2 / -3.7 

only one factor of -2.5% is given for this source.The photon detection 

uncertainty is based on previous studies of the y(3770) data!621 

5) Kaon identification. The effects of the particle identification cuts on 
charged kaons in Monte Carlo data and real data were compared 
through a method similar that for the K+a-&analysis (see Section 
5-5.7). To better match the kinematic topology of the charged kaon in 
K+z”, samples of Do+ K-ti were used for this study. Differences in 
the efficiencies between the Monte Carlo and data were found to be less 
* 1.0%. 

6) Definition of the U signal region. A 21% error is given to account for 
possible tails in the signal distribution. 

These errors are summarr ‘zed in Table 6.7 in terms of the absolute error on the re- 

construction efficiency. The total errors are obtained by adding the biased errors linearly 

and the remaining errors in quadrature. Quoting both statistical and systematic errors, the 

weighted efficiency for the signal is 

zs= 35.0*0.5:g % 
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Systematic Errors on &,&jj 
Several effects which contribute to the systematic uncertainty of the signal effi- 

ciency also introduce uncertainties to the number of D (Class I) background events. Dis- 

cussion of these effects on the backgrounds follows, with the errors given in terms of the 

relative uncertainty. 

1) Charged track reconstruction efficiency. All backgrounds are detected 
with one track in the recoil; therefore a -1% error is attributed. 

2) The effect of no cuts for the fiducial regions of the detector. For one 
charged track, a -1% uncertainty is attributed. 

3) Monte Carlo modelling of photons in the shower counter, and the 
shower angle cuts. Using the differing shower generators shows also an 
uncertainty of about +9% for the pz+ and K°K’ backgrounds with 
K” + z”3ro. The uncertainty for the 7r+z” is assumed to be the same as 
for the K+z” signal. The relative uncertainty on the total number of 
background events is therefore + 1.9 %. 

4) Photon detection efficiency. For a background event to pass the initial 
event selection, only one shower needs to be observed within the search 
cone. This gives a factor of -2.5%. An additional factor of -0.5% ac- 
counts for 25% of the Ron+ and KOK”, p + n”xo backgrounds re- 
moved by the veto cut, when at least one other shower is observed in 
the event. The total is therefore -3.0%. 

5) Particle identification. For the Fox+ and &r” backgrounds, a +16% 
uncertainty is estimated for the pion misidentification, while for the 
K°K+ backgrounds, a fr 1% uncertainty is given for correct kaon identi- 
fication. Since the z”z+ backgrounds dominate, the uncertainty on the 
total number of background events is +16%. 

6) Modelling of @ hadronic showers in the calorimeter. The f25 % uncer- 

tainty in the j!$ model, used for the &+ and ~K’hackgrounds with 
K” 3 @, is derived to a f20% error in the total number of back- 
ground events. 
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7) Definition of the U signal region. A &5 % error is given to account for 
the uncertainty in modelling the tails from the background distribu- 
tions. 

The following additional sources have been considered in the systematic error on 

8) The branching fractions for the background processes. The relative 
systematic errors in the branching fractions for E”z+ (6.3%), z°K+ 

(16.8 %), and z+lt” (6.3 %) propagate to a 26.3 % error in the number of 
background events, where the correlations and common systematic er- 
rors have been taken into account. The systematic errors for the reso- 
nance decays are either negligible or zero. 

9) The error on the number of tags. These systematic errors contribute a 
f1.7% uncertainty on the total number of background events (refer to 
Table 4.2). 

These errors are summari zed in Table 6.8 in terms of the absolute error on nt& 

The total errors are obtained by addmg the biased errors linearly and the remaining errors 

in quadrature. Quoting both statistical and systematic errors, the number of D background 

events is: 

Systematic Errors on nb.& 
Because of the limited statistics from the Lund Monte Carlo data, the various u, d, 

s event topologies which can leak into the signal are not well understood. To estimate the 

systematic errors for nb.&r some assumptions are made about the topologies and the 

misidentification mechanisms: for the majority of the topologies (1) the charged track 

multiplicity is four; (2) the track identified as the recoil K+ is a pion which has been misi- 

dentified, and (3) the showers are from photons. With these assumptions the relative sys- 

tematic errors on the number of u, d, s background events follows. 
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Table 6.8 The systematic errors on the number of D B background events. 

1) 

2) 

3) 

4) 

5) 

I Source I Error (#events) I 
Charged track efficiency -0.002 

Absence of fiducial cuts -0.002 

Kf modelling dSl.040 

U signal cut M.010 

I Branching fractions I a.013 I 
Number of tags fo.003 I 

Total uncertainty +0.054 / -0.044 

Charged track reconstruction efficiency. For four charged tracks, a -4% 
error is attributed. 

The effect of no cuts for the fiducial regions of the detector. For four 
charged tracks, a -4% uncertainty is attributed. 

Monte Carlo modelling of photons in the shower counter, and the 
shower angle cuts. A f9% error is given based on the studies for the 
E”z+ and g°K+ backgrounds with p + lt”zo. 

Photon detection efficiency. A -2.5% error accounts for the one shower 
that must be observed within the search cone. Another -1.0% is added 
to account conservatively for background topologies which are re- 
moved by the veto cut when at least one other shower is observed in the 
event. The total is therefore -3.5%. 

Particle identification. Misidentification in the recoil contributes a 
+16% error. Assuming the other tracks to be correctly identified 
contributes an additional f2.4% uncertainty. Adding the errors in 
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Table 6.9 The systematic errors on the number of u, d, s background 
events. 

Source Error (#events) 

Charged track efficiency -0.009 

I Absence of fiducial cuts I -0.009 I 

I Shower angle cuts I f0.02 1 I 
I Photon detection efficiency I -0.008 

I Particle identification +0.038 / a.006 I 

I~ ~~~ U signal cut ~~ I f0.012 I 
Integrated Luminosity 

Total uncertainty 

kO.012 

+0.047 l-O.042 

quadrature gives a total uncertainty of ‘A$% from particle identifica- 

tion. 

6) Definition of the U signal region. A f5% error is given to account for 
the possible tails in the background distributions. 

7) Integrated Luminosity for the y(3770) data set, This number contains a 
f5% error which directly contributes to the systematic error on the 
number background events. 

These errors are summarized in Table 6.8 in terms of the absolute error on the (up- 

per limit) number of u, d, s background events. The total errors are obtained by adding the 

biased errors linearly and the remaining errors in quadrature. The limit on the number of u, 

d, s background events is enlarged by the adding the positive error, becoming: 

nb.& c 0.28 @ 90% u 
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Figure 6.20 The likelihood function relative to B (D+ + K+a'). 

6-6 UpperLimitforB(D+ +K+d) 
An upper limit on B(D++ K+#) is obtained by the maximum likelihood proce- 

dure prescribed in Section 5-6. The likelihood function for this analysis is shown in Figure 

6.20, maximized for different values of B (D+ + K+#). The dashed and solid curves 

show, respectively, the results without and with systematic errors propagated, the arrows 

indicate the 90 % confidence levels. If systematic errors were neglected, B (D+ + K'#) < 

0.3 1%. The systematic errors increase this limit to 

I B(D++ K+n~<0.35%@9O%CL I - 

The separate analysis (Appendix 2) where fully reconstructed doubly Cabibbo suppressed 

events are kinematically fitted rather than tagged yields B (D+ + K+a') < 0.51% at 90% 

confidence level. 
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Search for D+ + K*‘d 

7-l Introduction 
The doubly Cabibbo suppressed decay D+ 4 K*+7t0 is of particular interest since 

it has been predicted to have the largest fi parameter:1 PK*+# I2 = B(K*+r? 1 _ 
B (E*‘d) ’ tan48, 

12-25. To maximize the efficiency for II+ * K*+z’ this mode is searched for in both de- 

cay channels of the K *+: K*+ -+ K”7r+ (with K” * K f + x+z-) and K*+ + K+z’. Sec- 

tion 7-2 and Section 7-3 describe these two searches, respectively. The results of the 

searches are combined to calculate a limit on B (D ’ + K*+n’), as covered in Section 7-4. 

7-2 Search for D+ + I!?%$ I?+-+ I& 
This section describes the search for D+ + K**R’ in the Kod channel of K*+. 

The analysis discussions are organized as follows. Section 7-2.1 covers the initial event 

selection. Section 7-2.2 discusses all the known backgrounds and the cuts that are added to 

remove them. Section 7-2.3 presents the results of the analysis on the data and includes 

analysis checks and estimates of the efficiencies and level of background. Section 7-2.4 

gives a preliminary upper limit calculation on B (D+ + K*+n’). 

7-2.1 Event Selection 
The analysis technique for D+ + K*+Z” + (K”x+)no is analogous to that for D+ 

+ K’z’, due to the similar kinematic properties. The decay D + + K*+7t0 is a quasi-two-- 

body decay, which produces a high momentum x0 with Ps E 700 MeV/c in the rest frame 

of the D meson. When boosted to the lab frame Ps is no less than 600 MeV/c, and at least 

one high energy photon is produced highly collimated in the Z’ direction. Figure 7.1 and 
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Figure 7.1 Properties of the z” from D+ + KICao before applying the 
detector resolution: (a) the energy spectrum of the higher energy photon; 
(b) the energy spectrum of the lower energy photon; (c) the collinearity, 
cos& , between the momenta of the no and the higher energy photon; (d) 
theco * En earity, co&,, between the momenta of the z” and lower energy 
photon. 

Figure 7.2 illustrate the properties of the two photons from the z” before and after apply- 

ing the detector resolution. 

Again the approach employed avoids reconstruction of the x0 and the poor resolu- 

tion in the mass distribution that results. Instead all charged track momenta in an event are 

summed to determine the x0 flight direction, and showers attributed to isolated photons 

are required to be seen in the 1~’ direction. The fiducial region in which to look for the 

photons is defined by the cone cos0 > 0.8. This search cone retains 92.1% of the low ener- 

gy photons and effectively all the high energy photons, detected in the shower counter sol- 

id angle. 
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Figure 7.2 Properties of the x0 from D+ + K-z0 after the detector 
resolution is applied, the plots correspond with those in Figure 7.1. 

Corresponding to the U quantity for the K+IcO analysis, the Lorentz invariant quan- 

tity used to study a signal in this analysis is: 

where Phil, P&v Pfi, and P&entr are, respectively the four momenta of the recoil, the 

tag, the K ce and the full event. Note that V is effectively the same as U from the K+z” 

analysis, with the substitution of Pfi for Pg. From the four-vector algebra, V = 2.136 

(GeV/c2)2 for a precisely measured D+ + K*‘# signal. 

The details of the initial event selection are as follows. Given a tagged event: 

l Require three charged tracks with good helix fits. The net charge of the 
three tracks must be opposite that of the tag. 
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l For charged tracks not used in the KY reconstruction, require energy loss 
corrections and a successful beam fit. 

l For the Kf reconstruction, obtain the a+~- pairs (two combinations are 
possible per event), and for each combination apply the same method 
used to reconstruct Kf’s in the tagging procedure: 

. recalculate the track parameters at the decay vertex 

. require Zxy > 2mm 

. require PQ$) > 0.01% 

. require IM,, - MS 1 c 30 MeV/c2 

Use the adjusted track parameters in the balance of the analysis. 

l From all the charged tracks in the event, compute the z” momentum, as- 
suming conservation of energy and momentum, and require one or more 
photons to lie within the search cone, cosf9 > 0.8. 

l Compute V and plot. 

The major backgrounds to D+ + K-no + (K"d)ao involve no particle misidentica- 

tions. Therefore to minim& the systematic uncertainties no requirements are made with 

the time-of-flight or dE/dx information on the tracks found in the recoil. To improve reso- 

lution in V, h,is again replaced by ,&/ 2. No cuts have been applied to isolate the K*+; 

the K* signature will be extracted by the data reduction cuts in Section 7-2.2. 

Figure 7.3 displays a Monte Carlo plot of the expected signal. The signal region is 

defined as 

. 2 00 c V < 2 26 (GeV/c2)2 . . 

which extends to approximately +2 CT about the central value. Figure 7.6(a) shows V for 

the data opposite the five tags. Thirty-nine events lie within the sigual region after the iui- 

tial event selection. 
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Figure 7.3 The Lorentz invariant quantity V for a Monte Carlo D+ + 
K *+z” + (K”n+)xo signal (generated opposite D - + K+z-5). 

7-2.2 Major Backgrounds to D+ + K *%r”, K *+ + K”d 
The major backgrounds for D + + K *+x0 + (K”b)xo were determined by apply- 

ing the event selection procedure to the full D +D- and D *Do Monte Carlo data sets dis- 

cussed in Section 3-3.5. The major contributions are found to be only the Class I category, 

where only the recoil D+ is incorrectly reconstructed. It was observed in the analyses for 

D+ + K+z-n+ and D+ 3 K+B’ that the major backgrounds to doubly Cabibbo sup- 

pressed decays usually involve at least two errors in misidentifying an’event as a signal. 

This property is also observed in this analysis. 

This section is divided into two parts. Section 7-2.2.1 discusses the known back- 

grounds to and D+ + K*%’ + (K”d)ao, and Section 7-2.2.2 discuss the cuts which are 

introduced to remove them. The results of the cuts on the data is postponed until Section 

7-2.3. 
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7-2.2.1 The Class I backgrounds 
The major Class I backgrounds arise from two hadronic Cabibbo allowed chan- 

nels, two semileptonic Cabibbo allowed channels and one hadronic Cabibbo suppressed 

channel: 

. D+ + pa+n”, K” + Kt -+ &a-. The Kf is assumed to originate from 
a K”, not a p, and the K$r+ combination is assumed to form a K*+. 

l D+ 3 K”lt+xono, go + Kf + x+x-. The same reconstruction errors oc- 
cur. In addition, the photons from the extra #s are either mistakenly 
grouped as the products of the single It) from K-no or ignored altogeth- 
er. 

l D+ 4 z*“e+v, and z*“@vP, K*O + E”zo, p + Ki + IC+Z-. The neu- 
trino is not detected and the charged lepton is misidentified as a pion to 
compensate the missing energy and momentum. 

l D++ t/h”, qi + KFKf, KS0 + x+x-. The Kf is assumed to originate from 
a K”, while the Kf showers (haclronically) in the electromagnetic calo- 
rimeter and appears as the #. 

The ~“z+zo background has been studied through the resonant modes D+ + K”p+ + 

~“(z+ae) and D+ + K*O& + (K”we)x+ and the nonresonant D+ + &+x0. The 

~“z+aOzo, however, has been largely studied as nonresonant. Figure 7.4 compares the V 

distributions for these backgrounds and the D+ -+ K*+Ic’ + (K”n’)no signal. 

7-2.2.2 Background Cuts 

The Dalitz Cuts 
These cuts are introduced to reduce the backgrounds from D+ -+ z”z+lto. The 

event selection for D+ + K*?r” + (K”ni)zo has involved only the reconstruction of the 

final state D+ + Ky&r”, with no attempt made to identify the resonant K*O substructure. 

To reduce the backgrounds and isolate the K*+%’ signal, a Dalitz plot analysis is per- 

formed. The signal and each of the resonant channels of the ~“&ro background decay as 
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Figure 7.4 The V distributions for the-backgrounds (a) D+ +-pp+, (v 
D+ + E**n+, i?** + iton*, (c) D+ + I@n+z* [nr]Jd) D+ + K%+z*x , 
(e) D+ + K**e+v, + (K*a*)e+v, (f) i3**/f$ + (K*d’.&% and (g) D+ 
+ @, -qb + KfKF qd for (h) the DCSD signal D+-+K’a* K*++ * 
K*IG+. All neutral kaons decay via K* + Kf + x%-. 

P + VP, + (P2 PJ PI, where P denotes a pseudoscalar meson and V denotes a vector me- 

son. Their expected distributions in M&versus M& are shown in Figure 7.5, where M, 

and MKx are the &x0 and K$r+ invariant masses, respectively. Since the x0 is not recon- 

structed in this analysis, M&is obtained from the x+ momentum and the missing x0 mo- 

mentum, as calculated in the initial event selection. Interference effects, which can cause 
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small shifts in the mass peaks for the ~*n+w* channels, are ignored; the uncertainties this 

approach inimduces will be discussed below in the systematic errors. 

Figure 7.5 shows a significant overlap between the low I& lobe in the pp’ plot 

and the low I@& lobe in the K*+x* plot. A cut only in M& to enhance the K *+x0 signal 

would still allow approximately 70% of the K*p+ background to feed in. Cuts are there- 

fore applied in both I& and & 

l 0.6 c l&c 1.0 (GeV/c2)2 

l M.&> 1.3 (GeV/c2)2 
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as determined by the Monte Carlo. This criteria removes approximately 96% of the z*p’ 

events, 70% of the K*‘x+ events and 75% of the ~*z’n*[nr] events which survive the 

initial event selection and retains 42 % of the signal events. 

The Dalitz cuts are also effective at removing the other backgrounds. They remove 

85% of the K*z+IL*~* events, 66% of the K**e+v, and z**$vP and 98% of the @n’ 

events which survive the initial event selection. 

The Veto Cut 
This cut is introduced to reduce the background from D+ + ~z~Ic*A~. It is effec- 

tively the same cut as the veto cut for the K’z* search (Section 6-4.2) with m&cations 

accounting for the different z* momenta and charged track multiplicity of K-z*. Since 

the x0 in this analysis is -100 MeV lower in momentum, the cuts are: 

l one or more photons with energy > 300 MeV must lie within lcosa] > 
0.96 

. no photons with energy > 300 MeV may he outside ]COSCX] c 0.96. 

. no more than 1 photon with energy between 150 MeV and 250 MeV may 
he outside lcosa] c 0.96. 

This criteria removes approximately 80% of the K*n+z*n* background which survives 

the Dahtz cuts, while retaining 78 % of the signal. 

The veto cut is also effective at removing the backgrounds from D+ + z**e+v, 

and K’*/.f’$, K** + E*z* because of the different kinematic topology of the lz* in the fi- 

nal state. About 92% of these backgrounds are removed by the cut. 

7-2.3 Results 
Figure 7.6 shows the application of the cuts to the data. After all cuts are applied 

no events remain in the signal region. For reference, Figure 7.7 gives the Dalitz plot of the 

events which passed the initial event selection. One event, displayed in Figure 7.8, is 
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Figure 7.6 Data from all tags (a) after the initial event selection, (b) after 
the Dal&plot cuts, and (c) after the veto cut (see text). 

observed at V = 1.930 (GeV/c2)2, below the signal region where 0.13f0.05 events are ex- 

pected from the known backgrounds. 

7-2.3.1 Analysis Tests 
As a test of the analysis procedure, the numbers of events that are expected to be 

removed from the signal region by each of the background cuts are calculated and com- 

pared to the numbers that are removed. 
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Figure 7.7 Dalitz plot of M.&versus Mix for the events that survived the 
initial event selection. 

Table 7.1 gives the background branching fractions used to estimate the numbers 

of background events. No experimental measurements currently exists for either B(D+ + 

K”a+xono) or B(~**~+v$. For B(D+ + ~*lt”~*#) the number quoted in Table 7.1 is 

obtainedfrom B(D+~K-~+n+~q=5.8*0.9* 1.5%[23]andisospin: B(D++&+n*#) 

= B(D+ +K-z+z+#) x l/2 = 2.9+0.5+ 1.5 %, where a systematic error of 50% is added, 

in quadrature, to account for the uncertainty in this result. This formula assumes that D+ 

+~*z~rr*lt*a.nd D++K-#~%*are dominatedby D++~**br*.This assumptionis 

supported by a resonant substructure analysis of II+ +K-lc+a+~$~1 where large event 

fractions were found for g%+ and ~I(1400)oz+ (which goes l/3 of the time to 

(~**w”)nf). For B(~“*$vJ, the number in Table 7.1 assumes lepton universality: 

B(K**~+v~=B(~**e+vd=5.3_+t:P+0.68. 

Included in the predicted numbers are the estimated contributions from u, d, s 

events in the continuum, determined from an analysis of Lund Monte Carlo data. The re- 

sults of the analysis is shown in Figure 7.9. 



Chapter 7: Search for D+ + K”v” 

I J \ 
4 

Figure 7.8 Theevent at V = 1.930 (GeV/#. The tag is ~*lz+lr~~+. 
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Figure 7.9 The analysis procedure applied to Lund Monte Carlo: (a) after 
initial event selection; (b) after cuts in the Dalitz plot and (c) after the veto 
cut. 

Table 7.2 gives the results of the test by comparing the total expected numbers of 

events lost against the observed numbers lost. The total number of events expected to be 

lost from the signal region, 13.geIe2, +le3 deviates by approximately 4 o from the observed 

number lost, 39, assuming Poisson statistics. Most of this discrepancy occurs at the Dalitz 

cuts, where 12.9tfq events are expected to be lost versus four events observed to be lost. 

Further studies to understand the discrepancy were made, including tests for potential 

Class II background topologies (e.g. Do -+ K?r”z* vs. Do + K*lt?r- for D+ + K?&+ 

vs. D’ -+ K*-no + ~*n3ro> and visual scans of the events (which involved checking the 
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Table 7.1 Branching fractions of the Class I backgrounds to D’+ K*+B* 
+ CK*n+M* 

I Mode I Branching Fraction (%) I Reference I 

I D+’ if*1)+ 1 6.9f0.8k2.3 1 22 1 

g**nG+ 5.9f 1.9k2.5 22 

K%+n*[nr] 1.3+0.7zbo.9 22 

I K0d9r0z0 I 2.9+0.5+1.5 1 (see text) 1 

K**e+v, 5.3+;::f0.6 25 

ie**p+vp 5.3t#0.6 (see text) 

w 0.77+0.2220.11 24,20 

Table 7.2 The application of the background rejection cuts as a 
comparison of the observed numbers of events removed against the 
expected numbers (from known backgrounds). 

cut 

Dal&Z 

Veto 

Observed Loss 

35 

4 

Expected Loss 

12.9:;:; 

1.o*? 

Total 39 13.9:;:; 

events for extra showers, indicative of backgrounds with extra no’s). However, no other 

known backgrounds have been identified. 

7-2.3.2 Detection Efficiencies 
The detection efficiencies for D+ -+ K*+Ic* + (K*#)$ are determined opposite 

each of the five tag modes from the Monte Carlo simulations; the numbers are given in Ta- 

ble 7.3. The weighted efficiency is ZS = 14.U 0.4%. 
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The efficiency found opposite the E”z+~-x+ tag is larger than the efficiencies 

found opposite the other tags. This increase is caused by the effect that events tagged by 

that channel have higher track multiplicities, which make those events more prone to mul- 

tiple counting. Since only one tag is counted per event by the tagging procedure, but all 

tag candidates are considered in the full event analysis, a larger efficiency is obtained for 

the signal opposite K’z+Klt+. 

7-2.3.3 Background Estimates 
Table 7.4 lists the number of expected events from each of the Class I backgrounds 

after all cuts have been applied. The errors are statistical only, derived from the errors on 

the number of Monte Carlo events, the statistical error on the number of tags, and the sta- 

tistical error on the branching fractions for the background processes.The uncertainty in 

multiple counting events which contain the i3’a+Klt+ tag will be accounted for in the 

systematic errors. The total number of D D background events expected is nbJ$ = 

0.6fO.l. 

The number of events expected from u, d, s production is determined to be ?zb.h = 

0 . 3 19~7~ This number is included in Table 7.4. 

The number of expected events from all background sources is n b = l.O$:$. As- 

suming Poisson statistics, the probability for 1.0 events to fluctuate to no events is 0.37. 

7-2.3.4 Systematic Errors 
Systematic errors are estimated for the detection efficiency for the signal, and the 

number of D D (Class I) background events, and the number of u, d, s background events. 

Sources of error and their level of contribution are described below. Several of the effects 

have been described in the previous analyses. 
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Table 7.3 Efficiencies for D+ + K*+z” + (K”&)# opposite each tag. 

Tag Mode I efficiency(%) 

bob+ 13.3zko.5 

K-lr+z+ 13.5+0.5 

K”7b-n+ 19.7kl.O 

KOK’ 13.3kO.6 

K-K+Z+ 14.5f0.7 

I Weighted Efficiency: 14.1 f0.4% 

Table 7.4 The expected numbers of background events for D+ + K*+w” 
+ (KOti)#, including the contribution from the continuum. The 
acceptances for the D D backgrounds are also included. 

D n Background Acceptance(%) Number of Events 

D++~"p++~(ll;t#) 0.40*0.07 0.20f0.05 

D++r'x+ +(~"no)x+ 0.78f0.18 0.11f0.05 

D++i&c+z"[nr] 2.371hO.18 0.20fO. 10 

D++&+lt"lto 0.47f0.08 0.10+0.02 

D+-+ ~*"e+v,+(~or~e+v, O.llf0.06 0.01*0.01 

D++~~*"/i+v,+(&($i+vcr 0.17f0.07 0.02f0.01 

D+-+@r++(K$$r+ 0.03f0.02 (6f4)x10d 

Total expected D n contribution 0.64+0.13 

Total expected u, d, s contribution 0.31$#$ 

Total expected number of events 1 o+u3 * -0.2 

Systematic Errors on E, 
The following sources are considered to contribute to the systematic error on ZS. 
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The errors are given in terms of the relative uncertainty. 

1) Charged track reconstruction efficiency. A -3% error is attributed for 
detecting three charged tracks. 

2) The effect of no cuts for the fiducial regions of the detector. For the 
three charged tracks, a -3 8 uncertainty is attributed. 

3) The Ki vertex requirements. Previous studies of the w(3770) data 
found that the cuts on I,, and P oc?,) introduce a f5% uncertainty in the 
reconstruction efficiency of K$V21 

4) Monte Carlo modelling of photons in the shower counter, and the 
shower angle cuts. A comparison of analysis results using different 
shower simulators (confer Section 6-5.3) tids discrepancies of no 
more than 10 %. Therefore, a &5% uncertainty is attributed to this ef- 
fect. 

5) Photon detection efficiency. Both the initial event selection and the veto 
cut require the observation of only one of the two photons from the z” 
in D + + K-no. Therefore only one factor of -2.5% is given for this 
source. 

6) Invariant mass cuts, and definition of the V signal region. Loose cuts 
are applied to the Dalitz plot, and loose cuts define the signal region in 
the V distribution. A f 1% error is given to account for possible tails in 
the signal distribution. 

These errors are summarized in Table 7.5 in terms of the absolute error on the re- 

construction efficiency. The total errors are?$%, obtained by adding the biased errors lin- 

early and then the result to the re maining errors in quadrature. Quoting both statistical and 

systematic errors, the weighted efficiency for the signal is 

Es= 14.1f0.4j:j% 
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Table 7.5 The systematic errors on the detection efficiency for D + + 
K-no + (K'n+)d? 

Source Absolute Error (%) 

Charged track efficiency -0.42 

Absence of fiducial cuts -0.42 

K$ vertex requirements 

Shower modelling and angle cuts 

HI.71 

zhO.71 

1 Photon detection efficiency 1 a.35 

Mass and V signal cuts ti.14 

I Total Error I +l.O / -1.6 I 

Systematic Errors on nbAfi 
Several effects which contribute systematic errors to the signal also introduce un- 

certainties on the number of D background events. Discussion of these effects on the 

background follows, with errors given in terms of the relative uncertainty. 

1) 

2) 

31 

4) 

5) 

Charged track reconstruction efficiency. All backgrounds channels are 
detected with charged tracks in the recoil; therefore a -3 % error is at- 
tributed. 

The effect of no cuts for the fiducial regions of the detector. A -3 % un- 
certainty is attributed for three charged tracks. 

The Kf vertex requirements. Ah backgrounds include the reconstruc- 
tion of a Ki, and therefore an overall f5 % uncertainty is included. 

Monte Carlo modelling of photons in the shower counter, and the 
shower angle cuts. For the backgrounds, ti% uncertainty is attributed 
for this effect. 

Photon detection efficiency. For a background event to pass the initial 
event selection, only one shower needs to be observed within the search 
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cone. This gives a factor of -2.5%. An additional factor of -0.1% ac- 
counts for 25 % of the p&x”zo background which is removed by the 
veto cut when at least one other shower is observed in the event. The 
total is therefore -2.6%. 

6) Invariant mass cuts, and definition of the V signal region. The mass 
cuts in the Dalitz plot lie outside the lobes from the resonant back- 
ground channels. The uncertainty from those cuts are, therefore, con- 
sidered negligible. A 35% uncertainty is given to account for the 
background in the V signal region. 

The following additional sources have been considered in the systematic error for 

7) Multiple counting events. The number of events which have been 
tagged by i3°n+x-a+ is given a +25 % uncertainty due to the effect of 
multiple counting. This contributes a +2% uncertainty on the total 
numlxx of background events. 

8) The branching fractions for the background processes. The relative 
systematic errors in the branching fractions for pp’ (33%), F*‘d 

(42 %), ~“lt+zo[nr] (69 %) and ~“&rono (50%) propagate to a f28 % 
error in the number of background events, accounting for common sys- 
tematic errors. The systematic errors from the branching fractions for 
the other background modes and for the resonances are either negligi- 
ble or zero. 

9) The error on the number of tags. These errors are quoted in Table 4.2. 
They contribute a +1.7% uncertainty on the total number of back- 
ground events. 

These errors are summarized in Table 7.5 in terms of the absolute error nbJ$. The 

total errors, 3.8 events, are obtained by adding the biased errors linearly and the 

remaining errors in quadrature. Quoting both statistical and systematic errors, the number 

of D n background events is: 
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Table 7.6 The systematic errors on the number of D B background events. 

Source Error (#events) 

Charged track efficiency -0.019 

I Absence of fiducial cuts I -0.019 

I K $) vertex requirements I ztO.032 

I shower angle cuts I kO.032 

Photon detection efficiency -0.017 

I Mass and V signal cuts I kO.032 

Multiple counting events a.013 

I Branching Fractions I fo.180 

I fo.011 

I Total uncertainty I +0.19 / -0.20 

Systematic Errors on nb.& 
To estimate the systematic errors for nb.&, it is assumed the dominant u, d, s event 

topology is similar to D+ + K-n’%‘+, D- + K”~#(#), K” + n% in terms of the final 

state particle topology. With this assumption the relative systematic errors on the number 

of u, d, s background events follows. 

1) Charged track reconstruction efficiency. For six charged tracks, a -6% 
error is attributed. 

2) The effect of no cuts for the fiducial regions of the detector. For six 

charged tracks, a -6% uncertainty is attributed. 

3) The Kf vertex requirements. A 35 % is attributed to this effect, assum- 
ing only one KY is reconstructed, 

190 



Chapter 7: Search for D+ + K*+m” 

Table 7.7 The systematic errors on the number of u, d, s background 
events. 

Source Error (#events) 

Charged track efficiency 

Absence of fiducial cuts 

-0.019 

-0.019 

Ki vertex requirements a.016 

Shower angle cuts HI.016 

I Photon detection efficiency I -0.011 I 

I Mass and V signal cuts I ti.016 

Integrated Luminosity ztO.016 

Total uncertainty I +0.032/-0.059 I 

4) Monte Carlo modelling of photons in the shower counter, and the 
shower angle cuts. Based on the studies for the signal efficiency, a Y 8 
error is given. 

5) Photon detection efficiency. A -2.5 % error accounts for the one shower 
that must be observed within the search cone. Another -1.0% is added 
to account conservatively for background topologies which are re- 
moved by the veto cut when at least one other shower is observed in the 
event. The total is therefore -3.5 % 

6) Invariant mass cuts, and definition of the V signal region. A f5 % is 
given to account for the uncertainty in the background distribution. 

7) Integrated Luminosity for the H3770) data set. This number contains a 
+J% error which directly contributes to the systematic error on the 
number of background events. 

These errors are summa&e d in Table 7.5 in terms of the absolute error on the 

number of u, d, s background events; the total errors are 3.8. Quoting both statistical and 

systematic errors, the number of u, d, s background events is 
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Figure 7.10 The likelihood function relative to B 0’ + K*?c”).usiug 
the results of the search for D+ + K *+x0 + (K’n+)n . 

7-2.4 Preliminary Upper Limit for B(D + + K*+?r”) 
An upper limit calculation can be performed for B(D+ + PIP) (with the Cleb- 

sch-Gordon coefficient for K*+ + K”lt+ taken into account), following the maximum 

likelihood procedure in Section 5-6. The likelihood fuuction for this analysis is shown iu 

Figure 7.10; maxim&d for different values of B(D” + K*+#). The dashed and solid 

curves show, respectively, the results without and with systematic errors propagated; the 

arrows indicate the !30 8 confidence levels. If systematic errors were neglected, B (D+ + 

K*xO) < 3.4%. The systematic errors increase this limit to 

B(D++ K-ICY <3.9% @ 90% CL 

7-3 SearchforD+-d+d,Kil+-+K+d 
This section discusses the search for D+ -+ K*‘n” in the Kk” channel of K*+. 

Section 7-3.1 covers the initial event selection. Section 7-3.2 discusses all the known 
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backgrounds and the cuts that are added to remove them. Section 7-3.3 presents the results 

of the analysis on the data and includes analysis checks and estimates of the efficiencies 

and level of background. Section 7-2.4 gives a second, preliminary upper limit calculation 

on B (D+ + K*+#). 

7-3.1 Event Selection 
In the decay chain D+ + K*+~G’ + (K+z”)xo, two x0’s are produced: a primary 

x0 from the direct decay of the D” and a secondary no from the decay of the K*+. To 

achieve better efficiency and resolutions, this analysis avoids full reconstruction of the fi- 

nal state by requiring that only one of the two x0’s be reconstructed along with the kaon 

track. To reduce the large backgrounds, it is also required that the charged track be 

identified as a kaon with the “wrong-sign” strangeness and that the neutral showers have 

the correct multiplicities and topologies. The procedure is detailed as follows: 

l require one track with the correct charge opposite a tag. The track is re- 
quired to have a good helix fit, energy loss corrections and a successful 
beam fit. Again tags with only charged tracks are used to obtain the best 
resolutions. 

l require three or more isolated showers. 

l require particle identification for the recoil charged track Strict particle 
identification is applied to reduce the high backgrounds; the track must 
have a good quality time-of-flight measurement with 

and 

I Gleas -T~I~lGwas-T~l 

l Reconstruct a x0 by kinematically fitting all pairs of isolated showers to 
the 1~’ mass (a one-constraint fit). A shower pair is considered a z” candi- 
date if the 2 confidence level is larger than 0.01. To reduce the combina- 
toric background in the asymmetric x0 decays where fake showers or 
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incorrect photons replace the real, low energy photon, the fitted-photon 
energies are required to be greater than 100 MeV. Events with more than 
one x0 candidate are counted once by selecting only the combination 
with the lowest 2. 

l Require one shower, which is not used in the z” fit, to have an energy 
greater than 100 MeV. This requirement further reduces the backgrounds 
arising from low energy fake showers. 

l Require one shower to have an energy greater than 300 MeV. This show- 
er may or may not have been used in the x0 fit. This requirement ac- 
counts for the high energy photon produced in the decay of the primary 
no. 

A signal is studied with the Lorentz invariant quantity: 

where P&a, P/j, Pg Pgeti, and P$ are the four momentum of the recoil, the charged 

kaon, the reconstructed z”, the full event and the tag, respectively. This quantity makes no 

assumption on whether the reconstructed IC’ is the primary or secondary x0. If all tracks 

were precisely measured, W would equal 1.8690 (GeV/c?)*. To achieve the best resolution 

for W, Etis is replace by J/2, and the fitted photon energies and momenta are used for Pg 

Figure 7.11 shows the expected W distribution for D+ + K*-‘lt’ -+ (K+w”)xo. The 

non-Gaussian distribution arises from the difference in energy resolutions of showers from 

low and high momentum z”s. The signal region is defined by 

l 1.75 c W < 1.99 (GeV/c’>* 

which contains 95% of the Monte Carlo signal. 
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Figure 7.I.l The W distribution for the desired process D+ + K*?r” + 
(K+z”)zo. Arrows indicate the limits of the signal region. 

-_ Figure 7.16(a) shows the W distribution for the actual data. Eight candidate events 

are observed in the signal region. 

7-3.2 Major Backgrounds to D+ + K *%O, K *+ + K +m” 
Several sources of background to D+ + K*+n’ + (K+n”)no were determined by 

applying the event selection procedure to the D+D- and DoDo Monte Carlo cocktails. 

Major contributions come from both the Class I and Class II backgrounds. Again at least 

two errors are involved in misidentifying a background process as the desired signal. 

‘Ibis section is broken down into three parts: Section 7-3.2.1 describes the Class I 

backgrounds, Section 7-3.2.2 discusses the Class II backgrounds, and Section 7-3.2.3 dis- 

cusses the cut introduced remove both Classes of backgrounds. 

7-3.2.1 The Class I Backgrounds 
The Class I backgrounds arise from the following modes: 

l D+ + go&, go + Kv + x0x0. The charged pion is misidentified and 
the KS0 is not recognized. 

l D+ + g°K+, K” + Kf + x0x0. The decay starts out Cabibbo sup- 
pressed and the K$’ is not recognized. 
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l D+ + K”&ro, z” + K$! + z”zo. The charged pion is misidentified and 
the Kf and extra no are not recognized. 

. D+ + E”e+v, and K’p+v, go -+ KS0 + w”zo. The lepton is misidenti- 
fied, the neutrino is not observed and the KF is not recognized. 

The third channel has been studied in the resonant modes D+ + K”p+, p+ + n’n” and 

D+ + z*Oz+, E*O + Eon0 and the nonresonant D+ 3 K”n+no. As shown in Figure 

7.12, all backgrounds are observed to peak in the signal region. 

7-3.2.2 The Class II Backgrounds 
In this analysis the Class II backgrounds are found to arise from DoDo events, 

with one of the two neutral D ‘s decaying either through Do + K-x+x’ or Do + 

K-hr”iro. 7% e ac b k grounds are listed below under the tag-versus-recoil topology to 

which they contribute. 

1) D+ + K+ltOzo vs. D- + K+n-x-: 

l Do + K-;R+TcO vs. Do -+ K+n-z”. The tag is formed by a double misidenti- 
fication between a charged kaon and a charged pion and by a n&association 
of the charged tracks. All neutral tracks are r&associated with the recoil (the 
charged kaon in the recoil is correctly identified). 

l D ’ + K-z+x”xO vs. Do + K*n-no. The same errors occur as in the previ- 
ous background along with the additional error of not recognizing the extra 
fro. 

2) D+ + K+z”lzo vs. D- + K’a-z+x-: 

l Do + K-&z0 vs. Do -+ K”~-&no, when K” + Kf + x+x-. No charged 
track misidentication occurs, but the K” is misidentified as a E”. Charged 
and neutral tracks are again misassociated to form the tag and recoil. 

. Do + K’I?~~Iv~ vs. no + K”Or?ro. The same errors occur as for the 
previous background with the additional error of not recognizing the extra 
no . 
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npe 7.12 The W distributions fg the Class I background! (a)JL)i 2 
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K”p+vd and for the signal (h) D+ + K-no, K* 5 K+a . For all 
backgrounds the neutral kaon decays through the chain @+ Kf + z”lto. 

197 



Charbter 7: Search for D+ + K*+m’ 

20 I I ’ I I I, 1 
I I I 

o- (cl ; 
8- 1 

I 
6- I 

I 
I c 

4- I 
I 

2- 

0 I I ’ I 

S-(e) i 
4- I 

I 
3- I 

I 
I 

2- I 
I 

i 

1 I I 
I I 

0 I III II I 

1.5 1.6 1.7 1.8 1.0 2.0 2.1 2.2 

W (GeV/c2) 

6 I I ’ I 1 I, I 
I I 

5- (b) ; 
I 

4- I ; 
I I 

3- 
I I 
I I 
I I 

2- I I 
I I 

I 
I 
II I 
II I 
I 

1 o- (d) i I 

z 
I 

d 8 
I I 
I I 

f 6- 
I I 
I I 
I I 

1 

0 

I I ’ 1 I I, I 

150- (a i 

I 
I 
I 

I I 
I 1 

loo- I L I 
I I 
I I 
I I 

i.5 1.6 1.7 1.8 1.0 2.0 2.1 2.2 

W (GeV/t?) 
Figure 7.13 The W distributions for the Class II backgrounds: (a Do + 
K-&z’ vs. 0’ + K+Ca” when reconstructed as D+ + K’lt’a b vs. D- 
-+ KWx-; (b) Do + K-hrOaO vs. Do + K+n3r” when reconstructed 
as D+ + K+z”no vs. D- + K+n-z-; (c) Do + K-z+z” vs. no + 
K”a-hro when reconstructed as D+ + K+n”no vs. D- + K”n-hr-; 
(d) Do + K-&zOzO vs. Do + K”z-hro; when reconstructed as D+ + 
K’n”zo vs. D’ + K”~-dc-; (e) Do + K-Ic+z’ vs. Do + K+fz” 
when reconstructed as D+ 4 K’z”lto vs. D’ -+ K’K’n”; (f) Do -+ 
K-z+z”no vs. Do + K+n-x” when reconstructed as D’ + K’n”no vs. 
D- + K+K-n-. The distribution for the desired signal is shown in (g). 
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3) D+ + K+z”xo vs. D- + K+K-n- (backgrounds same as those for D+ 

+ K+n”no vs. D- + K+nr-): 

l Do + K-bn” vs. no -+ K+n-x0. A charged pion is misidentified in the 
tag, while charged and neutral tracks are misassociated to from the tag and 
recoil. 

l Do + K-x+n”xo vs. 0’ + K+Ic~‘. The same errors occur as iu the previ- 
ous background along with the additional error of not recognizing the extra 
Ito. 

No significant backgrounds are observed for the signal opposite the Ken+ and K°K+ tags. 

The W distributions for each of the Class II backgrounds are shown in Figure 7.12. 

Again all backgrounds are observed to peek in the signal region. Background topologies 

with Do + K-z+A’ have been studied with the decay proceeding through the resonant 

channel D ’ + K-p++ K-(n+#), which dominates the K3hc” mode. All the other Do 

modes were decayed with the momenta distributed uniformly over the allowed phase 

space. 

7-3.2.3 The Background Cut 
The backgrounds are reduced through a Dalitz analysis of the K+n”zo final state. 

A plot of &versus M&is formed, where M, is the lz”~’ invariant mass and M&s the 

K+n” invariant mass. To obtain M.&, the charged kaon momenta and the fitted photon mo- 

menta are used, while to obtain M&conservation of four momenta is employed: 

M&=(P, +lg2 

This relation yields a value for Iv& which does not depend upon poor shower counter en- 

ergy measurements. The expected distributions for the backgrounds and the signal are 

compared in Figure 7.14 and Figure 7.15. The distribution for the signal, D+ + K *+x0 + 
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Figure 7.14 Dalik plots of the Class I backfounds (a) 02 + ~“f$d (b) 
D+ + K°K’, (c)D+ + i?“p’, p+ + z+n , (d) D+ + K*‘3+, K -+ 
E”zo, (e) D+ + h+w”[nr], (f) D+ + pe%, (g) D+ -+ @‘v,, and 
the signal (h) D++ K*+lc” + (K+#)a’. All neutral kaons decay through 
thechain p+ K$f+z”xo. 
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Figure 7.15 D&k plots for the Class II backgrounds. The labels 
correspond to those in Figure 7.12 

(K+d’)d’, reflects the properties of a P + VP1 + (Pz PJ PI decay, where P denotes a 

pseudoscalar meson and Vdenotes a vector meson. The two pairs of lobes correspond to 

the two cases where the primary and secondary no have been reconstructed. 
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Figure 7.16 Data after: (a) the initial event selection and (b) the Dalik cut. 

All backgrounds overlap with the signal in the low M&region, motivating the fol- 

lowing cut: 

. M.& > 1.3 (GeV/c2)2 

This cut removes 63% of the signal but also effectively all Class I backgrounds and the 

Class II backgrounds with Do + K’&n”. Approximately 80 96 of the background topol- 

ogies with D ’ + K’z’aOzo are also removed. 

7-3.3 Results 
Figure 7.16 shows the application of the cuts to the data. After all cuts are applied 

no events remain in the signal region. For reference, Figure 7.17 gives the Dalitz plot of 

the events which passed the initial event selection. One event is observed at W = 1.695 
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Figure 7.17 Dalik plot of the candidate events for D+ + K*%O + 
(K+#)n! 

(GeV/c2)2, below the signal region where 0.185# events are expected from the known 

backgrounds; Figure 7.18 displays the event. 

7-3.3.1 Analysis Test 
The number of events that are expected to bc moved from the signal region by the 

Dalik cut is calculated and compared to the number that is removed. Table 7.1 lists the 

background branching fractions used to estimate the numbers of events from the Class I 

and Class II backgrounds. The contribution from continuum u, d, s production is deter- 

mined from. the an analysis of Lund Monte Carlo data (Figure 7.19). The calculations 

yield an estimated 2.0f0.4 events from the Class I backgrounds, 4.7f0.9 events from the 

Class II backgrounds, and 0.735 events from the continuum, summing to a total of 7.43-i 

events. This number is in good agreement with the observed loss of eight events. 

7-3.3.2 Detection Effkiencies 
The detection efficiencies for D + -+ Kwzo + (K’#)# are determined as before. 

Table 7.3 gives the efficiency opposite each tag mode. The weighted efficiency is E, = 

8.2f0.5%. 
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Figure 7.18 The event at W = 1.695 (GeV/c2>2. 
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Table 7.8 Branching fractions of the Class I and Class II backgrounds to 
D + + K*+# 3 (K+wO)nO 

K-lPdb" 14.9+3.7+3.0 24 

iiz"Ic+7r-no 10.3+2.2&2.5 23 

7-3.3.3 Background Estimates 
After the cut on M&no Class I backgrounds are still considered significant. Of the 

Class II backgrounds, only those processes with Do + K-hcO~O are still found to make 

a non-negligible contribution to the signal To simplify the discussions here and in the sec- 

tion on systematic errors, these backgrounds are labelled as follows: 

l Background I--K-B+~~~~ vs. K+A-X’ when reconstructed as K'n"no 
vs.K+n-n- 

l Background II--K-x+x~~~ vs. K”n-n+7co when reconstructed as 
K+lc"wOvs K'n-w%- . 

l Background III--K-~+n”ao vs. K+nX” when reconstructed as K+xOwO 

vs.K+K-w- 
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Figure 7.19 Analysis of Lund Monte Carlo data: (a) after the initial event 
selection and (b) after the cut on M&. 

Table 7.9 Efficiencies for D + + K*‘z” + (K”d)# opposite each tag. I 
Tag Mode efficiency (%) 

7.6 3~0.6 

8.5 f0.6 

6.7 kO.7 

8.6f0.7 

7.6 f0.7 I 

I Weighted Efficiency: 8.2 f 0.5% L 

Table 7.10 lists the three backgrounds with the acceptances and number of events expect- 

ed in the signal, with statistical errors only. The total number of background events expect- 

ed from D D production is nbJD = 0.21310.07. 
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Table 7.10The expected numbers for the backgrounds to D + + K’?r” + 
(K+#)#, including the contribution from the continuum. Backgrounds I, 
II and III are labelled in the text. 

D D Background Acceptance (%) Number of Events 

I 0.013 zb 0.003 0.14 zk 0.05 

II 0.015 f 0.005 0.04 f 0.02 

III 0.003 zt 0.002 0.03 AI 0.02 

Total Expected D D Contribution 0.21+ 0.07 

Expected Continuum Contribution < 0.23 

Total Expected Background 0.3 f 0.1 

The number of events expected from u, d, s production is determined to be nb.,& < 

0.23 at 90 % confidence level. This number is included in Table 7.10. 

The total number of background events is nb - - 0.3f0.1, where the 63.8% confi- 

dence level upper limit for nb.&--0.1 events--has been used. Assuming Poisson statistics, 

the probability for 0.3 events to fluctuate to no events is 0.74. 

7-3.3.4 Systematic Errors 
Systematic errors are estimated for the detection efficiency of the signal, the num- 

ber of D D background events, and the number of u, d, s background events. Sources of 

error and their level of contribution are described below. Several of these effects have 

been discussed in the previous analyses. 

Systematic Errors on Es 
The following sources are considered to contribute to the systematic error on the 

reconstruction efficiency, The errors are given in terms of the relative uncertainty. 

1) Charged track reconstruction efficiency, A -1% error is attributed for 

detecting one charged track. 
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Figure 7.20 The Do + K-n+n” sample used to estimate the systematic 
uncertainty of the ;Iz cut for the z” fit. 

2) The effect of no cuts for the fiducial regions of the detector. For one 
charged track, a -1% uncertainty is attributed. 

3) Monte Carlo modelling of photons in the shower counter. A compari- 
son of analysis results using different shower simulators (confer Sec- 
tion 6-5.3) finds discrepancies of no more than 10 %. Therefore, a f5 % 
uncertainty is attributed to this effect. 

4) photon detection efficiency. The uncertainty of -2.5% per photon leads 
to a -7.5% uncertainty in requiring three photons to be observed. 

5) The 2 requirement for the kinematic fit to the 7r” mass. The uncertain- 

ty due to this requirement is estimated by analyzing Do + K-&z0 

candidates from real and simulated data. In both samples, rr” candi- 
dates were obtained by kinematically fitting all pairs of isolated 
showers. The x0 candidates were subsequently combined with pairs of 

oppositely charged tracks to form K-lt’n* candidates. The beam con- 

strained mass distribution of the K-z+?r” candidates and the 2 distri- 

bution of the zo fits are shown in Figure 7.20. After the 2 cut the 
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Table 7.J.l The systematic errors on the detection efficiency for D + -+ 

Source Systematic Error (%) 

Charged track efficiency -0.082 

r~- ~~ ~~~ Absence of fiducial cuts I a.082 

I Shower modelling ti.410 

I Photon detection efficiency I -0.615 

I 2 requirement for IGo fit I -0.205 

Kaon identification -0.492 

Mass and signal region cuts 

Total Error 

fo.082 

+0.4 l-l.5 

efficiency in the Monte Carlo was found to be 5% greater than that in 
the real data. Therefore a -2.5% error is attributed to this effect. 

6) Kaon identification. The effects of the particle identification cuts on 
charged kaons in Monte Carlo data and real data were compared using 
K-&n+ data samples (see Section 5-5.7). Since the kinematic topology 
of the charged kaon in K?r”?co is constrained by the M&requirement, 
this kaon identification study included a requirement that the invariant 
I&S squared of the x+x+ system be greater than 1.3 (GeV2)2. The 
study found the Monte Carlo to be to more efficient by 128, and there- 
fore a -6% error is given for this effect. 

7) Invariant mass cuts, and definition of the W signal region. A fl% error 
is given to account for the uncertainty in the M&requirement and pos- 
sible tails in the signal distribution. 

In Table 7.5, these errors are summarized in terms of the absolute error on the re- 

construction efficiency. The total errors, $.j%, is obtained by adding the biased errors lin- 

early and the remaining errors in quadrature. Quoting both statistical and systematic 

errors, the weighted efficiency for the signal is 
209 

- -  



Chapter 7: Search for D+ + K*+lr’ 

Systematic Errors on n b&jj 
Several effects which contribute to the systematic uncertainty of the signal effi- 

ciency also introduce uncertainties to the number of 00 (Class II) background events. 

Discussion of these effects on the backgrounds follows, with the errors given in terms of 

the relative uncertainty. 

1) 

2) 

3) 

4) 

5) 

6) 

Charged track reconstruction efficiency. A relative uncertainty of -4% 
is attributed to the uncertainty in the number of events from Back- 
grounds I and III, and -6% is attributed to the uncertainty in the num- 
ber of events from Background II. This results in a total error of -4.4%. 

No cuts for the fiducial regions of the detector. Fxrors of -4% in the 
number of Background I and III events and -6% in the number of 
Background II events propagate to a total error of -4.4%. 

Monte Carlo modelling of photons in the shower counter. Af5% error 
is given to account for the uncertainty due to this effect. 

Photon detection efficiency. A -7.5% error is attributed for requiring 
three photons to be observed. 

The 2 requirement for the kinematic fit to the x0 mass. Since the back- 
grounds also contain a reconstructed x0, a -2.5% error is given to ac- 
count for this effect, 

Particle identification. In the number of Background I events, the kaon 
identification criteria for the recoil and the double misidentification in 
the tag contribute an error of -#%. In the number of Background II 
events, the kaon identification for the recoil and the pion identification 
for the tag contribute an error of 2%. In the number of Background III 
events, the kaon identification for the recoil and the single misidentifi- 
cation in the tag contribute an error of 2%. Treating these errors lin- 
early, the relative systematic error for the total number of background 
events is $j %. 
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7) Invariant mass cuts, and definition of the W signal region. Af5% error 
is given to account for the uncertainty arising f?om possible tales in the 
mass and W distributions. 

The following additional sources have been considered in the systematic error on 

8) Branching fractions for Do + K-A+~~?c~, K3r+z” and K”z+a3ro. 
The relative systematic errors of these branching fractions (20%, lo%, 
and 24 %, respectively) propagate to a &22% error in the number of 
background events. 

9) Number of produced DoDo events. The systematic uncertainty on this 
number (ti600 events out of 27,700) gives a &9% error. 
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Table 7.l2The systematic errors on the number of D 5 background 
events. 

Source Error (#events) 

Charged track efficiency -0.009 

Absence of fiducial cuts -0.009 

Shower modelling fi.011 

Photon detection efficiency -0.016 

2 requirement for x0 fit 4.005 

Particle identification +0.013 / -0.025 

Mass and signal region cuts zbO.011 

Branching fractions kO.046 

Number of D OD” events ti.019 

Total uncertainty +0.05/-0.08 

These errors are summarized in Table 7.5 in terms of the absolute error on ?zbJ$. 

The total errors t0*0S , 4.m events. Quoting both statistical and systematic errors, the number of 

D D background events is: 

nbJ$ = 0.21f0.07~~~ 

Systematic Errors on nb.& 
To estimate the systematic errors for n b&, it is assumed the dominant u, d, s event 

topology is similar to Background I--Do + K-z+lcOnO, no + K%X"--in term of the fi- 

nal state topology. With this assumption the relative systematic errors on the number of u, 

d, s background events follows. 

1) Charged track reconstruction efficiency. A relative uncertainty of -4% 
is attributed for four charged tracks. 
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2) No cuts for the fiducial regions of the detector. A -4% error is given for 
four charged tracks. 

3) Monte Carlo modelling of photons in the shower counter. A&S% error 
is given to account for the uncertainty due to this effect. 

4) Photon detection efficiency. A--7.5% error is attributed for requiring 
three photons to be observed. 

5) The 2 requirement for the kinematic fit to the no mass. A -2.5% error 
is given to account for the requirement that a x0 be reconstructed. 

6) Particle identification. Assuming the same misidentification mecha- 
nisms occur as for Background I, a -$% uncertainty is given for parti- 
cle identification. 

7) Invariant mass cuts, and definition of the W signal region. A f5 9s error 
is given to account for possible tales in the mass and W distributions. 

8) Integrated Luminosity for the ly(3770) data set. This number contains a 
f5% error which directly contributes to the systematic error on the 
number of background events. 

These errors are summarized in Table 7.5 in terms of the absolute error on the (up- 

per limit) number of u, d, s background events; the total errors are 3.8. The limit on the 

number of u, d, s background events is enlarged by adding the positive error, becoming: 

nb.& < 0.26 

7-3.4 Preliminary Upper Limit for B(D + + K*+rrO) 
A second upper limit calculation is performed for B (D+ + K*+8) using the re- 

sults of the search for K+lt”ro. The likelihood function is shown in Figure 7.10, 
. . maxmwed for different values of 23 (D+ + K*+#). If systematic errors were neglected, 

B (D+ + K*+12@) < 4.0%. The systematic errors increase this limit to 

B(D++ K*+nq <5.6%@ 90% CL 
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Table 7.13The systematic errors on the number of u, d, s 
events. 

Source Error (#events) 

Charged track efficiency -0.009 

Absence of fiducial cuts -0.009 

Shower modelling fo.012 

Photon detection efficiency -0.017 

3 requirement for 7r” fit -0.006 

Particle identification +0.021/ -0.041 

Integrated Luminosity fo.012 

Total uncertainty +0.027 / -0.084 

background 
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Figure 7.21 The likelihood function relative to B (D+ + K*#), using 
the results of the search for D++ K*+Ic' + (K'#)#. 
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Figure 7.22 The likelihood function relative to B (D+ -+ K*+#) with the 
results of the searches for D+ + K*n* 4 (K”&)zo and D+ + K*+x* + 
(K?r”)xo combined. 

7-4 UpperLibitforB(D+ +K%f) 
The limits for B (D+ + KY#) are improved when the results of the searches for 

II+ + K-z0 + (K”lz+)zo and D++ K*+z” + (K+#)x” are combined. The calculation 

is performed with the joint likelihood function: 

where f&t pi; pi) are the likelihood functions used to obtain the preliminaq limits in Sec- 

tion 7-2.4 and Section 7-2.4. The likelihood function is shown graphically in Figure 7.22, 
. . mztxmmd as a function of B (D+ + K*+#). The dashed and solid curves respectively 

show the results without and with systematic errors propagated, and the arrows indicate 

the 90% confidence levels. If the systematic errors were negligible, B (II+ + K*‘xo> < 

1.8 96 With systematic errors this limit increases to 

I B(D++ K-d)) ~2.3% @ 90% CL I 
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The separate analysis (Appendix 2), where fully reconstructed doubly Cabibbo suppressed 

events are kinematically fitted rather than tagged, yields B (D + 3 K*+A’) < 11.6 % at 90 % 

confidence level. That analysis however, only searched for D+ + K*+nO through K*+ + 

K%+ . 
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Conclusions 

. . 

In a sample of 9.56f0.48 pb-l, containing 20300f2900f1100 II%- pairs, the 

doubly Cabibbo suppressed decays D+ + K+Kz+ (including D+ + K’p”, D+ + K*‘z+ 

and D+ + K+n-#[IV]), II+ + K’z” and D+ + K*?r” have been searched for by tagging 

t&3770) + D+D- events. Three candidate events have been found for D+ + K%-& 

with an expected background of 1.2!@&0.4 events. None of the three events favor a two-- 

body resonant interpretation. No candidate events have been found for either D+ + K+x” 

or D+ + K*-‘a”. The upper limits calculated for the branching fractions are summarized 

in Table 8.1. The limit on I? (D+ + K+n-n+) is found to he consistent with a measured 

value of B(D+ + K+n-lc+) = 0.39~~~@%, which is obtained through an untagged 

analysis of K+n-n+ presented in Appendix 1. Table 8.1 also contains the results for upper 

limits on B (D+ + K%X+), B (D+ + K+n”) and B (D+ + K*#) obtained through inde- 

pendent analyses presented in Appendix 2, wherein the doubly Cabibbo suppressed de- 

cays are searched for by kinematically fitting, rather than explicitly tagging, the final 

states. This second analysis makes no improvement on the branching fraction limits but 

does provide a crosscheck of the analysis techniques and background calculations. In this 

chapter the limits on the ] p I2 parameters are calculated and compared to theoretical pre- 

dictions, and the conclusions are drawn. 

8-l UpperLimitCal~tionsofthe~~12parametersand 
ComparisonwithTheory 
The 1 jj I2 parameters whose limits are calculated are defined 
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Table 8.1 Summary of doubly Cabibbo suppressed branching fractions 
obtained in this thesis. All limits are at 90 % confidence level. 

Mode Tagging B. F. (%) Fitting B. F. (5%) Inclusive B. F. (%) 

K+Z-Z+ co.77 CO.78 0.39!Ifg$gj (> 0.22) 

K+p” co.45 

Ken+ ~0.68 

K+n-n+[nr] <0.76 

K’ICO co.35 co.51 

K*+lCO ~2.3 ~11.6 

I I FKnz - 
2 = B(D+ + K+n-n+) x 1 

B(D+ + K-n+@) tan4t$ 

I I 
2 = B(D+ + K+p”) x 

i!Kpo - 
1 

B(D+ + @‘op+) tan40, 

I&*onl” = 
B(D+ + K*O n+) 1 
B(D+ + g*o n+) ’ tan4@ 

IFKm$lr,l = 
2 B(D+ + K+n-n+[nr]), 1 

B(D+ + K-n+n+[m]) tan4ec 

I I &@ 2 1 B(D+ + K+#) 1 
B(D+ + z”z+) ’ tan48, 

lik*nQ 12 = B(D+ + K*+ #) 1 
B(D+ + z**o a+) ’ tan40c 

Upper limits on these parameters are calculated by maximum likelihood procedures simi- 

lar to those used to obtain the doubly Cabibbo suppressed branching fractions. 

In the case of 1 jjKmf for example, the joint likelihood function is 
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Table 8.2 The Cabibbo Allowed branching fractions used in the 
calculations of the 1 p I2 parameters. 

Channel Branching Fraction (a) Reference 

D+ + K-x+x+ 9.1Ik1.3f0.4 24 

I D++ K”p+ 1 6.9 k 0.8 + 2.3 I 22 I 

I D+ + K*‘z+ I 5.9 + 1.9 f 2.5 I 22 I 

D + + K-lt+z+[nr] 7.2 f 0.6 f 1.8 22 

D++ z”z+ 3.2 f 0.5 f 0.2 24 

where the notation from Section 5-6 has been followed. The constraint is 

where p (K-x+x+) is the true branching fraction for D+ + K-Ic+R+. Here the multivariate 

Gaussian distribution H($; 6, v) accounts for the correlations between nb.& and 

B (K-n+&). The likelihood function is maximized at different values of I ~~~ I2 and then 

integrated numerica.Ily to find the 90 % confidence level. Systematic errors are treated as in 

the branching fraction calculations. 

The limits on the other l;ii12 parameters are obtained analogously. Table 8.2 lists 

the Cabibbo allowed branching fractions used in the likelihood functions, and tank& = 

0.2267 is used in the constraint. The likelihood functions for the six I jY I2 parameters are 

indicated in Figure 8.1. The resulting upper limits with systematic errors are listed in Table 

8.1. 
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Figure 8.1 The likelihood functions for (a) @F~ j2, (b) @Q,O j2, (c) 
l~~r129 (4 IPlutm[nrl 12, 63 Iike I2 and 0 Ihv I . 

The measurement I FK~ I 2 = l&31$:&4.0 and limit I is,,, I2 ~34.1 are consistent. 

Included also for comparison are upper limits for I j&,J2, 1 p~ti I2 and I pp,+ 12, obtained 

by the kinematic fitting analysis in Appendix 2. 

Table 8.4 compares the best experimental numbers obtained for the six ljjl* pa- 

’ rameters against the numbers predicted by Blgr. *[38l The limit on 1 js~# I2 does not test the 
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Table 8.3 The I p I2 obtained in this thesis. All limits are at 90% 
confidence level, and the limits in parentheses are without systematic 
errors. 

Parameter 

I PKm12 

I PKpo I2 
I irPIr12 

I PKn&Irj I2 

I PKdJ I2 

I PZW-J I2 

TagsQ I P I2 

<34.1 

<39.9 

c92.P 

<55.3 

~48.4 

<312a 
- LA 

Fitting IpI2 Inclusive I p I2 

~36.0 18.3:@*4.0 (> 9.1) 

~68.2 

<1610 
a The large errors in B(K ‘%+) necessitated that the limits on these parameters be 
obtained byfixingB(K*“&)toB(K*oti) andtoB(E*‘d)- &3(K*“k),intheab- 
sence and presence, respectively, of systematic errors; bg(k *OIL’+) is the statistical 
and systematic errors on B(K *O#) added in quadrame. 

Table8.4 Comparison of the I p I2 numbers with theory. Values in 
parentheses are 90 % confidence level lower limits. 

Parameter Experiment 

18.3:3&4.0 (> 9.1) 

c39.9 

<92.9 

<55.3 

<48.4 

<312 

Bigi” 

0.35 

5-11 

3 

12-25 
a. Reference [34]. 

small values predicted for it by the model. The limit is also sufficiently poor on I pg*# I2 in 

that it does not address even the large value predicted by Bigi. For I &~~l I2 no predic- 

tions exist, due to the inability of the model to estimate three-body decays. The limits on 
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the 1 p I* parameters for the K+fl$ resonant modes are consistent, but generally larger, 

than the model predictions. The surprising result is the measured central value for ] pgnrr ]* 

= 18.3?@4.0, with a lower limit of ] jsKm I2 > 9.1 at 90 % confidence level. This is larger 

than the predicted values both for l&o ] z and for (2/3) x]p~on ]* (the 2/3 arises from the 

Clebsch-Gordon coefficient in the decay of the K’@). 

8-Z Comparisons of the Branching Fkactions with Theory 

S-2.1 BSW Predictions 
Further understanding of the apparent discrepancy between experiment and theory 

for D+ + K+Cx+ must be obtained by examining individually the numerator and denom- 

inator of the ] p ]* parameters, i. e. to study how successfully theory can predict the 

branching fractions for the doubly Cabibbo suppressed decays and the corresponding 

Cabibbo allowed decays. To do this study, this author has calculated the branching frac- 

tions using the BSW model. A check finds the predictions for the Cabibbo allowed modes 

to agree with those given in Reference [18]. The branching fractions for both the Cabibbo 

allowed and doubly Cabibbo suppressed decay modes are expressed, respectively, in Table 

8.5 and Table 8.6 in terms of the al and a2 parameters, showing explicitly how interfer- 

ence enters into the latter class of decays and not the former. The predicted numbers are 

evaluated using cL1 = 1.2 and a2 = -0.5. 

The choice of form factors is crucial in the model, and those dependencies are also 

made explicit in Table 8.5 and Table 8.6. Therefore, some study is also made regarding the 

choice of form factors. The first column of predicted numbers given in each of the tables is 

obtained using the BSW form factors. The second column of predicted numbers instead 

uses experimemally measured form factors, in a fashion similar to what was done for the 

branching fractions in Table 2.4 of Section 2-2.6. The experimentally measured form fac- 

tors, obtained from studies of Do + K-e+vJ’a and D+ + li?*‘e’vJ*q are given in Table 
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Table 8.5 Comparison of the theoretical D+ Cabibbo allowed branching 
fractions (%) with measurement. 

Formula BSWla 1 BSW2b Experiment Mode 1 

Pp’ 
24.3 [FFjK(q2 = m;)q 

+ 0.73 Apqq2 = m&)aJ2 

ii?%+ 
10.1 [ @+K* (42 = rn;)al 

+ 1.66 F/-yq2 = mg*,a,]” 

irOfr+ 
18.2 [Z$$-(q2 = m& 

+ 1.31 F[‘“(q2 = m&2]2 

15.1 16.1 6.9+ 0.8 f 2.3 

0.3 0.01 
I I 

5.9 z!I 1.9 z!I 2.5 

3.6 3.1 3.2 f 0.5 f 0.2 
I 

a, Using the form factors in the BSW model, Keference 1181. 
b. Using the experimentally measured form factors, Table 8.7 

Table 8.6 Comparison of the BSW theoretical doubly Cabibbo suppressed 
branching fractiks (%) with measurement. 

Mode 

Y+z-lt+ 

K’pO 

K*olt+ . 

K+lr-a+[llr] 

K+lt” 

?c*+lr” 

Formula 

0.017 [4-)qq2 = mg)]2uf 
I 

0.013 

0.074 [q-Q2 = ?n~*,]2ug 
I 

a014 

0.041 [&p(q2 = ??z$)]2$ 0.031 

0.037 [Fpyq2 = ??z$*+)]2af I 
0.040 

BSW2b 1 Experiment 
+009+00!2 o~%ios-o:o8 

(>0.22) 

0.018 I <0.68 

a. Using the form factors in the BSW model, Reference [ 181. 
b. Using the experimentally measured form factors, Table 8.7 
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Table 8.7 Form factors from Do + K-e%, and D+ + E*‘e”v, 

Form Factor E691 ISGP BSWb GSC KSd 

FdO) 0.79f0.05f0.06e 0.762 0.7 

Fe(O) 0.79+0.05+0.06e 0.762 0.7 

A20 0.0f0.2+0.1f 0.8 1.147 0.6 1.0 

Al(O) 0.46f0.05~k0.05~ 0.8 0.880 0.8 1.0 

A-03 0.71f0.13f0.09f 0.8 0.734 0.9 1.0 

a Reference 1661. 
b. Reference [ 181 
c. Reference [67] 
d. Reference [681 
e. Reference [651. 
f. Reference [26l. 

8.7, where they are also compared with some model predictions. The form factors for D -+ 

n and p are set respectively equal to those for D + K and K*, i. e. SU(3) symmetry is as- 

SUmed. 

Examining first the Cabibbo allowed modes, one finds: 

1) the theoretical branching fraction for D+ + pp’ is larger than the 
measured branching fraction by approximately a factor of two. This 
suggests that the theoretical prediction for 1 ~ROJ is too small, mak- 
ing it somewhat more consistent with the 1 jj~~ I2 > 9.1 limit 

2) the theoretical branching fraction for D+ + z*Oz’ is smaller than the 
measured branching fraction by at least a factor of ten. The reason for 
this is destructive interference for D+ + gale+ is strong. When the 
measured form factors are used the interference is almost complete; the 
errors in fact make the branching fraction consistent with zero. These 
results suggest that the theoretical prediction for 1 Ppn12 is too large, 
making it less consistent with the limit I j5~~ I2 > 9.1. These results 
also suggest that 1 jjps I2 is too large. 
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3) the theoretical branching fraction for D+ -+ Eon’+ is approximately 
equal to the measured branching fraction. This result is expected since 
D+ + Ko# was one of the channels used to fit the q and a2 parame- 
ters. Due to the denominator, therefore, one therefore expects no dis- 
crepancies with ] pus I2 values. 

For the doubly Cabibbo suppressed modes, one finds: 

1) the experimental limits for D+ + K’p” and K*‘z+ are sufficiently poor 
to test the predictions for the branching fractions. The same is true for 
D+ + K+n” and K “+z” . 

2) no predictions exist for D+ + K+z-a+[nr]. 

3) the sum of the predictions for D+ + K+p” and K*O& is approximately 
a factor of ten smaller than the measured branching fraction for B(D+ 
+K+n-n+)=0.39~~~~~. 

This last effect appears to be the main factor in the large experimental values for ] j?~~ 12. 

S-2.2 Other Models 
For contrast and to be complete, the doubly Cabibbo suppressed branching frac- 

tions predicted by two less widely accepted models have also been studied. These models 

have had less success in describing the full body of charm data. 

Verma and Karr~#~l (VK) have applied a phenomenological nonet-symmetry 

scheme to weak charmed decays. Transition amplitudes are calculated from linear combi- 

nations of matrix elements which are categorized according their representation of N(3) 

flavor symmetry. The contributions of the matrix elements to a given amplitude are param- 

etrized by coefficients whose values are determined by fitting to measured branching ra- 

tios. Final state interactions are accounted for in the KS# mode by including isospin 

phases in the parametrization, and sextet dominance is assumed in the predictions for D+ 

+K+p’and K*'n+. 

225 



Chapter 8: Conclusions 

Table 8.8 Comparison of the VK and CC theoretical doubly Cabibbo 
suppressed branching fractions (%I) and with measurement. 

Mode vKa ccb Experiment 

K+fZ+ 039to.09+0.09 * -0.08408 
K+p" 

K*OZ+ 

0.007 0.010 <0.45 

0.022 0.011 co.68 

1 K+a-z+[nr]I - 1 - 1 <0.76 I 
r--~ ~~ __~ ~~ K'ZO T 0.016 1 0.037 1 co.35 I 

I K*+ltO 1 0.015 I 0.022 I <2.3 I 
a. Refemce [CS]. 
b. Reference [70]. 

Chau and Cheng I701 (CC) take a similar approach to the VK model, except the rna- 

trix elements are classified according to a quark diagram scheme. Six matrix elements rep- 

resent the external and internal W-emission spectator diagrams, the W-exchange and 

W-annihilation diagrams and the two Penguin diagrams. Final state interactions are also 

accounted for via isospin phases. 

The prediction from these modes are given in Table 8.6 with the experimental re- 

sults. Here again the upper limits are sufficiently poor to test the models, while the large 

measurd branching fraction for B(D+ + K+x'z+) is not predicted. 

The central value of the branching fraction for D+ + K'A-IC+ has been measured 

to be more than a factor of ten larger than the theoretical predicted values, and this largely 

accounts for a large value for I pKtFlr j2. Five possible phenomena have been considered 

which could enhance D+ + K+zX+, assuming the measurements are correct: 
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1) The theoretical form factors may not be correct. The effect of the form 
factors have been examined in Table 8.5 and Table 8.6. It is unlikely, 
however, the form factors are inaccurate by a factor of ten. 

2) Decay modes other than II+ + K’p” and K*On+ are contributing to the 
K+x-n+ final state. These additional modes would involve higher 
K%- or Kz+ resonances. The Dalitz plot analysis in Section 5-7 pro- 
vides some support for this hypothesis; none of the three tagged candi- 
date K+n-& events are found to be likely either K”p’ or K*‘n+. 

3) There may be some unexpected effects in three-body nonresonant 
K+n-n+, where the models fail to provide any predictions. 

4) Final state interactions may be rescattering other decay mode states 
into the K’pD, K*O& and K+z-x$.r] channels!71l Cabibbo allowed 
decays produce final states with only an isospin 3/2 amplitude. Phase 
shifts, therefore do not affect these decays (confer Section 2-2.4), and 
inelastic scattering would have to occur through a 3/2 resonance, which 
is considered to be an exotic state. Doubly Cabibbo suppressed final 
states, however, have isospin l/2 and 3/2 amplitudes. This allows phase 
shifts to change the net amplitudes for these decays, and inelastic scat- 
tering to feed in through a l/2 resonance. Final state interactions could 
thus increase B(D+ + K+n-x+) while leaving B(D+ + K-z?+) 
unaffected, thereby enhancing I pKtar 12. Recall that in the l/n, expan- 
sion employed by Bigi, final state interactions are non-leading order ef- 
fects; and are thus not included in the leading term calculations. Also, 
in the BSW predictions calculated by this author, no corrections are 
made for isospin phases since they are unknown. 

5) Quark annihilation may be contributing. As shown by the diagram in 
Figure 8.2, doubly Cabibbo suppressed decays can also occur through a 
M&nn&ilation transition. The amplitude for this process adds to the 
usual W-emission process and could therefore enhance the doubly 
Cabibbo suppressed decays. As discussed in Section 2-2.4, however, 
there has been no compelling evidence for large W-annihilation in the 
Do or the 0:; QCD sum rules suggest that zukhilation contributes to 
only -20% of Do hadronic width. 
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Figure 8.2 W-annihilation in doubly Cabibbo suppressed decays. 

One or some combination of these effects may increase the widths of doubly Cabibbo sup- 

pressed decays relative to the Cabibbo allowed decays. 

There is also a chance that the large B(D+ + K+a’z’J and I j5~~ I2 are reflecting 

physics outside the Standard Model. WI Before making such claims, however, it is irnpor- 

tant to understand the final state interactions and other long range QCD effects which may 

be important for understanding doubly Cabibbo suppressed decays. For this it would be 

desirable to obtain predictions based on QCD sum rules, which have been developed spe- 

cifically to estimate the long range non-factorizable effects. 

In conclusion evidence has been found for the doubly Cabibbo suppressed decay 

of the D+ meson in the K%-@ final state. The branching fraction to this state is larger 

than anticipated within a range of models which describe these weak decays. In particular, 

it was found that B(D+ + K+lt-z+) = 0.39~:~~.~%, with a lower limit of B (D+ + 

K+z-lc+) > 0.22 at 90% confidence level. This corresponds to ,I pgm I2 = 18.3$$!~4.0, 

with a lower limit of I pan I2 > 9.1 at 90% confidence level. 

The significance of this result is similar to that observed for the D ’ decays to the fi- 

nal state K 'I?# in the Do-o0 mixing analysis of this experiment., discussed in Section 

2-3.3. Namely, if r < 3.7~10~~ as quoted by E691, then the three S = f2 events observed 

by this experiment leads to I pgnrp I2 > 1.9 at 90% confidence level. The D+ measurement 
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presented here lends further support that those three events are doubly Cabibbo sup- 

pressed as well. 

In more general terms, this analysis should point to the beauty and challenge of 

charmed meson decays. Lying between the perturbative and nonperturbative regimes in 

QCD, the major subprocesses appear to play significant roles in influencing and compli- 

cating the decay patterns. Any detailed progress in this field will clearly require three to 

four orders of magnitude increases in data, and only those experiments able to measure the 

full pattern of decays will succeed in understanding the very elegant and fundamental un- 

derlying physics. 
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Appendix 1 

Inclusive Search for D+ + K%3f 

Al-l Introduction 
This appendix discusses the inclusive search performed for D+ + K+Cx+. Sec- 

tion Al-2 describes the event selection procedure, including the cuts to reduce the major 

backgrounds D+ + K°K’ + I@ + (n+x-)K+ and D+ +K-w+n+. Section Al-3 yields 

the results including the estimated efficiencies and background levels. Section Al-4 pro- 

duces the maximum likelihood calculation for B (D+ + K+lz-z+), and Section Al-5 pre- 

sents the maximum likelihood calculation for 1 p~~ I”. 

Al-2 Event Selection 
Given an event from the full w(3770) data set, the reconstruction of D+ + 

K+n-lz+ proceeds as follows: 

l At least three charged tracks with a good helix fit must be found in the 
event. The tracks must also be corrected for energy losses and have a 
good beam fit. 

l All tracks must have good time-of-flight information and lie within the 
well-modelled region of the time-of-flight system: 

1 co.& 1 c 0.76 

where 8 is the polar angle of the detector. A track is given the kaon mass 
assignment if 

1 ATK I < 1 ns (-50) IATKl<lAT,I. 

Analogous relations must hold for a track to be given the pion assign- 
ment. 
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l Tracks are combined to form II+ + K+n-lt+ candidates. To reduce the 

combinatoric background, the beam-constrained mass (M-) is subject- 
ed to a 3ocut about the signal peak: 

1.8643 < Mh,, < 1.8743 GeV/c2 

as determined from Monte Carlo. 

l To remove the background Erom D+ + K’K+, K” + Kt + #rC, the 
X+z- invariant mass must satisfy 

IM,, - Mm I > 30 MeV/c? 

The invariant mass @&) is then used to study a signal; the signal region is defined by the 

2amasscut 

1.836 c Mb” c 1.902 GeV/c2. 

Al-3 Results 
Figure Al.1 shows the Mh” plot from the data. A small excess of events is ob- 

served above the combinatoric background about the D+ mass. A test is made to insure 

that the excess is not dominantly due to double misidentification of D+ +K-w+z+. For a 

given track combination, each track is reassigned its mass hypothesis simply according to 

its charge; e.g. if the tracks have charge (-+t) then the (-) track is given the kaon assign- 

ment and the two (+) tracks are given the pion assignments. The invariant mass of the 

combination is then recalculated and plotted. The resulting distribution is shown in Figure 

Al. 1 where the excess of events is no longer observed. 

The number of signal events is determined by a binned log likelihood fit to a Gaus- 

sian function plus a third order polynomial. The fit is performed with the mean of the 

Gaussian fixed at the D+ mass, 1.8693 GeV/s, and the width fixed at 0.0166 GeV, as de- 

terminal by Monte Carlo simulation. So obtained, the number of observed events (n,b) is 

&,bs = 37.1k12.425.5 
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Figure Al.1 Invariant mass distribution for inclusive K+lc-IC+. 
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Figure Al.2 Invariant mass distribution after reassigning track hypotheses 
according to K-&n+. The arrow points to the D+ mass. 

where the errors arc stahst~cal and systemahc respectively. The statxstrcal errors are de- 

rived from the parameter fit errors. The systematic error contains the uncertainty in the 

background shape, the uncertainties arising from varying the fit region and the bin size, 

232 



Appendix 1: Inclusive Search for D+ + K+m-d 
Table Al.1 The systematic errors on the number of observed K+x-& 
events. 

Source Error (#events) 

Fixed Gaussian mean and width f1.3 

Background shape f5.3 

Bin Size W.3 

Fit region f0.6 

Total uncertainty f5.5 

Table Al.2 The systematic errors on the detection efficiency for inclusive 
K+Z-n+. 

Source Absolute Error (%) 

Charged track efficiency -0.7 

Particle Identification -1.8 

Mass and signal region cuts fl.1 

Resonant substructure f1.8 

Total Error +2.1/ -3.3 

and the uncertainties due to fixing the mean and width of the Gaussian function; these er- 

rors are broken down in Table A 1.1. 

Al-3.1 Detection Effkiency 
The efficiency (a for detecting D+ + K+n-ti is estimated to be 

(A1.2) 

The statistical error reflects the Monte Carlo statistics, and the contributing factors to the 

systematic error are listed in Table A1.2. 
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A&3.2 Background Estimates 

Above the combinatoric background, the decays D+ + IE’OK’ + K$” + 

(dC)K+, D+ +K-n+z+[nr], and II+ + PO& + (K-x+)x+ are expected to contribute 

to the signal. The numbers of events from each decay channel i, nb.i, are calculated ac- 

cording to 

nb.i= ngBiEb.i (A1.3) 

where no is the number of produced charged D mesons (= 40600+5800+2200), B i is the 

branching fraction for the background process i (given in Table 5.6), and &b.i is the accep- 

tance. Table Al.3 lists the acceptances and the expected numbers of events for the three 

channels. The total number of events expected is 

nb = 2kko.%& (A1.4) 

The StXitistiCd error is derived from the statistical errors on no, B i, and &b-i. The contribut- 

ing factors to the systematic error on the total number are listed in Table A1.4. 

The statistid SigII8iCaIEe of the SigX’d is determined by subtracting n b from n&s 

and dividing the rest& by the sum in quadrature of the errors on ?zb and Itoh. So obtained, 

the statistical significance of the signal is 2.50. 

Al4 Measurement ofB(D+ + K+flti) 
A maximum likelihood procedure is performed to obtain a measurement for B (D+ 

+ K+Cz+). The joint likelihood function is 

where P represents a Poisson distribution, G a Gaussian distribution M a multivariate 

Gaussian distribution and 

l nob, E the number of observed events for K?r-b. 
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Table Al.3 The expected numbers of background events in the signal 
region for inclusive D + + K+n-n+. Acceptances are included. 

Background Acceptance(%) Number of Events 

D+ 4’z+z+[nr] 0.027+0.016~~#$ 0.8O!$-j@$ 

D’+ i?On+-,(K-a+)z+ 0.149*0.023~*j# 1.15f0.88:&$ 

D+d?K+-,(&r)K+ 0.363f0.052~~~ 0.52fO.l9$=$j 

Total expected number of events 2.5*0.9Tg 

Table Al.4 The systematic errors on the total number of background 
events for inclusive K+Ic-IL+. 

Source 

Charged track efficiency 

Absolute Error (#events) 

-0.07 
, 

Particle Identification i-O.31 / -0.08 

I Mass and signal region cuts kO.02 I 
Branching fractions 

Number of produced D+‘s 

Total Error 

M.13 I 
+l.O I-O.9 

l & = the true number of D + 3 K+Cz+ events. 

l qS (&J z the true (estimated) reconstruction efficiency for K+x%+. 

. h (nb) = the true (estimated) number of background events for K+nX+. 

l PD (no) z the true (estimated) number of produced D+ mesons, 

l ji(9)rthelxvo -component vector of b and &, (no and nb). 

l V E the covariauce matrix (Table A1.5) of ng and nb. 

l a, 1 the statistical standard deviation on %. 
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Table Al.5 The covariance matrix for rag and nb. 

111 

5001 500 I I I I I I I I 1 

400 - 400 - 

300 - 300 - 

200- 200- 

100- 

-0 2 4 6 8 10 

B(D+ + K+a-?r+)xl O-3 

0 I 
0 2 4 6 8 10 

B(D+ + K+a-?r+)xl O-3 

Figure Al.3 The likelihood function relative to B (D+ -+ K+Ca+). 

The multivariate Gaussian treats the correlation between ng and nb arising from Equation 

A1.3. The cxkraint is 

cr, = & B (K+a-z+) qls 

through which the limit on B (K?Or+) is obtained. The numbers from Equations Al.l, 

Al.2 and Al.4 produce the likelihood function in Figure A1.3, mkmized as a function of 

B (K+z-z+). 

The measured value for B (D+ + K+Klr+) is that value with the largest likelihood, 

and the statistical errors are those values where the likelihood has dropped by eav5 of the 

maxim= These points are shown by the arrows in Figure A1.3. The systematic errors on 
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B (o+ + K+a-Z+) are obtained from the systematic errors on ~l,~, %, n b and ng propa- 

gated in quadrature. So obtained, 

I B (D+ + K+B-rr+) = 0.39~&fj$@6 I 

A lower limit calculation, using the likelihood function, finds B (D+ + K%-z+) > 0.22% 

at 90% confidence level. 

Al-5 MeasmmentofI&lr12 
To m=ufe Ipk-,l 2 = B (D’ + K%7r”)/B (D+ + K-dr~ta~~~t?~, one could sim- 

ply divide the result for B (D+ + K+Cn+), given above, by the published measurement 

for B (D+ + K‘lt+z+) (= 9.1 f 1.3f0.4%~“]) and tan49, In doing so, however, the statisti- 

cd sipifhnce for 1 pKm I2 wih suffer not only from the approximately f258 error on 

B (D+ -+ K+a’w+) but also the f14% error from B (D+ + K’tiz+). The error on the lat- 

ter branching fraction arises from the limited statistics in the double tag procedure used in 

the determination of the absolute branching fkction!~ An improvement is made by ex- 

ploiting the similarities between the two decay modes. Since both decays produce an all 

charged fkral state with one kaon and two pions, the inclusive K%? analysis procedure, 

with modifications made for the charge assignments, can also be used to search for 

K-&R+. This approach significantly improves the statistics since events are not fully re- 

constructed. Furthermore, since lpgtrrr I2 only involves the ratio of the two branching frac- 

tions, then 

I pK I2 = B W+-+l 1 
mr B(K-z+z+) xean4e, 
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Figure Al.4 Invariant mass distribution for inclusive K-%+a+. 

which avoids the systematic errors from ng and several common systematic errors from 

the efficiencies. 

The results of the K’rr%+ analysis is shown in Figure A1.4. For this analysis the 

anti-kc! cut is not necessary and therefore removed. The number of events found above 

background is 734f22f5, where the effects contributing to the systematic errors are the 

uncertainties from varying the bin size (& 1 event) and fit region (f4 events) and the uncer- 

tainty in the shape of the background (f3 events). The number of background events con- 

tributing to the peak is found to be negligible. The reconstruction efficiency is estimated to 

be 22.5&0.7?$~%, where the effects contributing to these systematic errors are charged 

track efficiency (4.7 %), particle identification (-1.8 %), signal region cuts (Al.1 %) and 

efficiency variations according to resonant substructure (f2.2 %). 

A maximum likelihood procedure, separate from that used to calculate B(D+ + 

KYz+), is performed to obtain a measurement for Ip~rrrrl~. Keeping with the notation 

Tom Section Al 4, the joint likelihood function is 
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Figure Al.5 The likelihood function relative to 1 pIcxIEI’. 

where 

which are subjected to the constraint 

where tan2& = 0.0514 is used. 

The likelihood is maximized as a function of Ip&’ is shown in Figure A1.5; the 

arrows indicate the most likely value for 1 pgnn12 and the points where the likelihood has 

dropped to e-OS5 of the maximum likelihood. The systematic effects which contribute to 

I p=,J2 are listed in Section Table A1.4. with their associated errors. The value obtained is 
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Table Al.6 The systematic errors on 1 pK,J2. _ _-.... 

Source 

Number of K+a-& events 

Number of K-a%+ events 

Level of K+x-b background 

K+x-& mass and signal region cuts 

K-z+a+ mass and signal region cuts 

K+Cd resonant substructure 

K-z?+ resonant substructure 

Total Error 

Absolute Error 

f2.9 

fO.l 

f0.5 

f0.9 

f0.9 

f1.5 

f1.8 

f4.0 

hm12= 18.3:$&4 0 . * 
A lower limit calculation, using the likelihood function, finds I pgrrrr12 > 9.1% at 90 96 con- 

fidence level. 
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Kinematically Fitting Doubly Cabibbo Suppressed 
Decays 

Separate to the tagging analyses described in Chapters 4 through 7, an analysis has 

been performed for doubly Cabibbo suppressed decays to serve as an additional test of the 

prior results. In this analysis, full event reconstruction is again performed to reduce the 

combinatoric backgrounds for the doubly Cabibbo suppressed decays. However, instead 

of tagging the events, the event reconstruction is done by kinematically fitting track com- 

binations to a set of constraints which describe the topology of a given event hypothesis. 

One of the constraints is an equal-mass constraint where events are assumed to be pro- 

duced through the reaction 

e+e- -+Xx + final State 

but M(X), the mass of resonance X, is not required to equal the mass of the D+ meson. In 

kinematicall~ fitting events, the 2 which compares the fitted track parameters to the mea- 

sured parameters can be used to further determine the quality of a candidate event. 

This appendix is organized as follows. Section A2-2 discusses the initial event se- 

lection procedure. Section A2-3 discusses the method used in this analysis to estimate sig- 

nal and backgrounds. Section A2-4 discusses the cuts introduced to reduce the known 

backgrounds. Section A2-5 shows the results of the selection criteria on the data and dis- 

cusses the analysis tests that were performed. Finally, Section A2-6 gives the upper limit 

calculations for B (II+ + K+lc’x’), B (II+ -+ K+&!) and B (D+ + K*#) based on this 

analysis. 
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AZ12 Event Selection 
In this analysis the D+ doubly Cabibbo suppressed decays searched for are 

each reconstructed opposite seven dominant modes of the D +: 

where K”(m + KF + tiltr and 16) + n The channel K-8, K* + K’# has been 

omitted due the high combinatoric background anticipated from having to reconstruct two 

neutral pions. The decays pair to form 21 different final states. The seven dominant modes 

are the same as those used to obtain the D + tags (confer Table 4.1). 

The initial event selection is performed at two levels, each including a separate se- 

ries of fits. The first level uses loose selection criteria to reduce the event sample size: 

l obtain an event with the correct number of charge tracks with an overall 
charge sign of zero. The tracks are required to have a good helix fit and to 
be corrti for energy losses. 
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. require the event to contain at least the same number of isolated photons 
as the desired final state. No initial restriction is made on the number of 
extra showers since real events with spurious showers could be rejected. 

l combine the charged and neutral tracks to obtain all possible event com- 
binations. No particle identification is imposed, and therefore all charged 
tracks are given both a and K hypotheses. All oppositely charged tracks 
are tried as Kt candidates, and all isolated photon pairs are tried as # 
candidates. 

l kinematically fit the event combinations, imposing the four constraints of 
energy and momentum conservation. Combinations are retained for fur- 
ther consideration if 2 c 50. No mass cuts are applied. 

This selection criteria reduces the number of events considered for the 21 topologies from 

668,100 to approximately 56,800 events. 

The second level selection criteria imposes particle identification, stricter Ki and 

fi candidate criteria, and additional constraints to the kinematic fit: 

l charged track mass hypotheses must be consistent with available TOF or 
dE$ix information. A track is identified as a pion by TOF if the measure- 
ment has a good quality flag, and 

IAT,I c l.Ons 

If not identified by TOF, a track is identified as a pion by dE/dx if the 
measurement was obtained from six or more track hits, the track momen- 
tum is less than 0.650 GeV/c, and 

IAE,I<3a 

Kaon identification is the same but with the a and K indices switched in 
the above relations. To xrwbize efficiency one track in an event is al- 
lowed to be not identified, single misidenti6cations which can result are 
largely eliminated by the fitting procedure. 

l require the tracks selected as Ki candidates to have 
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IWe,r - Mm I < 30 MeV/c? 

after recalculating the track parameters for a secondary vertex. Recon- 
structing the states Kf&Clr+ and K$f# must additionally have Zxy > 
2mm and P (&) > 0.01%. 

l refit the event combinations. The constraint M(X) = M(X) is added, as- 
suming the reaction e+e- + XX + final state. Events containing Kf’s 
and/or #‘s are subjected to mass constraints for those resonances. The 
event is retained if PQ&; n,) > 0.02% where n, is the number of con- 
straints (25). 

l following the second level fit, shower tracks selected as II! candidates are 
required to have 

Icost& I c 0.95 

where 0~ is the # decay angle in the 120 rest frame. This cut rejects 
events where a low energy, spurious shower combines with a shower 
from a high energy photon to form an asymmetric #. Since #‘s are 
pseudoscalar mesons, they decay uniformly in cos@, making the cut 
95% efficient for real es. 

Real events peak at the D + mass in the fitted mass distribution for M(X). The signal region 

is defined to be: 

l 1.862 < M(X) < 1.876 GeV/$ 

These cuts delimit a f3aregion about the D+ mass peak resulting from the reconstruction 

of the Cabibbo allowed final state K-h’+ vs. K?tT (discussed in Section A2-5.1). 

A2-3 Estimating Efficiencies and Numbers of Events 
Unlike the tagging approach, the fitting approach couples the kinematic topologies 

of the two D decays in a DE event and therefore requires that efficiencies be determined 

individually for the 21 signal topologies and the backgrounds. The number of expected 

events, nr;xP, for mode i opposite mode j is calculated according to 
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where &j is a Kronecker delta function, nD5 is the number of produced DD events 

(=20,300f2900+1100), Bi is the branching fraction for mode i, and Eij is the efficiency 

for reconstructing mode i opposite mode j. The factor of 2 - &j prevents double counting 

events when mode i is also mode j. The formula is used when calculating signals and 

backgrounds. 

A24 Background Cuts 
A241 Cut!3forD++K+7r’7r+ 

The M(X) distribution for the seven topologies with D+ + K+zW after the initial 

event selection is shown in Figure A2.3. To reduce the known backgrounds-the Class I 

backgrounds D+ + K-z’+&, D+ + K”O& + (K-&)b and D+ + FK’; and the Class II 

backgrounds (refer to Table 5.1 and Table 5.2)&e following cuts have been added 

The Anti-K! Cut 
This cut is the same as the anti-K! cut used in the tagging analysis (Section 5-4.3.). 

An event is retained if 

l l&n-- Mgo I> 30 MeV/$ 

thereby reducing .the pK+ background. For this analysis this criteria removes > 96 % of 

the pK+ which survives the initial event selection, while retaining approximately 95 8 of 

the signal. 

The Second Level Particle Identification Cuts 
Since the particle identification criteria differ between the tagging analysis and this 

analysis, a different set of second level particle identification cuts are introduced to sup- 

press the K-&S+ backgrounds. In reconstructing K+Cti, a K+ must be identified by TOF 

and satisfy 
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Figure A2.1 Double misidentification of D+ + K-n%‘+ when 
reconstructed as K?&ti. Plots (a) and (b) are PIDT()F (see text) 
distributions, respectively, for the K+ and X- tracks identified by TOF, 
while plots (c) and (d) are pIDd~/dx distributions for the K+ and a’ tracks 
identified by dE/dx. The solid histograms show the distributions for Monte 
Carlo K-&r+ and the dashed histograms show the distributions for the 
desired K+zX+ signal. The arrows indicate the second level particle 
identification cuts. 

l PID~F~= (ATR+ AT,)12 > 0.3 ns 

or be identified by dE/dx and satisfy 

l PIDdEldxp(AEg+AE,&/2a> 1.5 

Analogous relations must hold for a track to be given the pion assignment. (N&e that a 

~~kwithPIDToFx=OnsorPID~~- - 0 is equally likely to be a kaon or a pion.) The 

effectiveness of these criteria are demonstrated in Figure ~42.1. These cuts remove > 93 8 

of the K-&b background which survives the anti-K! cut, while retaiuing approximately 

62% of the sigual. 
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The Topology Cuts 
As in the tagging analysis, the major Class II backgrounds are identified by reana- 

lyzing the events for the alternate Do hypotheses. An event is discarded if any of the 

combinations fits to a background topology with 

l 1.862 c M(X) c 1.876 GeV/s 

Effectively all of the Class II backgrounds are found to be removed by these cuts. These 

cuts retain > 99% of the signal when reconstructed opposite a Kfz+ tag, 96% when 

opposite K$r+z-C, 98% when opposite K$r’z’, >99% when opposite KiK+, and 99% 

when opposite K+K-b. 

A242 Cuts for D + + K+d 
The fitted mass distribution for the topologies with D+ + K’s after the initial 

event selection is shown in Figure A2.4. of the five Class I backgrounds found in the tag- 

ging analysis for this channel, D+ + Eon’+ and D+ + ~°K+with E” + Kf are eliminat- 

ed in this analysis by directly reconstructing the 78). To remove the remaining 

backgrounds--D+ + Eon’+ and D+ + E°K’ with R” + KY + z”xo, and D+ + d-t- 

wo additional cuts are introduced. 

The AM Cut 
This kinematic cut is introduced to suppress all three backgrounds by comparing 

the unfitted invariant mass (M+) with the beam constrained mass (Mb) for the K’z’ 

candidate. Distributions of AM I Mtiv - Mb are shown in Figure A2.2for the three 

backgrounds and the signal. The requirement 

. 100 < AM c 120 MeV/c? 

grounds while retaining typically 74% of the signal. 
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Figure A2.2 Distributions of AM E %8 0 Mw for the K+z” 
backgrounds (a) D+ + pn*, K” + KS0 + it 1c ; (b) D+ + ho; and (c) 
D+ + z’K+, go + Kf + aozo and for (d) the signal (with all modes 
generated and reconstructed opposite D- + K+rr). The dashed lines 
indicate the AM cuts. 

The Second Level Particle Identification Cuts 
These cuts are essentially the same as those for K?t?t+ and are introduced to re- 

move the p& and &# backgrounds. In reconstructing K+#, the K+ must be identified 

by ‘I0F and satisfy 

l PIDmpx > 0.2 ns 

Again the high momentum of the kaon prevents reliable use of dE/dx information. This 

cut removes, respectively, > 80 8 and > 91% of the p& and &8 backgrounds which 

survive the initial event selection, while retaining approximately 65 96 of the signal. 

AZ-43 CutsforD++~+lr*+(K*w+)lsr* 
The fitted mass distribution for the topologies with D+ + K*+3t0 -+ (K”x+)lco af- 

ter the initial event selection is shown in Figure A2.5. Of the seven Class I backgrounds 

found in the tagging analysis for this channel, D+ + $m+, $ + KfKf is eliminated in this 
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analysis by reconstructing the a’. To reduce the remaining backgrounds--D+ + K”p’ + 

~“(w+&), D+ + K*‘z+ + (i?“no)x+, D+ + K”n+wo[nr], D+ -+ K”hrozo, D+ + 

g*Oe+v, -+ (K”@)e+v, and KW$vP + (~“tcc)jf?P-the following cuts have been add- 

ed. 

The Dalitz Cuts 
These are the same cuts as those for the tagging analysis. In reconstructing 

K”lt+lto, the K”d and x+x0 invariant masses, formed from the fitted track momenta, 

must satisfy 

-_ l 0.6 < l& < 1.0 (GeV/c2)2 

l lid&> 1.3 (Gev/c2)2 

In terms of the backgrounds, these cuts remove > 97 8 of pp+, > 94 8 of i!??, > 9 1% 

of K”z+zo[nr], > 60% of K”n+nozo, and effectively all of x*Oe+v, and K*‘@vP and re- 

tains typically 40 8 of the signal. 

The AM Cut 
This is the same cut as that for K%O, targeted for the ptc+z”xo background. It re- 

moves > 75% of the ~z+lt”zo events which survive the Dal& cut and retains approxi- 

mately 77 % -of the signal. 

A24 Results 

D+ + K+w-w+ 
Figure A2.3 shows the application of the cuts to the data for K?&. After all cuts 

are applied two candidate events remain in the signal region-one with the topology 

K’bf versus K$z’+ the other with the topology K+fk versus Kfrfi~T. The former 

event is Event B found from the tagging analysis, reconstructed in this analysis with the 

same track combinations and mass assignments; M(X) = 1.8700 GeV/c2 and PQ&) = 

35.1% for the event. The second event, displayed in Figure A2.6, was not found in the 
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Figure A23 The summed M(X) distributions for K%?t+ after (a) the 
initial event selection, (b) the anti-Kf cut, (c) the second level particle 
identification cuts and (d) the topology cuts. 
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Figure A2.4 The sd M(X) distributions for K’# after (a) the 
initial event selection, (b) the AM cut and (c) the second level particle 
identification cuts. 

tagging analysis, where it had been removed by the DoDo topology cut and would have 

otherwise fallen outside the signal region with M- = 1.8761 GeV/c? for the recoil, 
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Figure A25 The summed M(X) distributions for K-I@ after (a) the 
initial event selection, (b) the AM cut and (c) the second level particle 
identification cuts. 

M(X) = 1.8746 GeV/c2 and P Q$J = 0.5% for this event. Event A from the tagging analy- 

sis is not recovered here due to the more stringent particle identification requirements used 

in the initial event selection, and Event B is lost after failing the kinematic fits with a 2 

exceeding50. 

Figute A2.4 shows the application of the cuts to the data for K'#. After all cuts 

are applied no candidate events remain in the signal region. One event, with the topology 

K'# versus K%r, is lost from the signal region by the second level particle 

identification cuts; that event is displayed in Figure A2.7. The particle identification cuts 

removed the event on the basis that it had no time-of-flight (or dE/dx) information for the 

K+ track. The tagging analysis removed this event when the veto cut was applied; no 

showers were found greater than 400 MeV within cosa > 0.98. For this event M(X) = 

1.8730 GeV/$ and P &J = 54.8 45. 
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6 5 

Figure A2.6 The K+n?versusK~~~icandidatewen~ 
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Figure A2.7 ‘lb K'# signal event (versus K+Cz'-) lost to the kaon 
identification. 
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Figure A2.5 shows the application of the cuts to the data for K*“llD -+ (KOti)#. 

After all cuts are applied one candidate event, displayed in Figure A2.8, remains in the sig- 

nal region. The topology for this event is Kf## versus K+z?r-. The tagging analysis did 

not find the event because the invariant mass of the K’rlt- combination is 1.8 11 GeV/c’, 

below the lower 1.819 GeV/c? cut applied by the tagging procedure (the corresponding 

beam constrained mass is 1.8672 GeV/c2, which does pass the tagging criteria). For this 

event M(X) = 1.8690 GeV/c2 and P&$) = 32.9 %. 

A2-5.1 Analysis Tests 
‘ho series of tests were made of the analysis procedures. The 6rst series studies 

the fitting procedure and the initial event selection criteria by searching for the Cabib- 

bo-allowed channel D+ + K-&z’+ opposite the seven dominant modes of the D+. The sec- 

ond series studies the data reduction cuts by comparing the number of expected events lost 

against the observed number lost. 

Search for D+ + K-m+m+ 
Figure A2.9 shows the sum of the M(X) distributions for K-z+& opposite K’lt’, 

K+CC, K%z’f, K%#, K°K-, K+K-r, and K’Cz-8. Table A21 lists the efficien- 

cies for the seven final state topologies and the number of expected events. The total num- 

ber expected, 127f14, is in good agreement with 115 observed events. Errors are 

statistical only, reflecting the statistical uncertainties from (and correlations among) the 

number of D+D- events, the branching fractions, and the Monte Carlo statistics. No signif- 

icant background from charm production is found. The number of U, d, s events expected 

is 0.3 lj@j. 

Test of the Background Cuts 
Tables A2.2 through A2.4 list the three tests of the background cuts for K+nV?, 

K’# and K*“no + (KOn”)# with the total numbers of events predicted and observed to 
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Figure A2.8 The K”#, K*+ + K”b versus K+Ic?T candidate event. 
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Table A2.1 Analysis test of D+ + K-&r+. The efficiencies are averages 
of the efficiencies for D+ + K-a+&[nr] and D+ + KNOB+ -+ (K-&)X+, 
weighted by the branching k&ions for the two channels. 

Topology Efficiency (%) Expected Number Observed Number 

K-z%+ vs K%- . 20.5f0.5 8.321.2 8 

K+ltC 41.85tO.l 70.3f 13.5 64 

KQIMX- ll.lf0.3 9.3dz2.1 10 

K%+ 8.7zkO.2 11.3f2.7 17 

K’K- 18.6i-0.4 2.49~0.7 0 

K+K-z- 17.1f0.4 7.6f3.5 7 

Total K-&z+ Events 127f14 115 

be lost for a given cut. For the K+I&& analysis, good agreement is found between an ex- 

pected total number of 8.3f1.6 events versus an observed numb of 9 events. For the 

K+# and K’?@ aualyses, however, excesses are found with the total observed numbers; 
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for K’s a total of l.O?@ events are expected while 5 events are observed, and for K*# 

2 1.1 f 1.6 events are expected while 3 1 events are observed. Some or all of this excess may 

be backgrounds originating from shower split-offs, albedo, and other processes not mod- 

elled by the shower simulation. For both analyses the excesses occur largely at the first 

cut, suggesting that these backgrounds are no longer significant after the full analyses. 

A2-5.2 Detection Efficiencies 
Table A2.5 gives the 21 detection efficiencies for K%3t+, K”# and K’%o + 

-_ 

(K”d)# opposite the seven dominant D+ decay channels. In determining the numbers, 

the decays D+ + ~“&~7t’+, D+ + K-K+& and D+ + K-&k# were generated accord- 

ing to phase space. The decay D+ -+ K-&n+ was generated according to D+ + K*‘n’ + 

(K-#)ti and D+ + K-k&[nr], since that channel is the dominant D+ decay mode; the 

efficiencies are weight by the respective branching fractions to obtain the number in the 

table. Also, D+ + pdn” was generated according to phase space when paired with D+ 

+ K+Tti and D” + K+# but generated as D+ + g*Oti + (go&)$, D+ + E”p+ + 

~“(n”%)), D+ + ~“&d$n] when paired with D+ -+ K*“# + (KO&)#, due to the sim- 

ilarity in the final states of those decays. The errors given in the table are statistical and 

systematic respectively. Discussion of the latter is postponed until Section A2-5.4. 

A2-5.3 Background Estimates 
Tables A2.6 through A2.8 give the sums of the background levels for the three sets 

of doubly Cabibbo suppressed topologies. Included are the contributions from the u, d, s 

background. The total number of events expected are 1.09f0.32?&& 0.25 $#~tO.05 and 

0.46$$~!## for K%‘w+, K%! and K *#, respectively. 
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TableA2.2 The application of the background reduction cuts for K?lt* 
as a comparison of the observed numbers of events removed against the 
expected numbers. 

cnt Expected Loss Observed Loss 

Anti-Kf 5 0+1.5 
* -1.4 5 

[ Second level particle id. 1 2.53.j 3 I 
Topology 0.8fO.l 1 I 

I----- -~~ ( 8.3kl.6 Total Number 9 I 

Table A23 The application of the background reduction cuts for K+# as a 
comparison of the observed numbers of events removed against the 
expected numbers. 

cut Expected Loss Observed Loss 

AM 0.4zgj 4 

Second level particle id. 0.637 1 

Total Number l.Ozgj 5 

Table A2.4 The application of the background reduction cuts for K-8 + 
(K*d)# as a comparison of the observed numbers of events removed 
a&& the expected numbers. 

cut 

Dal& 

AM 

Total Number 

Expected Loss 

20.9f 1.6 

0.24$j:$j 

21.1f1.6 

Observed Loss 

31 

0 

31 
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TableA2.5 Detection efficiencies (in percent) for the doubly Cabibbo 
suppressed topologies. 

K%, KQ -+ 7r+n- 12.7+0.3:# 9.9*0.2zg 3.2&O. l# 

IPIC-lt- 13.3f0.3$ 9.8+0.3f 1.7 3.2fO.l# 

K %-rr+z-, K” + w+z- 6.5f0.2t::j 5.lf0.2~‘: 1.4fO.l$jj 

K%d’ , K” + x+x- 5.2*0.2t# 4.1 +o. I $:j 1.7*0.1%j 

K°K-, K” -+ n+z- 11.6f0.3:$j 8.9&0.2?tj 2.6fO.l?# 

K+K-a- 10.4f0.3tf:j 8.2f0.2f 1.4 2.4+0.1!@ 

K%-ld S.lf0.2~~~ 4.5f0.2y.j 1.2fO.l~~ 

Table A2.6 Sums of the expected numbers of background events for D+ + 
K+rlL* o posite K”r, K+TT, K%tk, K”d), K°K, K+K-r, and 
K+IZ-fl nB , including the contribution from the continuum. 

\ 
D Background Number of Events 

D+ + iiz”lc’ -+ (K-x+)w+ 0.008~0.007~~~~ 

D + 3 K-x+~+[nr] o.o21z$$$j$jj# 

D++6°K++(n+~)K+ 0.045*0.015~~~ 

Total expected D contribution 0.074*0.018$+~~ 

Total expected u, d, s contribution 1.02*0.32$# 

Total expected number of events 1.09f0.323:jJ 

AM.4 Systematic Errors 
The following sources are cousidered to contribute to the systematic errors given 

for the reconstruction efficiencies and numbers of background events. The errors are quot- 

ed in terms of relative uncertainty. 
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Table A2.7 Sums of the expected numbers of back ound events for D+ + 
K'A' op 
K+flT nB 

osite K%, K+rC, K%&C, Kk 3 , K'K', K+K-C, and 
, including the contribution from the continuum. 

D Background I Number of Events I 

D + + K*z+ + (&")z+ 0.011f0.002f0.003 

D+ -+ i?'K+ + (lz'no)K+ 0.025f0.008f0.007 

D++ 8+x0 

I Total expected D contribution ~0.O44f0.010f0.012 1 

I Total expected u, d, s contribution ] 0.20~:~~0.05 1 

I Total expected number of events I 0.25?@$+-0.05 I 

Table A28 Sums of the expected numbers of background events for D+ + 
K'+Ic* 4 (K'z')# op 

ltcp 
osite K'S, K?r-IT, K'S#f, K%-#, K'K', 

K+K-z-, and K%-n- , including the contribution from the continuum. 

D Background Number of Events 

D + + z"p+ + ~"(z+zo) O.l35j$j$:~ 

D+ -+ ~*%+ + (i??)z+ 0.09f0.03f0.05 

D + + ~O1c+ao[nr] 0.14*0.07~.# 

Total expected D contribution 0.37*0.09~~~ 

Total expected u, d, s contribution eO.28 

Total expected number of events 0.46~~~# . . 

1) Charged track reconstruction efficiency. A -1% error is attributed for 
each charged track. 

2) The lack of cuts for the fiducial regions of the detector. A -1% error is 
attributed for each charged track. 
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3) Ki vertex requirements. A +5% error is attributed to topologies with a 
K$!tillr& or K$rh!final state. 

4) Photon detection efficiency. A -2.5% error is given for each recon- 
structed photon. The decay channels D+ + K'd'ffi, D+ + g*p+ + 
K*(lt’+#), D+ + E**B+ -+ (K*w*)w+, and D+ + ~z+a*[nr] produce 
a signScant proportion of photons with energy below 100 MeV. To to- 
pologies with these decays, an additional -2.5% is attributed, except 
when the K*a+a* decays are reconstructed as background to D+ + 
K*+a*+(K*lc+)n* . 

5) Monte Carlo modelling of photons. A f7 % error is given for each pho- 
ton. 

6) Particle identification. Tracks correctly identified by the first level parti- 
cle identification criteria are given a 21% error, except those resulting 
from two body decays such as D+ + ROTC+. Because of the higher mo- 
mentum, studies suggest a +7 % error for kaon identi.Gcation and a -3 % 
error for pion identification. The second level particle identification cri- 
teria introduces an estimated +13% for kaon identification and a -4% 
for pion identification. For the backgrounds, misidentified tracks are as- 
signed +20 % error. 

7) Mass cuts and definition of the signal regions. Errors of fl 96 and f5 % 
are given to account for possible tails in the signal and background dis- 
tributions, respectively. 

8) Fit 2 confidence level cut. A +,5 8 error is attributed, based on studies 
of the cut with the K-&d test. 

The following source applies only to the K+c~ efficiencies. 

9) K+lt& resonant substructure. Variations in the efficiencies for K+ll’& 

due to the possible resonant decays D+ + K+p" + K+(a-lt+) and D+ 
-+ K**9r+ + (K+C)z+ are approximately f7 % 

The following additional sources have been considered for the errors on the num- 

ber of D background events. 
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10) Branching fractions for the decay processes. Confer Table 4.1, Table 
5.6, Table 6.1, and Table 7.1. for relative errors. 

11) Number of produced D+D- events. The error from this 
number-203OOf29OOf 1100 events-is f5.4%. 

The following source contributes to the systematic error on the number of u, d, s 

background events. 

12) Integrated Luminosity for the w(3770) data set. This contributes a f5 % 
error. 

The total errors quoted in Tables A2.5 through A2.8 are obtained by propagating 

biased errors Linearly and the remaining errors in quadrature. 

A24 UpperLimitsforB(D+ +K+Wd),B(D+ +K+d) 
andB(D++K*+fi 
Again a maximum likelihood procedure is performed to obtain upper limits for 

B (D+ + K+z-z+), B (D+ + K+#) and B (D+ + K-n?). The following notation is used 

to describe likelihood function for this analysis: 

. k = the true number of doubly Cabibbo suppressed signal events. 

’ &dii (nbD8 - = the true (estimated) total number of background events 
from charm production. 

. &&&(&Jlds) = the true (estimated) total number of background events 
from u, d, s production. 

l Icob P the observed number of signal events. 

. &E (nojj) E the true (estimated) number of produced D+D- events. 

202 



Appendix 2: Kinematically Fitting Doubly Cabibbo Suppremed Decays 

l $, (6) I the vector of /&, the pi’s, and &BE (no& the hi’s* and n bd- 

l V I the COvlUiZillce matrix of the n$, the bi’S, and nb& 

l Tjsi(&si) E the true (estimated) reconstruction efficiency of the doubly 
Cabibbo suppressed decay mode opposite decay mode i. 

l 0’. 5 the statistical standard deviations on the Gi’S. 

. p 3 the set of true quantities. 

l j = the set of estimated quantities. 

The joint likelihood functions used in the calculation of the three limits have the form 

where ‘P, G, and Hrepresent Poisson, Gaussian and multivariate Gaussian distributions, re- 

spectively. The multivariate distribution accounts for the correlations that exist among the 

number of D background events, the number of produced D+D- events and the branching 

fractions for the seven dominant D+ decay modes!N][61] The data for the three covariant 

matrices are provided in Table A2.9 

The maximum likelihood fit for a given doubly Cabibbo suppressed mode is sub- 

jected to the constraint 

where B, is the branching fraction for the signal channel. The likelihood function is inte- 

grated numerically to find the 90% confidence level, and systematic errors are treated as 

before. 
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‘hbleA2.9 The covarian~s among the number of produced D+D, the Mark III branching fractions for the seven 
dominant D+ decays and the numbers of background D events. 

B(if*a+) -13.4 

B (K-n'+&) -36.7 5.82x W5 
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Upper Limit for B(D+ + K+m-&) 
Figure A2.1O(a) displays the likelihood function for B(D+ + K+Cz+) without 

(dashed curve) and with (solid curve) systematic errors included; the arrows indicate the 

90% confidence levels. With systematic errors neglected, B (D+ + K+a’n+) < 0.51%. 

The systematic errors increase this limit to 

I B(D+ + K+n-lt+) co.7896 @ 90% CL I 

Upper Limit for B(D+ + K%*) 
Figure A2.10@) displays the likelihood function for B (D+ + K+#). With system- 

atic errors neglected, B (D+ + K+zo) c 0.35 %. The systematic errors increase this limit to 
/ 

B(D++K+1r~c0.51%@90%U 

Upper Limit for B(D+ + K*+9r”) 
Figure A2.1O(c) displays the likelihood function for B(D+ + K*‘wo>. With sys- 

tematic errors neglected, B(D+ + K*+#) < 7.4%. The systematic errors iucrease this 

limit to 
I B(D+ + K*zO) <11.6% @ 90% CL I 

The maxhum likelihood procedure performed to obtain upper limits for the 
branching fhCtiOIlS is &SO used to obtain limits On 1 j!jKm 12, 1 pK# I2 and1 pg~,& 12. The 

constraint for a given doubly Cabibbo suppressed mode is modifkd to 

where j&m is the true branching fraction for the corresponding Cabibbo Allowed &de. 
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Figure A2.10 The likelihood functions for (a) B(D+ + K+R-z’), (b) 
B (D+ + K+#) and (c) B (D+ + K”n’). 

Upper Limit for lpKvw I2 
Figure A2.1O(a) displays the likelihood function for 1 jjrrrrn j2. With systematic er- 

rors neglected, 1 i&J2 <22.2. The systematic errors increase this limit to 

Upper Limit for I$&+3 I2 
Figure A2.1O(b) displays the likelihood function for 1 pg# 1’. With systematic er- 

rors neglected, I jjgs I2 ~43.2. The systematic mars increase this limit to 

Upper Limit for I&lp I2 
Figure A2,1O(c) displays the likelihood function for I pg+ 12. With systematic er- 

rors neglected, I ppfi I2 c 109. The systematic errors increase this limit to 
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Appendix 3 

The SLD Liquid Argon Calorimetert 

A34 IIltroduction 
The SLAC Large Detector (SLD) p2], shown in Figure A3.1 and Figure A3.2, is the 

second high energy physics detector to study the physics of the 2’ vector boson at the 

Stanford Linear Collider (SLC) (the Mark II being the first). Designed specifically for the 

SLC physics program, the SLD is comprised of five major detector subsystems: an inner 

CCD vertex detector, a conventional wire drift chamber, a Cherenkov Ring Imaging De- 

tector (CRID), a lead liquid argon calorimeter &AC), and a warm iron calorimeter (WIG). 

The LAC and WIC systems provide calorimetry over 95% solid angle with fine 

segmentation, good energy resolution and uniformity of detector response. Together the 

two systems are designed to fully contain the energy of a 2’ hadronic jet, with 85 % of the 

energy in the LAC alone. This chapter discusses the overall design of the LAC, including 

the readout electronics and data acquisition system 

A3-2 TheDksignoftheLAC 
To optimize electromagnetic and pion-electron separation, the LAC has been de- 

signed to fit inside the O&&hick aluminum solenoid coil. The LAC is divided rnechani- 

tally into a barrel section, which extends radially from 1.77 meters to 2.91 meters from the 

beam axis, and two endcap sections, which close the ends of the barrel at f2.76 meters 

from the interaction point to f3.61 meters. Together the barrel and endcaps cover 95 8 of 

the solid angle with electromagnetic and hadronic calorimetry. 

t ‘Ibis appendix largely follows a paper in prepar&on for publication in Nuclear Iustmments and Methods 
by the Liquid Argon Cal&~ Group in the SL.D Collabartion. 
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Figure A3.1 Isometric view of the SLD. 

A3-2.1 The Lead-Liquid Argon Design 
Situating the calorimeter inside the magnet coil was made possible by designing it 

as a liquid ionization sampling detector. Liquid ionization detectors (LID’s) were pio- 

neered in 1974 by Willis and Radeka at Brookhavenp31 LID’s generally consist of high Z 

material (the radiator) sandwiched between a liquid ionizing medium (the sampling medi- 

um). Particle showers develop largely in the high Z material and deposit a fraction of their 

energy by ionization in the liquid, from which the deposited charge is collected and read 

out. The advantages of liquid ionization devices arep% (1) a liquid sampling medium al- 

lows for a compact device; (2) ionization chambers can be finely segmented arbitrarily to 

provide good position resolution and information on shower development; (3) sensitivity 

is uniform over the whole detector volume; (4) simple high-precision charge-sensitivity 

calibration is possible; (5) calibration is stable. 

269 



Appendix 3: The SLD Lkpid Argon Calorimeter 

5 

4 

3 
E a, 
hi 
z 

2 

1 

cl 

- 

: 

Coil II 

Cherenkov Ring 

: Vertex Detector -_-_-_-_-_-_---_-_---_---_--- 
6672h20 7-90 

Figure A3.2 Sectional view of the SLD 

The kmpling medium chosen for the LAC is liquid argon. Several properties 

make liquid argon a good material for the liquid sampling medium: (1) it is chemically in- 

ert; (2) it is dense (1.4g/cm2) and radiation resistant; and (3) it does not attach electrons. 

The disadvantage with liquid argon is that it must be maintained in a liquid state and, 

therefore must be contained in a dewar insulated at the liquid argon temperature of 86’K 

and at a few psi in pressure. 

The choice of radiator was made with the design goals for an electromagnetic en- 

ergy resolution of 8 %I/& and for the best hadronic resolution obtainable within approxi- 

mately three interaction lengths. A series of prototype tests[‘fl were performed to find the 
270 



Appendix 3: The SLD Liquid Argon Calorimeter 

Table A3.1 Results of the energy resolutions on the four prototype devices 
as determined from test beams of 11 GeV/c and from the Oak Ridge Calor 
simulation (HETC/EGS/MORSE). 

Test Devices 

Ph 

U-Fe-G10 

U-Pb 

u-u 

%wc %lE, 
(data) (Monte Carlo) 

0.187 0.21 

0.184 0.19 

0.214 0.20 

0.182 0.18 

e/h e/h 

@-I (Monte Carlo) 

1.24 1.28 

1.26 1.27 

1.17 1.30 

1.10 1.14 

best high 2 radiator material and sampling dimensions. The performance of four prototype 

&vices were studied at SLAC with 3 to 11 GeV/c electron and pion test beams, where em- 

phasis was placed on the issues of compensation, energy resolution and e/z response. The 

radiator material used in the prototypes and a comparison of the test results with detailed 

Monte Carlo simulations are given in Table A3.1. Based on CERN studies by Willis and 

Fabjan on uranium-scintillater devices, pq the original intention was to use a mixture of 

lead and uranium for the radiator in the LAC. It was hypothesized that, with uranium, en- 

ergy normally lost to nuclear breakup can be “compensated” by the presence of nuclear 

fission products redepositing energy in the sensitive medium; the detection of otherwise 

lost neutrons amplifies the signal for hadronic showers. However the resuhs from both the 

simulation and beam tests show that the U-Pb radiator does not perform significantly bet- 

ter than pure lead. The simulation tests suggested that compensation with uranium only 

works effectively with scintiUating devices, where the presence of hydrogen allows fission 

neutron energy to be efkiently converted to measurable ionization by elastic scattering 

reactions. Similar processes are not available in liquid argon. The other aspect of “com- 

pensated” calorimetry is suppression of the electromagnetic shower fluctuations in a 

hadronic shower. High 2 materi& are best suited for this as well. These studies and test 

results therefore prompted the choice of lead for the LAC radiator. 
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Table AX2 The longitudinal structure of the LAC. An EM cell is defined 
as: 2.Omm Pb, 2.75mm Ar, 2.Omm Pb, 2.75mm Ar, a HAD cell is defined 
as: 6.Omm Pb, 2.75mm Ar, 2.Omm Pb, 2.75mm Ar 

Barrel x.0 a Number 
and per per of Iutegral Integral 

Endcaps cell cell cells x0 a 

EM Section 1 0.75 0.030 8 6.0 0.24 

EM Section 2 0.75 0.030 20 21.0 0.84 

HAD Section 1 - 0.077 13 1.84 

I HADSection I - I 0.077 I 13 I - I 2.84 I 

A3-2.2 The Tower Design 
The LAC provides approximately 21 radiations lengths (x0) of electromagnetic 

calorimetry and 3 interaction lengths (a) of hadronic calorimetry In both the barrel and 

endcaps the radiator-sampling structures of the electromagnetic (EM) and hadronic 

(HAD) sections are similar. In the EM sections, planes of 2mm thick lead sheets are alter- 

nated with smakr, 2mm thick lead tiles. The sheets and tiles are separated by 2.75mm 

gaps, which provide the volume for the liquid argon. Connected electrically in parallel, the 

lead tiles define a tower geometry that projects to the interaction point (see Figure A3.2). 

For the HAIJ section, the tower structure is longitudinally the same as that for the EM, ex- 

cept for an increase to 6mm in the tile and plate thicknesses. Both EM and HAD sections 

are subdivided in depth to supply information on longitudinal shower development. These 

subdivisions are referred to as EMI, EM2, HAD1 and HADZ. Table A3.2 details the lon- 

gitudinal structure of the towers. The EM section has a sampling fraction of about 18% of 

the deposited energy and an expected intrinsic energy resolution of about 8%/b. The 

HAD section has about a 7% sampling fraction and, when combined with the WIC, is 

expected to achieve an average resolution of about 60 %I/ &. The readout structure of the 

towers is discussed in Section A3-2.6. 
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Towers are segmented transversely to provide a constant projective area with re- 

spect to the interaction point. This scheme was chosen so that the energy collected would 

be the same for each tower, providing z-independent resolutions in shower position. The 

barrel is segmented azimuthally into 192 electromagnetic towers, with opening angle & = 

33mr, and 96 hadronic towers, with opening angle & = 66mr. In the polar angle, 78 divi- 

sions in the barrel electromagnetic section vary in angular size to provide constant project- 

edar~theopeningangledecreases~om68=36mrat8=9Ooto&9=18mrat8=ti50 

at the ends of the barrel. In the hadronic section, tower opening angles are twice as large. 

In the endcaps the azimuth is divided into 192 segments at the outer radius, but the seg- 

mentation decreases to 96 and then to 48 at smaller radii to maintain an approximate con- 

stant projective area. Seventeen segments in 8 continue the constant area projection down 

to 8O. 

AS2.3 The LAC Modules 
Assembly and testing of the calorimeter was simplified by constructing it in sub- 

units or modules. The division of the barrel is three modules in z (one central module and 

two end modules) by two modules, radially (one EM and one HAD module) by 48 mod- 

ules in @ The endcaps are each divided into 16 modules in 4, with the EM and HAD sec- 

tions together in each module. Table A3.3 summarizes the number of modules and towers 

for all parts of the LAC. 

Figure A3.3 shows the general designs of the barrel EM and HAD modules. An 

EM module has an altnrnnum base plate at the inner surface followed by the alternating 

layers of lead tiles and plates. Plastic spacers separate the plates and tiles. After the last 

plate is a copper clad GlO PC board, which provides the passive elements for carrying 

charge from the module towers to the front-end electronics (Section A3-2.6). On top of the 

PC board is an aluminum plate with regions cut out to provide space for the PC board cir- 

cuit components. Stainless steel bands, 1.25 cm wide, strap the assembly together. The 
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Table A33 Module and tower counts for the LAC 

Barrel Number EM1 EM2 HAD1 HAD2 

and of Channels Channels Channels Channels sm 

Endcaps Modules MP&e Mse M%e Mse 
‘ 4 
1 CentralBarrel 1 48 112 112 24 24 13056 I 
I End Barrel I 96 84 80 20 18 19392 1 

Total Barrel 288 13440 13056 3072 2880 32448 

EndCap 16 117 105 27 21 4320 

Total Endcans 32 3744 3360 864 672 8640 

tension is distributed throughout the stack by spring bars on the ahuninum plate above the 

PC board and by the plastic spacers throughout the stack. 

The structure of a barrel hadronic module is similar. Starting from the outer sur- 

face, an ahuninum strongback is followed by a PC board, then altemating layers of tiles 

and planes separated by spacers. Stainless steel bands strap the stack together. 

Figure A3.4 shows the general design of the LAC endcap modules. These modules 

contain both the EM and HAD radiator structures. An endcap module begins at the outer z 

surface with an aluminum strongback, referred to as the “shoe”. Alternating layers of lead 

tiles and plates follow, and a 1/4”thick aluminum “top plate” ends the structure at the in- 

ner surface. Located after each of the four longitudinal readout sections, EMl, EM2, 

HADl, and HAJD2, are the endcap PC boards. The entire assembly is strapped together by 

steel bands. At the inner and outer radial surfaces, two straight aluminum support bars 

align the tiles and plates along 2. 

A3-2.4 The Mechanical Support Structures 
To maintain the liquid argon temperature of 86 OK, the barrel and endcap calorime- 

ters are housed in separate dewars consisting of an inner argon vessel and an outer vacuum 
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Figure A33 The barrel LAC modules. 

vessel. Both vessels are constructed from al&urn. The argon vessel contains and sup- 

ports the liquid argon and lead radiator structure (a total of -750 tons), while the vacuum 

vessel provides the insulation. The vacuum vessel is designed to handle not only the nor- 

mal vacuum load but also the weight of the liquid argon in the event of a spill from the in- 

ner vessel. The barrel dewar is suspended at the ends by slings from the support arches of 

the SLD, while the endcap dewars are mounted to the detector end-doors. 

The barrel argon vessel, about eight meters long, is divided in three equal sections 

along 2: one central and two end sections. The sections are separated by two ahrminum 

annular rings, or washers, which am welded to the inner wall of the argon vessel. These 

washers serve as stiffeners for the vessel and mounting supports for the barrel modules 
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described above. On the washers and the vessel endplates are equally spaced radially ori- 

ented guide rails which aligned the modules during insertion and provide some of the sup- 

port. The electromagnetic modules are bolted by their endplates to the washers and dewar 

walls. Each electromagnetic module is also fastened to the inner vessel wall by a bolt at 

the center of its base plate. The hadronic modules are bolted to the washers and dewar 

endplates by finger on the strongbacks which extend over the outer edges of the washers 

and endplates. 

The endcap argon vessels can be thinned by the additional support provided by 

sixteen, 2cm aluminum rods arranged azi.muthaIly. The rods tie the inner and outer faces 
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of the vessel, together. The endcap modules themselves are doweled inside the argon ves- 

sel, to carry the shear load. 

A3-2.5 The Cryogenic System 
The Migerant for the LAC is liquid nitrogen. A detailed schematic of the cryo- 

genic system is shown in Figure A3.5. The barrel and endcap sections form three distinct 

units to facilitate the control and distribution. Separate distribution systems are provided 

for the liquid argon and the liquid nitrogen. 

The outer argon vessel wall of the barrel contains 6OKW ceramic heaters and 11 

series of tubes and manifolds for the LN2 cooling system. The cryogenic lines for the liq- 

uid argon penetrate the barrel vacuum vessel radially at the ends of the cylinder and con- 

tinue into the argon vessel through the endplates. In the endcaps the lines penetrate the 

vessels through the backplates. 

The argon distribution system consists of a 50,000 liter storage dewar with an as- 

sociated liquid nitrogen condenser system for temperature and pressure regulation. A 

smaller 300 liter tank (the Argon Head Tank in Figure A3.5) supplies the detector with a 

reference pressure for the gas phase of the argon. 

The nitrogen distribution system consists of a 100,000 liter storage dewar, which 

supplies LN2 to the cooling loops welded to the outside surface of the argon vessels. The 

temperature of the LN2 in the loops is regulated by the nitrogen pressure via liquid hydro- 

static head or exhaust valve back pressure. 

The process of cooling down the LAC involves injecting cold liquid nitrogen into 

the argon vessel cooling loops while also having the argon volume filled with helium gas 

to provide good heat transfer. To minimbe thermal stresses, the nitrogen is pulsed through 

the loops every fifteen minutes and allowed to vaporize.From room temperature, cooling 

typically takes seven days to reach 100°K. The helium is then pumped out, and argon gas 

is introduced. The condensation and vaporization of the gas further cools the internal 
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Figure A3.6 The circuit of a signal highway board for a LAC module. 

structure down to ~86’K. When the liquid argon temperature has been reached, the vessel 

is filled with the liquid argon, and the cooling loops are filled less frequently with the liq- 

uid nitrogen. Refrigeration is then ideally maintained by the removal of heat through the 

vaporization of the liquid nitrogen. The total thermal load is approximately 1000 watts. 

A3-2.6 Electrical Interconnections 

Signal Connections 
In the barrel, EM tower tiles are ganged together electrically by printed traces on a 

Kapton substrate, with pigtail wires soldered between the tiles and the traces. The traces 

carry the signals up the sides of the tower to the PC signal highway boards. The HAD tow- 

ers are wired directly. 

The basic circuit of the PC signal highway boards is shown in Figure A3.6. These 

boards transfer the signal from a LAC tower to the cabling which leads to the front-end 

electronics outside the cryostat. A highway board has a high voltage bus which provides 
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the towers with the 1.5 KV DC bias voltage. A board also has traces to transfer the signal 

from each connected tower to the teflon ribbon cables which carry the signal to the 

frontend electronics. The signal traces are ac coupled to the frontend preamps by a set of 

two or four blocking capacitors. These capacitors isolate the preamps from the high volt- 

age, which gets applied to the tower tiles. The capacitors have values ranging from 1Snf 

to 28nf to provide at least four times the tower capacitance at 86’K. Each trace also has a 

3OOMG high voltage resistor and a 3MQ bleeder resistor. 

From the PC board the signals are transported by 26 and 34 conductor PTFE Te- 

flon ribbon cables with alternating signal and ground wires. The cables run along the top 

-_ of the module to printed adapter circuit boards (“transition boards”), which are mounted to 

flanges on the inner wall of the dewar endplates. The transition boards transfer the signals 

outside the dewar via 55pin connectors plugged into hermetic feedthroughs in the flanges 

on the dewar walls. Through the vacuum space between the inner argon vessel and the 

outer vacuum vessel, the signals are carried by lm of 0.0126 Nickel Alloy 180 wire with 

polyurethane coating. These wires are connected to D-style feedthroughs which transfer 

the signals directly to the front-end electronics mounted on the opposite side of the walL 

In the endcaps, tower tiles are connected via a wire that runs perpendicular through 

the tiles and ground planes. The wires are soldered to the tiles but insulated from the 

ground planes by nylon insulators. These wires transfer the tower signals to the signal 

highway boards, which are functionally the same as the barrel highway boards. Beldon 

Teflon ribbon cables carry the signals from the highway boards to transition boards locat- 

ed on flanges on the dewar wall next to the shoe. The transition boards route the signals to 

55-pin connectors plugged into feedthroughs in the flanges on the argon wall. The balance 

of the signal path is the same as that for the barrel. 
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High Voltage Connections 
In the barrel and endcaps, a two layer composite of Teflon-insulated wire is used to 

transfer high voltage to the towers through the vacuum space and the argon. The high volt- 

age is transferred through additional feedthroughs in the vacuum and argon dewars and is 

distributed to the towers via the signal highway boards. In the barrel, one HV line supplies 

high voltage to 2x(1 i modules) while in the endcaps, one line supplies high voltage to 

two. To prevent total module failures, connections inside the argon are made redundant 

The Argon and Vacuum Flanges 
In the barrel the argon and vacuum vessel endplates have 24 flanges, each contain- 

ing fifteen feedthroughs for the electrical signals, two feedthroughs for the high voltage 

and one feedthrough for thermocouple and RTD instrumentation--a total of 18 

feed&roughs. Signals from the central modules are divided in half between the opposite 

ends of the detector, so each flange serves effectively 6 modules--two end electromagnet- 

ic, two end hadronic, two half central electromagnetic and two half central hadronic. The 

12” argon flanges are made of the same ahrminum alloy as the vessel, while the 16” vacu- 

um flanges are made from stainless steel. 

In the endcaps the vessel backplates have 16 flanges, 6” in diameter. The endcap 

flanges contain only four feedthroughs each but are grouped in units of four to correspond 

functionaIly to a barrel flange. 

A3-3 The LAC F’ront-end Electronics 
This section discusses the architecture of the electronics which receives the signals 

from the LAC towers and performs the initial on-line data processing. Also described are 

results from performance tests of the electronics in the lab and on the detector. 
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Table A3.4 Tower capacitances and preamplifier electronic noise values. 

Tower Electronic 
Capacitance Noise 

Minimum SIN 

Ionizing Signal Minimum 
Ionizing 

EM1 

HAD1 
HAD2 

250 
1000 
3200 
4400 

(em) Gin ca* 

450 3000 3200 150000 50 48 
1800 3900 5400 450000 117 84 
4900 8500 12500 300000 35 24 
6300 11300 16000 300000 27 19 

A3-3.1 The Architecture of the Front-end Electronics 

General Considerations 
Because the liquid argon medium provides no gain, the charge signals from the 

towers must be amplified. Amplification, however, introduces electronic noise which can 

effect the energy measurement resolution. ConventionaUy,1731[741 the signal-to-noise ratio 

(S/N) is improved by introducing an n: 1 transformer which matches amplifier input capac- 

itance to tower capacitance. The noise in such devices goes as ,&, and S/N improves by a 

factor of l/n. Disadvantages in using transformers, however, are: (1) they are large and ex- 

pensive; (2) they can also contribute noise; and (3) they cannot operate in a magnetic field, 

therefore requiring more cabling which can lead to additional capacitance and noise. Since 

tower capacitances are small, it was therefore decided not to use transformers in the 

preamplifkation circuits for the LAC. Sufficient S/N values were obtained with charge 

sensitive preamplifkrs providing O.lV/pC gain. Table A3.4 summa&es the capacitance of 

eight different calorimeter towers and the associated noise. 

The LAC electronics contain some unique architectural designs features. Without 

transformers the electronics are able to be mounted directly onto dewar and operate within 

the magnetic field, avoiding the problem of extra cabling. The control and readout signals 

are multiplexed, further reducing cabling requirements. The preamplifks are turned off 
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Figure A3.7 Block diagram of the LAC front-end electronics. 

between the long (8.3ms) beam-crossings to reduce power consumption. The data is con- 

verted from electronic to optical after the digitization. 

Figure A3.7 lays out a simple block diagram of the electronics. Processing of a sig- 

nal pulse involves preamplification, shaping, dual gain post-amplification, sampling and 

storage, digitization, serialization, and optical conversion for readout. 

The Tophats 
The front-end electronics are installed directly on the feedthroughs of the vacuum 

vessel flanges in units referred to as “tophats”. A barrel tophat consists of a printed circuit- 

ed mother board enclosed in a aluminum cylinder, 41 cm in diameter, 13cm in height. The 

enclosure provides mechanical protection and electrical shielding for the various compo- 

nents and also acts as a heat sink with chilled water circulated through tubing around the 

base. The endcap tophats are mechanically different due to the differing flange arrange- 

ment, but they are functionally identical to the barrel tophats. There are a total of 48 

tophats on the barrel (one per flange) and 8 tophats on each endcap (one per flange group). 

Barrel tophats process a total of 720 channels while the endcap tophats process 576. 
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optics 

Figure A3.8 Layout of the electronics for a LAC tophat. 

Figure A3.8 shows the layout of the electronics in a barrel tophat. Each tophat con- 

tains: (1) a controller board (2) a power supply board; (3) a cryogenics/monitor board (4) 

an analogue-to-digital (A/D) board and (5) 15 daughterboards. The description of these 

components follows. 

The Controller Board 
This board regulates the operations of the various components of the tophat. It in- 

terprets and executes commands received from a Fastbus Tinning and Control Module (re- 

fer to Section A3-4). The commands, for example, specify the run mode (normal or 

calibration) or a DAC voltage for calibration. The controller board also receives and dis- 

tributes timing signals for the various tophat components. 

The Cryogenics/Monitor Board 
This board extracts various status parameters of the calorimeter and tophat compo- 

nents, including power supply voltages and currents, temperatures and liquid levels inside 
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the cryostat (via the instrumentation feedthroughs on the dewar), and daughterboard tem- 

peratures. 

The Power Supply Board 
This board regulates the voltage to the preamplifiers, which are turned on and off 

between beam-crossings. An external power supply provides the board with only an aver- 

age current, while local capacitors store the electrical energy. This scheme lowers cable 

costs and reduces power consumption from approximately 500 W to 60 W per tophat. 

The Daughter Boards 
The daughterboards perform the primary functions for analogue processing the 

data They contain three types of custom circuit hybrids: three 16-channel input protection 

hybrids, six &channel preamplifier and calibration hybrids, and three &channel analog 

storage and multiplexing hybrids. 

. . The Prmphfier &&& : These hybrids provide the circuitry for amplifying and 

pulse shaping the charge signals. The preamptiers used are low noise, Hitachi 2SK190 

field-effect transistors. Ringing (in the LC circuit arising from the tower capacitance in se- 

ries with the inductance from the lead wires) is damped by a feedback scheme called an 

‘electronically cooled resistor ‘PI 

Unipolarpulse shaping in the preamplifier hybrid channels is performed by a CR 

high pass filter followed by an RC low pass titer. Since the collision rate of the SLC is 

only 12OHz, bipolar shaping was deemed unnecessary. A shaping time of 4~ was chosen 

to optimize the signal-to-noise ratio for the second electromagnetic section, which has the 

best intrinsic resolution. 

Each preamplifier hybrid also contains a circuit for calibrating the electronics. A 

reference voltage specified by a 1Zbit O-2.5 volt DAC on the tophat controller board, is 

switched onto a calibration capacitor on the preamp which converts the voltage into the 

charge that gets injected into the preamplifier inputs. The calibration capacitors have been 
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laser-trimmed to provide a 0.25 % accuracy in the injected charge. More than one channel 

can be calibrated at a time, the group of channels being specifkd by the controller board. 

As mentioned above, to reduce power consumption the amplifiers are powered 

down between beam crossings. Out of the 8.3ms beam-crossing time, approximately one 

millisecond is required to power up and stabilize the electronics before the beams collide. 

. . ut Protectron Hvbnds: The inputs to the FET’s on the preamps are protected 

against large current spikes which might occur from high voltage breakdown in the LAC 

towers or blocking capacitors. This protection is provided by two stages of diode pairs to 

ground. The first stage diodes are packaged in a custom hybrid separate from the preamp 

hybrid and are designed to handle almost 200 amperes for several microseconds. They ab- 

sorb most of the energy, while the remainder is absorbed by the second stage diodes, 

which are incorporated into the preampligcation hybrids. High current, low noise diodes 

had to be selected. 

CDU Hvbrids: Signals are amplified further and then sampled in the 16 channel 

CDU hybrids. Each signal is split into a pair of post-amplifiers which provide gains of xl 

and ~8. The two amplified signals are then sampled twice to obtain a measurement at the 

baseline and at the signal peak. One input signal therefore yields four measurements, or 

data “buckets”. Sampling for the 16x2 channels is performed in parallel by a custom inte- 

grated circuit, the Calorimeter Data Unit (CDU). Sampling times for the baseline and sig- 

nal are spec%ed by clock signals from the tophat controller board. Sampled signals are 

stored in analogue form in capacitors in the CDU until the controller board specifies the 

readout command and generates the clocking pulses. The 64 analogue outputs are then de- 

livered to a serial data stream of 1.6~ intervals. 

The A/D Board 
The analogue signals out of the daughter boards are digitized by the tophat A/D 

board. The CDU output is digitized by a 3.2~ per conversion 12-bit CMOS A/D 
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converter. After digitization, a parity bit and three framing bits are added to produce a 

16-bit data word.The A/JI board has eight channels for parallel processing, with each 

channel servicing two daughterboards. The converted data from the eight channels are 

loaded into a chain of parallel/serial shift registers, which are clocked at 32 MHz by pulses 

from the controller board. The serial bit stream is then converted into a series of light puls- 

es by an optical driver, and the optical data is sent to the Fastbus data acquisition system 

over optical fibers. For redundancy, each A/D board has two drivers; only one, however, is 

read out. 

In terms of ADC counts the gain of the electronics is 1400 ADC couW8.4pC at 

low gain, and 7.6 times that at high gain. One AJX count at high gain is therefore about 

5000 electrons. 

A3-3.2 Performance of the LAC Frontend Electronics 
Using the internal calibration circuits, tests were performed in the labp*] to study 

linearity, gain, noise and crosstalk in the frontend electronics. The results of the tests are 

shown in Figure A3.9 through Figure A3.12. The gain is linear over the entire signal 

range, with residuals from a straight line fit under 1% at the high end and 1 ADC count at 

the low end. The noise is a linear function of input capacitance with a slope of 2600 e- /nF 

and an offset of about 2500 e-; the non-zero offset is the intrinsic noise of the readout sys- 

tem from preamplification to digitization, and it corresponds to approximately 0.8 ADC 

counts. Crosstalk measurements, performed by pulsing one tophat channel and recording 

the response from all 720 channels, found less than 0.6% crosstalk between neighboring 

channels within a preamplifier hybrid and negligible crosstalk between daughterboards. 

(Crosstalk in the detector, however, is significant due to the capacitive coupling between 

neighboring towers.) 
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Figure Ay (a) Response of the electronics to large calibration voltages. 
A 2 V pulse corresponds to the largest signal expected in the LAC. (b) The 
residuals from a least squares fit of the low gain response. 

A34 The Fastbus Data Acquisition System 
Online data acquisition for the SLD is based on Fastbus with an 8800 VAX serving 

as the host computer. ‘The organization of the full SLD system is shown in Figure A3.13, 

and the organization of the LAC part is shown in Figure A3.14. The LAC Fastbus system 

requires only three types of modules (other than the standard system interconnect and sys- 

tem extender modules): 32 Calorimeter Data Modules (CDM’s), one Timing and Control 

Module (TCM)pg] and one Aleph Event Builder (AEB)!go] This section discusses the de- 

signs and functions of these modules and the data acquisition process for the LAC. 

288 



Appendix 3: The SLD Liquid Argon Calorimeter 

I- 

24 fC Input Charge 
E MIP in EM1 

-0 

I I I I I I I 
0 4 6 12 16 20 24 

CALlBRATlON VOLTAGE (mv) 

Figure A3.10 (a) Response of the electronics to small calibration voltages. 
Only the high gain response is shown. A 2.8mV pulse corresponds to the 
smallest signal expected for a minimum ionizing particle. (b) The residuals 
from a least squares fit of the high gain response. 

A3-4.1 The Calorimeter Data Modules 
The CDM’s perform the actual function of acquiring and processing the digitized 

data from the front-end electronics. A block diagram in Figure A3.15 provides a simplified 

view of the CDM architecture. An auxiliary card in the Fastbus backplane of a CDM re- 

ceives the optical data, converts the signals from optical to electrical, deserializes and de- 

multiplexes the signals, and deliveries them to the CDM. Each CDM contains four 

channels for parallel processing data, with two channels for every tophat. 

In each CDM channel, the data is processed by a custom chip called the Digital 

Correction Un@] (DCU). Xn normal data taking mode, the DCU performs the operations 

of (1) selecting the gain by comparing the raw data with a reference threshold value; (2) 

calibrating the data by applying a 16 segment piece-wise linear correction; and (3) sub- 

tracting the baseline from the signal for the selected gain. The DCU can be also set to a 
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Figure AM3The SLD Fastbus system, 

“pass-through” &de where all four buckets of information are effectively unprocessed. 

‘IEis mode is required for diagnostics and calibration measurements. 

Each CDM channel also contains a Motorola 68020 microprocessor CPU, clocked 

at 16MH2, for additional analysis of the data from the DCU. Such analysis includes 

calculating the calibration constants, applying corrections for crosstalk, and various ener- 

gy sums used in the trigger. 

The CDM’s contain memory for storing processed data and the calibration con- 

stants used by the DCU. 
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Figure A3.14 Schematic of the LAC Fastbus system. 

A342 The Timing and Control Modules 
The TCM performs two major functions: (1) it provides slow (32MHz) timing sig- 

nals for the frontend electronics and the CDM modules and (2) it transmits command op- 

erations to the front-end electronics. The timing signals include the pulses which specify 

when the preamps should power up or power down, the pulses which specify to the CDU 

when to sample the baseline and signal, and clock pulses for reading out the CDU sample 

and hold units. The command operations include those which specify a DAC voltage for 
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Figure A3.15 Block diagram of the CDM and its auxiliary card. 

calibration and the run mode in which the electronics are to operate. The TCM synchro- 

nizes all timing and command signals relative to a signal it receives from the SLC approx- 

imately 1 ms prior to a collision. 

Communication from the TCM is transmitted over two paths. To the CDM’s it is 

transmitted over the Fastbus backplane. To the front-end electronics, specifically to the 

tophat controller board, it is sent over a standard three-wire SLD protocol which consists 

of lines referred to as COMMAND, CLOCK, and DATA. 

Timing and command sequences are specified and constructed through sequencer 

programs. software[82’ on the host VAX and in the AEB provide routines for constructing 

a sequencer program and for subsequently downloading a program to the TCM. In the 

TCM a state machine and various fast timers coordinate the execution of the programs af- 

ter each beam crossing. 
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A3-4.3 The Aleph Event Builder 
The AEB was designed at CERN for the ALEPH experiment., and adopted for the 

SLD. It is a general purpose Fastbus computer which serves as a master module to the 

TCM and CDM slave modules. The CPU in the AEB is also the Motorola 68020 micro- 

processor (MC68020), but, unlike in the CDM’s, a Fastbus coprocessor is included. From 

the view of the programmer, this coprocessor provides the instructions for various Fastbus 

operations as simply additional instructions to the set from the MC68020. It also causes 

Fastbus errors to be viewed as additional MC68020 exceptions, which are handled by the 

operating system. 

The main functions of the AEB are (1) to coordinate and control the operations of 

the TCM and CDM’s and (2) to collect the data from the CDM’s and forward them to the 

VAX. 

A3-4.4 The Data Acquisition Run Modes and Online Software 
The LAC data acquisition system has four major run modes: (1) normal data ac- 

quisition, (2) cosmic data acquisition, (3) calibration and (4) diagnostic testing. 

In normal data acquisition mode, the run command and timing sign& are sent 

from the TCM to the tophats as specified from the VAX. Data from the tophats is sent to 

the CDM’s, where the DCU’s are set to perform the gain selection, calibration and peak-- 

minus-baseline subtraction. The calibrated data is then further processed in the CDM 

CPU’s to form energy sums for the SLD trigger system. If the trigger accepts the event, 

threshold cuts are applied to compact the data. The AEB synchronizes the data from all 

CDM’s, appends channel labels and acquisition information, and delivers the event to the 

VAX. 

In cosmic data mode, the configuration and acquisition process is the same except 

for the TCM pulse which specifies to the CDU chips when to sample the signal peak. In 

the TCM two internal timers defkre a 100~s gate or “cosmic window” in which the 
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front-end electronics await a cosmic trigger. The CDU sample-peak signal is sent if the 

trigger signal arrives, otherwise a time-out signal is sent after the window closes. 

In calibration mode, the electronic channels are injected with reference charges 

from the preamplifier hybrid calibration system The DAC voltages are specifkd from the 

AEB through a command operation sent from the TCM. The resulting data is analyzed in 

the CDM’s, with the DCU registers set in pass-through mode. Calibration constants are 

calculated in the CDM and loaded into the CDM calibration memory. Summary statistics 

are delivered to the VAX for inspection. 

In diagnostic test mode, the DCU is again run in pass-through mode. The lx and 

8x peak and baseline raw data are sent directly to the VAX for functionality tests and 

crosstalk measurements. 
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