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Abstract

The doubly Cabibbo suppressed decays D* — K*n~nt, D* — K*z° and D* —
K*+70 are searched for in a 9.56 pb~! data sample of e*e™ annihilation events collected
near the Y(3770) resonance with the Mark III detector at the SPEAR storage ring, at the
Stanford Linear Accelerator Center. These rare weak decays are naively expected at a rate
of tan*@, (=3x1073) relative to corresponding Cabibbo allowed decays. In the context of
presently accepted models of hadronic weak decays, however, they are anticipated to be

enhanced, making their experimental detection feasible in the Mark III data set.

The experimentally simplest decay channel D* — K*z~#* is searched for inclu-
sively through conventional analysis techniques. A signal of approximately 2.50 signifi-
cance is obtained. An independent analysis is performed to establish examples of this
decay and of D* — K*#® and K** 0 by full reconstruction of D*D~ events. Exploiting
the two body kinematics of l//(3770)‘—-) DD, this second approach obtains significantly
smaller backgrounds than the inclusive study. Consistent with the inclusive results, three
D* — K*rn* candidate events are observed with an expected background of

1.2*34+0.4 events. No events are observed for either D* — K+ or K**10.

The branching fraction for D* — K*z~rn* is measured, and limits are established
on the branching fractions for D* — K*7n0 and K*+70. These results are used to confront

the theoretical predictions from models of the weak hadronic decays of charmed mesons.
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Chapter 1

Introduction

Since their discovery in 1976, much data and knowledge has been gathered on the
weak decays of the charmed pseudoscalar mesons, D® and D*. One phenomena of these
particles--a difference in their lifetimes--initially came as a surprise in light of the naive
model first used to describe their decays; the D * exists approximately 2.5x longer than the
DY, when it was expected that their lifetimes should be the same. It is now widely believed
that this lifetime difference is a result of interference effects which are occurring in the D*

decays at the quark level and which are causing a suppression in the overall D* decay rate.

The picture of charmed weak decays, however, is far from complete. One of the
difficulties and challenges of studying charmed meson decays is the fact that these weak
processes occur in a region where the strong interaction effects, as described by Quantum
Chromodynamics, is largely nonperturbative. Several models therefore have been intro-
duced to describe these decays, and they have been tested and modified by measured pro-
duction rates of exclusive D decay channels. Some of the more widely accepted models
account for the éffects of interference in the D* decays, and further understanding and im-
provement lie both in studying other decay channels and in improving the experimental
precision.

Although the experimental precision cannot be improved with the Mark IIT experi-
ment, other decay channels can be studied. This thesis describes searches for‘ a particular
class of D decays, the doubly Cabibbo suppressed decays. Direct evidence for the interfer-

ence effect currently comes from the measured production rates of only a couple D* decay
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channels, and the D* doubly Cabibbo suppressed decays can provide an additional probe

in the effect.

This thesis is broken down as follows. Chapter 2 provides a theoretical overview
of charmed weak decays and expands on the motivation for studying the doubly Cabibbo
suppressed decays of the D* meson. Chapter 3 discusses the Mark II detector and the ini-
tial processing done on the data collected with the detector. Chapters 4 through 7 discuss
the various searches for D* doubly Cabibbo suppressed decays and include discussions of
the efficiency estimates, the extensive background studies, and the resulting measurements
or limit calculations on the branching fractions. Finally, Chapter 8 provides a summary of

the analyses and discusses conclusions.
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Theory and Motivation for Analysis

2-1 Introduction to Charm
In 1964 Bjorken and Glashow proposed a model to extend the SU(3) flavor sym-

metry of the up, down and strange quantum numbers to an SU(4) flavor symmetry, intro-
ducing a fourth flavor--charm{!! Among its achievements, the model presented a symmetry
between leptons and hadrons. A few years later, Weinberg and Salam developed an SU(2)
® U(1) gauge theory which unified the electromagnetic and weak interactions of lep-
tonst?! To extend this model to the quarks, Glashow, Tliopoulos and Maiani again found a
fourth flavor was required™ Their model, now referred to as the GIM mechanism, ex-
plains the K0-K° mass difference and the suppression of strangeness changing neutral cur-

rent processes such as K9 — py-.

Finally, in 1974 the Jiy resonance was discovered at SLAC! and Brookhaven®’!
providing experimental evidence for the existence of charm. The Jy is considered to be a
J®= 17" bound state of a charm quark and anticharm quark. The discovery of the next

charmonium resonance, the W(3685), followed shortly thereafterl5!

In 1976 the charmed D° and D* mesons were discovered at SPEAR by the
SLAC-LBL collaboration”) The D} (formerly the F*) was conclusively found by CLEO
in 19838 completing the SU(3) flavor triplet of charmed pseudoscalar states. Table 2.1

lists some fundamental properties of these mesons.

Much progress has been made over the past ten years in understanding charm
weak decays. However, as will be discussed below, several issues and problems remain to

be resolved. The balance of this chapter is divided into two parts: Section 2-2 reviews
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Table 2.1 D meson properties.

Meson | C | s | 1 | 1L | 7| P Ml‘:'{‘,s/scz) Lif(;tsi;“c
Do 1 0 | 12 |-12] 0 -1 | 1864.5+0.5 |{0.421£0.010
D* 1 0 | 12| 12| 0 | -1 |1869.3+0.4 |1.062+0.028
D 1 1 0 0 0 —1 | 1968.8+0.7 | 0.445:3%3

some of the current issues and theories behind charm weak decays, and Section 2-3, in

light of the theory discussion, motivates the analysis pursued for this thesis.

2-2 Theory

2-2.1 The Standard Model of Electroweak Interactions
The Weinberg-Salam model has evolved to what is known today as the Standard

Model of Electroweak interactions. In its current form, it has succeeded at explaining and
predicting a wide variety of phenomenon in particle physics, such as nuclear beta decay,

neutrino scattering, and W and Z physics.

The model is based on a local SURR) ® U(1) gauge theory, where the six
quarks--u (up), d(down), s (strange), ¢ (charm), b (bottom) and #(top)--and the six lepton-
s--e (electron), V,(electron neutrino), y(muon), v,(muon neutrino), 7 (tau) and v, (tau neu-
trino)-are considered to be the fundamental consﬁments of matter. Their interactions are
mediated by four vector gauge bosons, the W¥, Z 0 and ¥, which correspond to the 3 + 1
generators of SU(2)® U(1). The W and Z° mediate the weak interactions while the yme-
diates the electromagnetic. Quarks and leptons are spin 1/2 particles referred to as fermi-
ons and are represented the theory by spinor fields or spinors. The symmetry properties of
the spinors depend upon their helicity; left-handed fields transform as weak isospin dou-
blets of SU(2):
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AL
4"}y 5"y Lin

—e] '/,t] -T]
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while right-handed fields transform as isospin singlets:

up, dp CRy SR g, br
R HR 2
Neutrinos have been assumed to have no mass and therefore no right-handed components.

The isospin doublets illustrate the quark-lepton symmetry in the Standard Model;
quark and lepton doublets pair-off to form a family or generation. Currently only three
generations have been observed, and recent Z 0 width measurements!®] strongly suggest

that only three generations do exist, in the absence of massive neutrinos.

The &', s and ¥ spinors are weak eigenstates which mix to form the mass eigen-

states d, s and b, via the Cabibbo-Kobayashi-Maskawa (CKM) matrix:

d’ Via Vus Vol @
s = d Ves Venl S
b’ th Vcs th b

Several of the CKM matrix elements have been measured experimentally!%: |V, 4 from
nuclear beta decay; |V, | from Ke3 and semileptonic hyperon decays; |V .4 from v, d —
(¢, charmed particle production by neutrinos, and semileptonic D decays; |V .| from D
— Kev decays; [V IV 4| from the leptonic energy spectrum in semileptonic B decays;
and |V 4| from B — Dlv, decays..Assuming only three generations of quark flavors and
imposing unitarity constraints, the 90% confidence intervals on all matrix element magni-

tudes are obtained!!};
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0.9747-0.9759 0.218-0.224 0.001-0.007
0.218-0.224 0.9734-0.9752  0.030-0.058
0.003-0.019  0.029-0.058 0.9983-0.9996

The small values for the off-diagonal terms show that the mixing is small. In the limit of

no mixing with the third generation, the CKM matrix reduces to the original Cabibbo ma-

d’] [cosb, sinf, J'd
s’ | | —sin6, cosf, | s

This representation is still used in the discussion of charm physics; decays which occur

trix for four flavors:

through the transition ¢ — sW+ are labelled Cabibbo allowed, while those which occur
through ¢ — dW™ are termed Cabibbo suppressed.

According to the Standard Model, charm and the other quarks decay weakly

through charged current interactions, described by the Lagrangian

=8 N O mtw- T wH 4D
Lo 2ﬁzi'x£(TW +T W)zt

where g is the weak coupling constant, xg) is the left-handed doublet for the ith quark or
lepton family, T* and T~ are the raising and lowering operators of weak isospin and W=

are the vector boson fields.

2-2.2 Quantum Chromodynamics
The Standard Model picture of quark decays is relatively simple. However, no

quarks have been observed free; they are all bound within hadronic states. The study of the
weak decays of heavy flavor quarks, therefore, necessarily includes the study of strong in-

teractions among two or more quarks, which are described by the theory of Quantum
Chromodynamics (QCD).
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Quantum Chromodynamics is a local gaﬁgc theory based on SU(3) symmetry.
Analogous to the electric charge in QED, quarks in QCD carry one of three possible “col-
or charges”, which are often designated in the literature as r (red), g (green) and b (blue).
The three color charges together form an SU(3) color triplet. Color interactions are medi-
ated by gluons, the gauge bosons of the local gauge theory. Eight different gluons corre-
spond to the eight generators of SU(3) and form a color octet. The non-Abelian nature of
SU(3) allows gluons to carry color, and consequently gluons can interact not only with

quarks but with other gluons.

The gluon self-interaction leads to a QCD effective coupling constant, as(Qz),
which decreases with increasing momentum transfer or decreasing interaction distances.
This property of asymptotic freedom is illustrated by the one loop approximation for
o (Q):

127

2) =
%@Q) (33-2n;)In(Q?*/ Adycp)

where nsrefers to the number of flavors that exist below the Q? value and A%ZCD is a cut-off
constant, determined experimentally to be about 200 MeV. For Q? >> A&:D, QCD can be
applied perturbatiVely, and conversely, for Q% ~ A&cD, QCD is nonperturbative.

At the charm mass scale, o ~ 0.312 and hadronization has been found to play an
important role in weak hadronic charm decays. This has made charmed meson decays dif-
ficult to fully understand but at the same time interesting in that they are a unique laborato-
1y in which to study the interface between the perturbative and non-perturbative QCD

regimes.

2-2.3 The Spectator Model and Its Experimental Confrontation

Charmed meson decays can occur through four types of processes: external
W-emission, internal W-emission, W-exchange and W-annihilation. All four processes are

illustrated in Figure 2.1. Processes involving the so-called “penguin™ diagrams can also
7
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(a) (b)
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a .
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==
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Figure 2.1 Charm weak decay processes: (a) external W-emission, (b)
internal W-emission, (c) W-exchange (D° only) and (d) W-annihilation (D*
and Dt only).

occur but are highly suppressed because the transitions involve the CKM matrix element
V3 they will not be discussed further here. The dominant process was initially be-
lieved to be external W-emission; internal W-emission involves color matching between
the quark lines to form color singlet states, while W-exchange and W-annihilation are “he-
licity suppressed” at the light quark-W vertex. The extent to which these latter processes
are suppressed is not easily determined due to the influence of strong interaction effects.
Considering only the first process and ignoring strong interaction effects, one obtains the
so-called Spectator Model, where the properties of charmed mesons are assumed to be de-
termined by the decay of the charm quark alone, and the light valence quark remains a

spectator.
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Although the Spectator Model is a naive picture, it is able to obtain the correct or-
der of magnitude for the D meson lifetimes; scaling the expression for the muon lifetime

to the ¢ quark mass:

Gm?

s =~ 9x%x10-13sec

compared with the experimentally established lifetimest!:
70 = (4.21£0.10)x 10713 sec
Tp+ = (10.62+0.28)x 10713 sec
Tpr = (44523 3)x10713 sec

Immediately, however, one sees the failure of the Spectator Model in predicting the pat-
tern of differing lifetimes: 7p+ = 2.5X7p0, Tpy. This discrepancy has been the focus of

much study of the nonleptonic decays over the past ten years.

Some insight into the lifetime difference is obtained by examining the semilepton-

ic branching fractions of the charmed mesons. Given
B(D® - ¢*X) =(1.7£1.2) %11
B(D* — €'X) = (19.24} ) %1
Bt — ¢*X) = (5.0£5.0£2.0) %14
and "= (I'YIp)xI'p = B(D — €*X)/1p, then
I5h=(1.83£0.29)x10"3 sec™!
I = (1.813317)x 108 sec™!
Iy = (1.131.2)x10% sec?

The semileptonic partial widths are consistent with being equal, as the Spectator Model

would predict, since there is no QCD influence to the semileptonic decay transition.
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Therefore the lifetime difference must come from differences in the nonleptonic widths,

wherein QCD can play an important role.

2-2.4 Nonleptonic Quark Decay Processes
The pattern of lifetime differences observed--7po = Tp+ <<Tp+--may arise from ei-

ther an enhancement of the D® and D} nonleptonic widths, a suppression of the D* nonlep-
tonic width, or some combination of the two. Two processes have been suggested to
induce these effects: quark annihilation and destructive interference of the decay ampli-

tudes.

Quark annihilation involves the non-spectator processes W-exchange and W-anni-
hilation. These decay mechanisms are “helicity suppressed” at the tree level, i. €. in the
limit of massless quarks, the weak interaction will not couple to a J = 0 cq state wherein
both the ¢ and g must either be left- or right-handed. This suppression can be lifted when
other partons, e.g. gluons, are present, placing the valence quarks into a non-zero relative
spin state. The W-exchange diagram for the DP and the W-annihilation diagrams for the D*
and D} are shown in Figure 2.2. Since W-annihilation is Cabibbo suppressed for the D*,
these processes would increase largely only the D° and D} hadronic partial widths. The
decay D° — K°p was suggested!!! to be a clear signature for D® W-exchange, and has
been observed with a significant branching fraction of approximately 1 %161 Complicating
the issue, however, is the possibility that this final state can be produced via one of the
larger spectator decay modes, €. g. D® — K~p*!, with final state interactions! 1!® as il-
lustrated in Figure 2.3. This class of interactions is discussed further below. Other possible
signatures for quark annihilation, D} — p°#* and n*, have not been observed!™) suggest-

ing that quark annihilation is unlikely to be a dominant effect in the lifetime differences.

+ Throughout this thesis, a reference to a particle state also implies reference to its charge conjugate.

10
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(a)
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Figure 22 (a) The W-exchange diagram for the D% (b) the
W-annihilation diagram for the D*; (c) the W-annihilation diagram for the
)8

Figure 2.3 A final state interaction contributing to D° — K0,

Destructive interference involves the two spectator processes, external W-emission
and internal W-emission. For Cabibbo allowed D* decays, both diagrams lead to the same

final state with two identical d quarks, as illustrated in Figure 2.3(a). By Fermi-Dirac

1"
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Figure 23 The two spectator diagrams leading to (a) D* = K%* and
(b) D° - K-+ and DO — K%20.

12
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statistics, the two amplitudes are expected to interfere destructively. Since a similar effect

cannot occur in the Cabibbo allowed D° or D} decays (Figure 2.3 (b)), destructive interfer-
ence, if significant, would suppress the D* nonleptonic width while leaving the D? and D}
widths unaffected. Corroborating evidence for destructive interference has been observed
in the Cabibbo-suppressed decays of the D*2%) Interference is possible for the decay D* —
7%z and not for D* — KK+, implying the relations B(D* — K°K*) > B(D* — nlzn")
and B(D* — K%K*) >> B(D* — K%n*)xtan?@,, if the effect is significant. This prediction

is consistent with the experimental numbers:

B(D*+ — KOK+)

K K ) o 0.317+0.086 £0.048
B+ = Ko

+
B(D* = TT*) _ 6 21@90% CL
B(D+ = Kor+)

In the limit of SU(3) symmetry, the Spectator Model predicts the second ratio to be of the

order 1tan6,=0.026.
2

Strong interactions clearly influence and mask the roles these processes play, and
the fact that QCD is non-perturbative in charm weak decays complicates the interpreta-
tions further. Final state interactions are particularly difficult to estimate. As already seen,
channel mixing may be behind the large branching fraction for D° — K°9. Since the D
mesons lie in a mass region with many nearby resonances, many other decay channels are
also likely to be affected by final state interactions where the outgoing mesons rescatter
through a nearby resonance possessing the same quantum numbers. For example, the K7
states from DO — K-x* and X%20 contain 3/2 and 1/2 isospin components, of which the
latter could rescatter through a I(JP) = 1/2(0%) resonance such as the K3 (1430). Rescatter-
ing is manifested by isospin phase shifts. The isospin amplitudes for D — K & decays are

13
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Table 2.2 Isospin decomposition for Cabibbo allowed D — PP, PV and

VV modes.
Mode [A1/2/A3n| S1n—03n Ref.
Krn 3.67+0.27 77°%11° 22
Kp 3.12+0.40 0°£26° 22
K*n 3.22+0.97 84°+13° 22
K*p 3.4+0.9 61°+37° 23

A(D* = |+1/ 2;+1)) = 343, €/

A(DO > |-1/2;4+1) = \E(Az/z eitu +[2 Ay el

A(D® - [+1/2; 0)) = \E(wffAm et — Ay p eis,,,)

The Mark Il measurements have been used to obtain values for |A;,5/A3p| and 8; 83
for these channels and D — Kp, K*m and K*p, for which the formulae also apply. The
numbers, listed in Table 2.2, show that the isospin phase shifts can indeed be very large.

2-2.5 The QCD Corrected Hamiltonian
The long distance, soft gluon effects, like hadronization and final state interactions,

are difﬁcult'to estimate from first principles. The short distance, hard gluon effects, how-
ever, are still calculable using the methods of perturbation theory in QCD. These correc-

tions are discussed here, following the seminal work of Riickl [13].

At the bare quark level, weak transitions are described by the Hamiltonian

2
HP =-£ [ 4D, (6 MET{TE DI © + bic]

14
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Figure 2.4 The low energy approximation for ¢ quark weak decays.

For a ¢ quark decaying to three light quarks or a light quark and a lepton pair, the momen-
tumn transfer is much smaller than the W boson mass. In the limit My — oo, the Hamilto-

nian reduces to

Se
V2

HY = -—E[74(0)J_,(0) + h.c]

from which the Ac =—1 component is extracted

HEP (b =—1) = = LG [ )y + o)+ () + (7 )

3
where Gr = g%/(+/32My,) is the Fermi constant, and (§142)r, = Zﬁm’}’“ A-73)qq, &
a=1
being the color index. This low energy approximation is illustrated in Figure 2.4. (In this
limit W-exchange and W-annihilation reduce to the same diagram; hence the joint classifi-

cation “quark annihilation” in Section 2-2.4)

To first order in o, the hard gluon corrections to the weak Hamiltonian involve the
one-loop diagrams shown in Figure 2.5.0ther one-loop diagrams affect the renormaliztion
of G and the quark wave functions, and therefore need not be considered. Calculation of

the diagrams yields

_GF 3as
N2 87

2
AHY = m’ﬁ" (5'A%c) (uAed’),

15
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Figure 2.5 The one-loop corrections to the weak decays of a heavy
quark. The diagrams in the parentheses are the corrections without low
energy approximation.
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Chapter 2: Theory and Motivation for Analysis

where all quarks are approximated to be massless but off-shell by an amount p?and A% {0
=1, 2,... 8} are the SU(3) matrices. The calculation uses My, for the ultraviolet cutoff and
retains only the terms logarithmic in (M w/1)?. This result reveals that hard gluon effects
induce weak color octet currents containing the same chirality and flavor structure as color
singlet currents in H%'). A more intuitive interpretation can be made after applying the Fi-

erz transformation:

[1u (0= 75)] gl (1= 15)]g, = Aru(-15)] Lr* (1= 7))

with the color relation

8
2
ZA'?J ?d = —géijﬁkl + 25ﬂ5k1

a=1

to obtain

HY = HY + AHY

Gp (44 M%/ - — 3a M%/ - —
= | 1+ =L In—2 {(§7¢); (@d"), ——LIn——(5'd") (uc
ﬁ[( a2 )( JACLY) Aaryn 2 (5'd’) (Hc)y,
where the lt;ptonic terms in H$) have been dropped. The first term represents the renor-
malized chargcd current interaction. The second term describes a new, effective neutral

current interaction. These two types of transitions are compared in Figure 2.6.

By the operator product expansion and renormaliztion group theory, the short dis-
tance corrections can be calculated to all orders in «. After the operator product expan-

sion, the effective Hamiltonian becomes

H§ff = %[qO,, +c_0_]

where O, are the four-quark operators

17
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Figure 2.6 (a) The effective charged current. (b) The effective neutral
current.

0, = %[(5 ")y (@d")y, £ (5'd")y (ic) ]

and c, are “Wilson coefficients”. In the leading log (LL) approximation

dt at
o, (u?) |26 | In(MF IAep) |2
CL = =
| a(MF) In(u? /A?cp )

where b = 11 — 2n;/3 and d, are the anomalous dimensions. Since d, = ~2d_, one obtains
the relation ¢, = 1/\[0__ . In the asymptotic limit, ¢, =c_=1,and H & reduces to H %3). Fig-

ure 2.7 plots ¢, and c_as a function of y; for g =m_=1.5 GeVick

¢, =0.74 c_=138

A calculation in the next-to-leading-log approximation suggests that further corrections to

¢ are smalll*!) When quark masses are taken into account the corrections are also small.

18
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Figure 2.7 The dependence of the Wilson coefficients ¢, and c_ on the
mass scale J.

o
pO
N [TTTTY

Expressing explicitly the charged and neutral currents terms, the effective Hamil-

tonian becomes

Hyff = %‘;—[01 (F'c)L (@d"), +cp(F'd') (), )

where
c1=(ce+c)2=127
cy=(c,—c)2=-0.53.

One effect of the QCD corrections to the weak Hamiltonian is an overall enhance-
ment of the nonleptonic widths (I'y) of the D mesons but no change in the semileptonic
widths (I's; ), if the soft gluon effects, such as hadronization, are neglected. This shift oc-
curs equally for all charmed mesons. Considering the Cabibbo allowed decays only, the

Spectator Model predicts the widths to be Iy, = 3 and Iy = I, resulting in the
semileptonic branching ratio

19
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B(D - I'X)=20%

with I'y being the muon decay rate scaled to the mass of the ¢ quark. With the effective

Hamiltonian the nonleptonic width is increased to

2¢2 + 2

L = 3( )1"0 =437

and the semileptonic branching ratio is correspondingly reduced to

B(D - I*X) = EEE{E?E_ =16%
Using the next-to-leading log values for ¢, and c_ and including phase space and radiative
gluon corrections, B(D — I'X) ~ (13-15) %. This result is to be compared with the experi-
mental values in Section 2-2.3; it is now closer to the average semileptonic branching ratio
of the D%, D* and D}.

2-2.6 Exclusive Two-body Hadronic D Decays--A Phenomenological
Approach

Most models on exclusive D decays are limited to the two-body modes PP, PV and
VYV, where P represents a pseudoscalar meson and V a vector meson. A wealth of informa-
tion from high precision, heavy quark experiments have disclosed that the exclusive de-
cays do appear to be dominated by two-body channels ahd these are largely of the classes
PP, PV and VV. A comparison with theory has provided a deeper understanding of the

weak decay mechanism in heavy quark physics.

The Factorization Hypothesis
One approach used by several authors to model heavy meson weak decays is to as-

sume that the long distance QCD effects occur largely in the initial and final state configu-
rations (Figure 2.8). This is referred to as the factorization hypothesis because it allows the

decay amplitudes to be written as a product of current matrix elements, e.g.

20
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Figure 2.8 The factorization hypothesis, demonstrated for D* — K°x*.

AD® = K 7" < (K- UulDO)x(n"V“IO). This is similar to the manner in which semilep-
tonic decay amplitudes are constructed; AD® = KTV o (I(“I.I‘LIDO)x(v,l;“(l—);)ll+ ).

Factorization occurs automatically for semileptonic decays since no strong coupling oc-

curs between the leptons and quarks.

The BSW Model
The model that has met the most success with the factorization hypothesis is the

model of Bauer, Stech and Wirbel (BSW){!#! Short distance effects are accounted for by
using the effective weak Hamiltonian, discussed in Section 2-2.5. The initial charmed me-
son and final two-body states, which absorb the long distance effects, are described by

harmonic oscillator wave functions.
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Consider the example, D* — K°#*, which when factorized, leads to the matrix ele-

ment

(Ron+|Hgff|D+) = %cos2ec[a1(1?0|(§c)L|D+)(n+|(ﬁd) L[0)

+ ay(KO|5d) | O) m+|(Gac) | )]
In the absence of hadronization and other long distance effects,

ay=c;+&cy ay=cy+ &cy

with &= 1/n_and n, = 3 is the number of colors. The terms proportional to £ in a; and a
arise from “color mismatched” contributions of the effective neutral and charged currents,
respectively, and are obtained by applying a Fierz transformation and dropping the result-

ing octet current component.

The current matrix elements with pseudoscalar mesons are defined as

(Pljylo) =—ifp Dy
2

’ M2 _M2r M _M2’
(P1J,,|D)=(d+p ——”—qz—’;q) @) + = 4uF(@)
n

The first matrix element describes pseudoscalar coupling to the vacuum; fp and p,, are, re-
spectively, the four-momentum and convchtional weak decay constant of the pseudoscalar
meson P. The second matrix element describes the hadronic current between the D and
pseudoscalar P’ mesons; d* and Mp (p** and Mp) are the four-momentum of the D(P’)
meson, g, = d, — p}, and Fy(q® and Fy(q®) are Lorentz invariant form factors which have

the relation F;(0) = F(0). In the case of vector mesons

(V|J,,|o) = e,FyMy
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/ 2 rw 1D v .
(V J#|D>= Mp +My. V(g?) Epypo € APV + i(Mp +My-)A(g?)ef
i 2iM,
A (@) dNd+V), - Y A3 (q2)(e"*d
M, + My, 5 (g% )(e™*-d)( D o 3(g*)(&*-d)qy

2iM, ,
+ =L 45(g2)(E - d)q,
q

where Fy is the decay constant for meson V and Ao(q%), A1(g?), A2(g?), As(g?) and V(g
are form factors which obey the relations A3(0) = Ap(0) and |

2My-A3(q?) = (Mp + My)A(g%) — (Mp — My )Ay(g?) ‘

My, v¥, and & (My-, v’¥, and €'#) are the mass, four-momentum and polarization vector of

V (V"). A single pole-dominance functional form is assurned for the form factors--e.g.

FOD"K )

DoK(2y= O 77
F5=%(g%) -,

in (K OU#ID'*)--and a relativistic harmonic oscillator model is used to evaluate the form

factors at g% =0.

BSW define three types of weak transitions: Class I which are proportional to
|a;}% Class I which are proportional to Ja,|% and Class Il which are proportional to
lai+ a,|?, where o varies for each mode and is found to be > 0 in most cases. Because of
the uncertainty in long distance effects, BSW treat a; and a; as free parameters which they
evaluate by fitting the predicted amplitudes for the D — Kz channels to the experimental-
ly measured branching fractions. Final state interactions are accounted for in an ad hoc

manner by using the isospin decomposition of the K7 states.

Under these assumptions, they obtain

a= 1.2 02=—O.5
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Table 2.3 Measured and predicted branching ratios for Cabibbo allowed
D — PP, PV, and VV decays.

Decay Mode Branching Fraction (%) | Ref. BSW BSW?
Class I
D K=t 4.240.4+0.4 24 6.0 4.7
Kp* 10.840.4%1.7 22 11 11
K*nt 53+0.4+£1.0 22 3.1 2.8
K*p* 6.2£2.3£2.0 23 21 17
Class II:
DO — K% 1.9%£0.4£1.7 62 0.8 2.1
K%° 0.8+0.1+0.5 22 0.3 0.3
K*020 2.640.3+0.7 22 1.0 1.3
K*0p° 1.940.3+0.7 23 1.9 5.8
Class III:
D*— K°n* 3.2+0.540.2 24 3.6 3.6
K%+ 6.9+0.8+2.3 22 15.1 15.1
K*n* 59+1.9+2.5 22 0.3 0.3
K*%pt 48+12+1.4 23 17 17
a. Corrected for isospin phase shifts.

If £ were 1/3, then a; = f.27 - £x0.53=1.09 and @, =-0.53 + £ x 1.27 =-0.11, i. e. they
find that effectively £ = 0 or n, — o, implying the “color mismatched” contribution can be
ignored. Another important result from these numbers is that a;/a; < 0. Among the Cabib-
bo allowed transitions, only the D* fall into Class III, namely |a;+aas)? =|a;—letla,l?,
and thus destructive interference in D* decays is manifestly present in the model. Table

2.3 compares predicted branching ratios against the measured values for Cabibbo allowed
D — PP, PV and VV decays. In the last column the predictions are recalculated to include

the isospin phase shifts determined from experiment. For most of the D — PP and PV
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Table 2.4 Branching Fractions in the BSW model for D — VV, using
experimental values of form factorsi?3!

Mode |Branching Fraction (%)| BSW0® | BSW1b | BSW2°
K*p* 6.2+2.342.0 17 4.7+1.6 8.013.1
K*0p° 1.9+0.3£0.7 5.8 6.1+2.3 10.4+4.3
K*0p 48+12+14 | 17 2.140.8 3.6+1.5

a. Using theoretical form factors.

b. Using form factors from E691, Reference [26].

¢. Using the E691 form factors after scaling by the square root of the Mark I D* — K*%"*v,
branching fraction, Reference [25].

decays, the numbers are in reasonable agreement. Recall, however, that three channels

were used to determine a; and a;.

For D — VV the model tends to overestimate the branching ratios. This problem,
however, may be due not so much with the factorization ansatz as with the choice of form
factors, which are another critical hypothesis of this model. Form factors have been treat-
ed theoretically by several authors and found to vary as much as 30-40% When the theo-
retical form factors calculated for these modes are replaced by experimentally measured
form factors, obtained independently from studies of semileptonic decays:,t better agree-
ment is found (Tablc 2.4)

Overall, the BSW model obtains a smaller hadronic width for the D* than the Do
This result suggests that the lifetime difference can be explained largely by interference

effects in the D* decays.

1 Specifically, the form factors are derived from the experimental measurements of D* — K*%+v, including
the K* polarization. There has been some experimental uncertainty; Mark IT measurements!2) disagree
with those from E691 at Fermilab!2%) The form factors used in this test are from the latter experiment.
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2-2.7 Exclusive Two-body Hadronic D Decays--More Fundamental
Approaches

The 1/n, Expansion
Buras, Gérard and Riickl?”] have applied the 1/n, expansion to two-body charm

decays and have developed a diagrammatic scheme to determine the order to which a par-
ticular decay diagram will contribute in 1/n.. Again the effecﬁve Hamiltonian is used, and
the expansion is performed on the hadronic matrix elements {final| H§fID), where {final]

represents a given final state. They find that

1) Mesons are represented by their valence quarks to leading order.

2) All leading order contributions to the hadronic matrix elements are fac-
torizable into current matrix elements. However, not all factorizable
terms enter to leading order.

3) Final state interactions enter as next-to-leading order contributions.

The counting rules are given in Figure 2.9. Again taking D* - KO+ as an exam-
ple, the leading and some next-to-leading diagrams for this decay are shown in Figure
2.10. In calculating the hadronic matrix element, the procedure then is to consider all

terms up to some order in 1/n.. Buras et al. keep only the leading terms:

(Rox+|Hgff|D+) = %coszec[cl(l?f)kic) L|D* X #*|(@d), |0)

+ ¢ (RO|G)|O) (@) [D*)]

This matrix element is the same as that obtained by the BSW model, if a; =¢; and a5 =
co; the 1/n; expansion therefore gives a justification argument for & = O obtained in the
phenomenological fit of BSW. Current matrix elements are evaluated as in the BSW mod-

el, with the exception that Buras ef al. normalize all form factors to one at =0

In predicting the exclusive decay branching ratios, 1/n; expansion approach is not
as successful as the BSW model, due in part to the fact that final state interactions and

26



Chapter 2: Theory and Motivation for Analysis

quark = -> gluon = VOUVYUVUY meson =X
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Figure 2.9 Counting rules in the 1/n; expansion.

W-exchange diagrams do not enter at leading order. As with the BSW model, it also relies
phenomenologically on form factors. However, the predictions by Buras et al. can in prin-

ciple be improved by considering higher corrections in the expansion.

QCD Sum Rules
Blok and Shifman (BS) have taken a more fundamental approach by applying

QCD sum rules to nonleptonic weak decays of the charmed mesons!?®! Their objective
was to calculate the two-body amplitudes, including specifically the non-factorizable
parts, which have been ignored in the BSW model and dropped in the 1/n; approach. They
find that the non-factorizable parts are parametrized by three universal numbers (My, M
and M3)
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Figure 2.10 Leading and next-to-leading diagrams for D* — K%z*.

A=Apy + 23: oM,
i=1
where A is the total amplitude, Ag,; is the factorizable contribution and the coefficients ¢
depend on the quark content of the mesons. The M; parameters correspond to the quark an-
nihilation diagrain and the non-factorizable parts of the two spectator diagrams in the My,
— oo limit. BS calculated the M;’s for the D — PP and PV decays (six numbers total).

BS find for most decays that the non-factorizable contribution nearly cancels with
the terms proportional to 1/n, in Ag,, thus providing a possible explanation why &= 0 in
the BSW model and a justification for only considering the leading-order terms in the 1/n,
expansion approach. Interference is present in the model since Ag,, is calculated in general
factorization approach. They also find that the annihilation mechanism is not compensat-

ed, inducing an approximately 20% increase in the DO nonleptonic width. This would
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further decrease the semileptonic branching fractions from the predictions that were ob-

tained using only the QCD-corrected spectator model, making them agree more closely
with experiment. This annihilation contribution in principle includes final state interac-
tions such as channel mixing and rescatteringl?” For D% —» K 0¢, BS obtain a branching ra-

tion of 1.3 %, to be compared with the experimental number 0.99:0.24+0.14 %30

The Heavy Quark Approximation

Over the last few years, much interest and activity has arisen in the area of the “ef-

,,,,,, T3 ) I o TR RN S T . St & ST R T U TN
4 11€ A1SCuss10n NEre 1IoHows e CXCCUCNt IEVIEW 111 KCICT-

ence [32].
The basic ansatz of the theory is to expand QCD in powers of 1/mgq, where my is

the mass of a heavy quark (c or b). In the limit mg — o, hadronic structure becomes flavor

and spin independent, resulting in an SU(4) symmetry:
bT, bd, cT, cd = SU@gayor.spin

The heavy quark then becomes a static source of color fields, and the internal dynamics in-
volving the gluons and light quarks becomes independent of the mass and spin of the
heavy quark. Hadrons with different spin, e. g. D and D*, become degenerate states, and
the mass splittings arise from perturbative effects in 1/mg. An analogy can be drawn from
the picture of the atom in non-relativistic quantum mechanicsi>3 The heavy quark is akin
to the atomic nucleus, QCD interactions to electromagnetic interactions, and the light
- quark degrees of freedom to the electrons and the electromagnetic field. If the nucleus has
spin S, the atomic states then have a degeneracy of 25 + 1. This degeneracy is lifted by the
hyperfine structure, which enters at m,/my, where m, is the electron mass and my is the

mass of the nucleus.

The heavy quark effective Lagrangian is
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Lpg = hOivED, kP + vk D, KO + O(1img)

which together with the QCD lagrangian for the gluons and light quarks describes the
structures of hadrons. It is derived from the Dirac Lagrangian as follows. In the rest frame
of a D meson, the heavy charm quark wave function would have a component proportion-

al to the four-spinor eigenstate

2®
E+m ;
(s) — (4 i e i(prx,)
© 2E op x®
+m,

where x® is a two component spinor, p* = (E, p) is the four-momentum of the charm
quark and o; are the Pauli spin matrices. In the large m; limit, E — m,, normalization is

unity and the lower component vanishes. In effect u® is being applied by the projection

operator

() )

(-

where ¥ is the “time” Dirac matrix. A general Lorentz frame is characterized by its

four-velocity

el )

To boost to this frame the projection operator is first made Lorentz invariant

()-(5)
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where ¥ = y,v#,and
o iPPx,) = gmilmvex,)

is already invariant. A new field is then defined with the leading mass dependence factored

out

U ~ (l_i'éﬁ).)ugs) = im0 ()

Given the Dirac equation

LDirac = Vp(D ~mp) Yy, + W (D —m )y,
one is then left with the algebra to obtain Lyq

The theory is just beginning to be tested. The spin symmetry has been tested by re-
lating B — Devto B — D*ev and comparing predicted polarization quantities with exper-
iment; agreement within the large experimental errors is found. The flavor symmetry has
also been tested by relating the decay constants fp, and fg and comparing results with lat-
tice QCD calculations. The test here was less successful, the methods differed by a factor
of 2-3. This may indicate that the charm quark is not massive enough, and higher order
terms in the 1/m; expansion need to be considered. More tests are needed. If the theory can
be applied to the charm regime, it would be a powerful tool in improving the level of un-
derstanding of D physics. |

2-3 Doubly Cabibbo Suppressed Decays

2-3.1 Introduction
This dissertation will explore the processes designated as doubly Cabibbo sup-

pressed decays. These decays occur with two factors of sinf, in the weak transition (Fig-

ure 2.11) and are therefore expected to be suppressed by ~3x1073 in rate. Using the naive
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Figure 2.11 Doubly Cabibbo suppressed decays.

non-QCD corrected Spectator Model, one would argue that, for example, the doubly
Cabibbo suppressed PP decay, D* — K* 2%, has a branching fraction of

B(D* - K+x0) = —;—B(D*" — KOz+)xtan46, =~ 4x10-3%

where the phase space corrections have been ignored. In the Mark II data set analyzed in
this thesis, that number would correspond to 1.7 K*20 produced events. It will be argued
in the balance of this chapter, however, that while the amplitudes for Cabibbo allowed D™
decays are suppressed by the effects of interference (Section 2-2.4, Section 2-2.6), this is
not the case for D* doubly Cabibbo suppressed decays, making the experimental detection

of these decays accessible.

2-3.2 Motivation for Studying D* Doubly Cabibbo Suppressed Decays
In the first half of this chapter destructive interference has been argued as the pos-

sible driving mechanism behind the lifetime difference between the D* and the D° and D}
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mesons. Some compelling experimental evidence--the singly Cabibbo suppressed branch-
ing fractions B(D* — K°K*) and B(D* — n°n*)--and theoretical evidence--the BSW mod-
el--for that process were discussed. Required now, experimentally, are additional
signatures for interference in other exclusive D decays, and for that one turns to the doubly

Cabibbo suppressed D* channels.

In all D* doubly Cabibbo suppressed decays, no identical quarks arise in the final
state, as Figure 2.11 shows when g = d. Therefore, destructive interference cannot occur
in those channels. If, however, interference is a dominant éffcct in the Cabibbo allowed
decays, the relative weight of doubly Cabibbo suppressed decays could be enhanced. This
effect would be reflected through the parameter

AD - DCSD), 1 '
A(D — CAD) ~ tan26,

p=

where DCSD represents a doubly Cabibbo suppressed channel and CAD the correspond-
ing Cabibbo allowed channel. Interference would suppress the denominator, thus increas-

ing the p parameters relative to their Spectator Model predictions.

Bigi®! has demonstrated this enhancement by applying the 1/n; expansion ap-
proach to obtain numbers for D* | p|? parameters. His predictions are given in Table 2.5,
showing thaf some parameters are as large as approximately 20. Both the numerator and
denominator are from theory; the Cabibbo allowed experimental measurements are not
used. The ranges reflect theoretical uncertainty; in the model, interference strongly sup-
presses D* — K*Ox* (in the denominators of | p Kwo,,l2 and | pge0 1), and it is sensitive to
the model parameters. Included in the table for comparison are the Spectator Model pre-

dictions.

It is also instructive to compare predictions for D? doubly Cabibbo suppressed de-

cays (Table 2.5) against the numbers for the D™ doubly Cabibbo suppressed decays.
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Table 2.5 Theoretical predictions for D* | p|? parameters.

—12 . .a | Spectator
lpl Bigh" | "Model
_ B(D* — K+1%) 1
1Pt = 2 ) x 3 0.5

~ B(D+ - KOr*)  tan6,

[Prwaft = 22 K0T 5-11 1.0
Keal T BD* 5> K*n) tan®6, '

Pl = BD* 5 K*a%) 1 125 0s
%* = —— -
Kl B+ > K*0 )" tan6, ’

S VNS [
Prel =B+ >Ko%*) w9, | '
a. Reference [34].

Table 2.6 Theoretical predictions for D° | p|2 parameters.

-2 . .a | Spectator
1Pl Bigi Model

IE |2=B(D°—>K+1r—)>< 1 ) L0
kml = B(DO 5 K-n+) " tant6, ‘

5 2_BO—K+p) 1

- 12 B(DO — K*¥t 1) 1
= X .
[P ‘?*”I BDO > Ke 1) w0, | 10
a. Reference [34].

Enhancements are also found for the D° p parameters, albeit not as large. Interference

cannot influence either the D? Cabibbo allowed or doubly Cabibbo suppressed decays, and
the increase here over Spectator Model predictions is found to arise largely from SU(3)
symmetry breaking effects--e. g. fx/f = 1.22. Breaking in SU(6) symmetry is behind the

suppression of D® = K*n~and D* — K*p°
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Thus presented herein are searches for D doubly Cabibbo suppressed decays in

the 9.56 pb~! data sample of e*e~ annihilation events collected near the y(3770) resonance
with the Mark II detector at the SPEAR storage ring, at the Stanford Linear Accelerator
Center. These searches are performed foremost to provide an additional probe into the
possible phenomena of destructive interference in the D* decays. The specific modes
searched for are

« D* - K*m~m* (which consists of D¥ — K*p0, K*0z* and K*n~nt

nonresonant)

« D* > K*n°

o DY 5 K*n0
The results will be used to test the theoretical predictions for the l[—)l2 parameters in Table
2.5. Other doubly Cabibbo suppressed modes, D+ — K+ and K %*, cannot be studied

experimentally due to the confusion with the Cabibbo allowed modes, D* — KOz* and
K°*, when both K9 and K° decay via the weak eigenstates K$ and K 9.

Using Bigi’s predictions, the numbers of produced doubly Cabibbo suppressed
events expected in the Mark III data set are 5.1 for D* — K*#0, 32-70 for D* — K*x*,
76-160 for D* —» K *+70 and 2.6 for D* — K *pO. These decays may therefore be observ-
able in this expériment.

2-3.3 The Current Experimental Status of Doubly Cabibbo Suppi'essed
Decays

To date only one study has been performed experimentally for D* doubly Cabibbo
suppressed decays. The SLAC-LBL Collaboration®! at SPEAR searched for D* —
K*n~n* inclusively in 1.27 pb™! and 1.63 pb~! of data collected, réspectively, at Vs =
4.03 and 4.41 GeV. They observed 0.0%3 events over the combinatoric background with

an efficiency of 0.16+0.03 and placed a 90% confidence level upper limits of <0.02 on



Chapter 2: Theory and Motivation for Analysis

6-B(D* = K*m~x*) and <0.05 on BO* — K*n~n*)B(D* - K-a*n*)M This result

corresponds to

| Pl ><19 at 90% confidence level.

Considerably more research has been done for D° doubly Cabibbo suppressed de-
cays by virtue of searching for D%-D° mixing. Mixing in the K°-K°, D%-D°, B§-BJ and
B9 BYsystems arises when the eigenstates of the flavor conserving strong and electromag-
netic interactions, which produce the particles, are not eigenstates of the weak interac-
tions, which cause the decay of the particles. Thus a particle produced as a D, containing
a ¢ quark, can decay into a state characteristic of a DY, containing a ¢ quark. If CP is con-
served in the D%-DY system, the two weak eigenstates are

|D,) = —=[|D°) +|5°)]

2
.= 75[1p%)-|5°)]

characterized by even and odd CP, a mass difference Am =m, — m_ and width difference

AI=T, — I'. A state prepared as |[D°) at ¢ =0 evolves as

|Do) = [e"""*f'"’zi' +e-""u-zz=‘]|z)0) + %[e"""*'_%t' —e-"'"—'*’T"]|50)

1
2

With the dimensionless variables

Am Al
x —
r

the amount of mixing is usually defined by the parameter
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Figure 2.12 Box diagrams leading to D%-D? mixing.
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At the quark level, D%-D° mixing is a second order weak process represented by the box

diagrams in Figure 2.12. In the Standard Model the effect of mixing from these diagrams
is estimated to be small, r = 10°36] largely because AI"' < Am in the D%-D? and
Am o< fp(m2 —m})tan26, vanishes in the SU(3) symmetry limit. Long distance effects,
involving intermediate states such as KK and 7z, may enhance mixing to as much as r =

10731371 Physics outside the Standard Model could also enlarge r through extra box dia-

grams or first order flavor changing neutral currents.
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Figure 2.13 D° — K*n~ produced by (a) D%-D° mixing and (b) D°
doubly Cabibbo suppressed decays.

However, D° doubly Cabibbo suppressed decays are an unavoidable background
in studies of D%-D? mixing, As shown in Figure 2.13, these decays produce the same final
state as D°—j15° Mg, when the latter are searched for in nonleptonic final states. One
way to avoid this problem is to study mixing by the lepton tag method, where the sign of a
lepton in the decay of a D marks the charm quantum number of the original meson.

Another approach to handling the backgrouhd from doubly Cabibbo suppressed

decays is to take advantage of the time dependence of D°-D° mixing. For example, the

time evolution for D® — K*7 is given by[3®l:
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2
Rate(DO(t) —» K*n—) oc eI [(—I}) (x2+y2) + IEK,,IZtan“Gc
+ yItan? GcRe(-i-'-—aﬁK,,)
-&

1+
- thtanZGC ITEPK”)]

where CP violation has been include in the € parameter. The first term is due to mixing and
is proportional to #2¢ 1%, The second term is due to doubly Cabibbo suppressed decays and
is proportional to the usual ¢ ™%, The third and fourth terms account for possible interfer-
ence between mixing and doubly Cabibbo suppressed amplitudes. At sufficiently large de-

cay times, therefore, mixing will dominate.

This approach was taken by the photoproduction experiment E691 at Fermilabl>®!

The D%s are observed through the reactions

y+Be - D*+X
NS poe
k K nt, K ntnn* (right-sign)
K*m, K*nntn (wrong-sign)

where the z* from the D ** tags the charm of the D°. With the time cut ¢ > 0.88 ps, they
plot for the rcmé.irﬁng events the available energy Q versus the invariant mass My,, of the
K 7 or K wrem combinations and find in the signal regions one event for D° — K*#~ with an
estimated background of 2.7 events and two events for D — K+~ ' % consistent with
background. Through a maximum likelihood fit using the Q, M, and ¢ values for each
event in a function describing the known dependence on these quantities for normal de-
cays, mixing decays and doubly Cabibbo suppressed decays, they obtain an upper limit on
mixing of r < 3.7x107 at 90% confidence level and upper limits on the doubly Cabibbo

suppressed parameters | pg,| and | pxnml OF:
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|5Knl2 <57

| Promd®<6.8  at90% C. L.
for tan@, = 0.2267. These limits are to be compared with the predictions in Table 2.5.

This experiment“” has also studied D%-D° mixing by observing hadronic and

semileptonic modes of the D through the reactions

e'e” — w(3770) — D°DO
K7, K nrm, K wnl, Kev, K v
K7, K nnm, K nnl, Kev, K v

The exclusive final states are kinematically fitted to the hypothesis e*e™ — XOMXM) =
(mode 1, mode 2), where M is a parameter of the fit and not constrained to the DO mass.
Since D’s with charm C = +1 typically decay to final states with strangeness S = —1, the
vast majority of D°D events have a final states with net S =0. D’s which decay by mixing
or a doubly Cabibbo suppressed transition produce S = +1 states, and the events with these
decays will have final states with a net S = +2.

Because the D’s are produced near threshold at the y(3770), they are nearly at rest
and time evolution can not be utilized in this analysis to reduce the background from dou-
bly Cabibbc; suppressed decays. One solution to the problem to consider only the events
where both D’s decay semileptonically. Another is to search for events where both D’s de-
cay to identical two-body final states. Doubly Cabibbo suppressed decays cannot contrib-
ute to such final states, a fact which follows from a quantum statistical argument due to
Yamamoto#!! and Bigi and Sandai? Here the argument is specialized to the case D°D°
> K" Since the y(3770) is a spin one object, the two D mesons, each with spin zero,
must be produced in a relative p wave state. In turn each K~#* pair must be in a relative s
wave state in order that the net spin be zero, and they can therefore be viewed as identical

bosons. However, Bose-Einstein statistics require that these bosons have symmetric wave
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Figure 2.14 Mass distributions of the S=0 and S =12 events observed in

the Mark III experiment.

functions. Such final states cannot therefore be generated by doubly Cabibbo suppressed

decays.

From the analysis, this experiment observes 224 events with S = 0 final states,

whereas it observes three events with S = +2 final states; the distributions are shown in

Figure 2.14. Two of the § =2 events are reconstructed in the final states X *2* 10 versus

K*z* 70, and a Dalitz plot analysis finds one to be consistent with K"p* versus K~p* and
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the other consistent with K*070 versus K*020 (D9 — K-n*2° decays are dominated by the
DO — kp* and K*O20 channels; confer Table 2.3). The third event is observed in the final

state K" versus K~ nC. The expected background is 0.4+0.1 events, largely due to S =
0 events with particle misidentification. In the limiting case where the events are all due to
mixing, a maximum likelihood analysis finds r = 1.24£0.6% or r > 4x 1073, If instead the
E691 limit is assumed to be valid for mixing and PEnn® >> Pgr is assumed, then | p kool

=T7+4 or

| Prmol? > 1.9 at90% C. L.

This lower limit is to be comparéd with the predictions in Table 2.5 for |p Kpl2 and
| Presl’

Finally, the CLEO Collaborationt*?! at CESR has searched for the decays D° —
K*n and K*nn* 7 as evidence for either mixing or double Cabibbo suppressed decays;

no attemnpt was made to distinguish the two. Right- and wrong-sign candidates were iden-
tified through the decays

D** — D
kK nt K ntnnt (right-sign)
K, K natn (wrong-sign)

with stringent cuts applied to reduce all background. No statistically significant signals
were observed for either D® — K*# or K*w ' n , placing 90 % confidence level limits of
<4.3 and <6.5 events, respectively. With 420121 events and 393120 events observed, re-
spectively, for D° — K~n+ and K~#*a#*, they obtain the limits B(D® — K*z")/B(D° —
K~*) <0.011 and B(D® = K*n nt2")/B(D° = K ~n*n~7*) < 0.018. These results give

| Pgal® <42

| Pkmml><6.8  at90% C.L.
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which are small improvements over the E691 results. The results also support the E691

limit on mixing.

In summary, the present data on doubly Cabibbo suppressed decays, and D%-D 0
mixing, is rather sparse; no unambiguous evidence has been found for any of these pro-
cesses. Results from E691 and CLEO find mixing to be small, suggesting that the three S =
+2 events observed by Mark III are due to D® doubly Cabibbo suppressed decays with
| Pxmo)® > 1.9. This result further motivates the searches discussed in the remainder of this
thesis; the need to understand | p |2 for doubly Cabibbo suppressed decays, as it influences
our understanding and interpretations of mixing, provides further motivation for a search

for these decays in the D* sector, wherein mixing cannot occur.



Chapter 3

The Mark III Detector and Data Processing

31 Introduction
The studies presented in this thesis use data collected by the Mark Il detectort*]

the third solenoidal, general purpose detector designed for physics at the electron positron
storage ring SPEAR (Figure 3.1). The primary objective of the experiment is to study and
measure exclusive final states of charmonium and the charmed mesons produced from
e*e” collisions in the 3 to 5 GeV center-of-mass energy range. Optimization of the detec-
tor involved (1) good solid angle coverage to detect particles efficiently, (2) good particle
identification to distinguish e’s, u’s, #’s and K’s and (3) high detection efficiency for low

momentumn photons, originating, for example, from low momentum a2,

The detector, shown in Figure 3.2, was located in the West Pit of SPEAR. Closest
to the interaction point is a beryllium beam pipe 15cm in diameter with 1.5mm thick
walls. Surrounding the beam pipe is the inner trigger chamber, also referred to as Layer 1,
used in the particle tracking and trigger systems. After it is the main drift chamber[4] pro-
viding the major traclcing information and dE/dx information for particle identification.
Surrounding the main drift chamber is a series of 48 scintillation counters which make up
the‘ time-of-flight system{*® used for most of the particle identification. The electromag-
netic calorimetry is divided into a barrel section*”] lying beyond the time-of-flight
counters and two endcap sectionst*®! The calorimetry is located inside the aluminum mag-
net coil, which supplies a nearly constant 0.4 Tesla B-field throughout the main drift
chamber for measuring track momenta. Finally, two layers of muon counters make up the
outermost detector system. The readout electronics for the various systems contain sample
and hold circuits for temporary analog storage and microprocessor-controlled analog to

a4
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Figure 3.1 The electron positron storage ring SPEAR.

digital converters?! or BADC's, for digitization and online data calibration such as ped-
estal subtraction. Corrected data are read out and stored to tape by a dedicated VAX

11/780 computer. A hardware trigger system®™" provides interrupts to allow time for log-
ging data and rejects backgrounds from cosmic rays and beam-gas scattering.

The analysis in this thesis uses the Mark III y(3770) data samples and relies on the

following detector components:

« the inner trigger chamber for charged track momenta;

« the main drift chamber for charged track momenta and for particle identi-
fication of low angle tracks;

« the time-of-flight system for particle identification;
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» the electromagnetic shower counters for photon detection and 0 recon-
struction.

This chapter discusses in more detail these detector systems and their performance. This
chapter also discusses the processing of the “raw” data collected with those systems and

the preliminary event selection.

3-2 Overview of the Mark III Detector
3-2.1 The Inner Trigger Chamber

A precursor to today’s vertex detectors, the inner trigger chamber, or Layer 1, pro-
vides tracking information close to the interaction region and therefore defines the loca-
tion and time of the interactions. It is a small cylindrical drift chamber with an inner radius
of 9.2 cm, an outer radius of 13.7 cm and a length of 110 cm; the coverage is 98% of 47
steradians. The chamber consists of four concentric planes of wires, divided into 32 drift
cells. A drift cell is defined by one 38 um stainless steel sense wire bordered on each side
by 178 um BeCu field wires. An end view is illustrated in Figure 3.3.

Each plane is staggered by half a cell relative to adjacent planes to provide a more
efficient configuration for the trigger system. Tracks radiating from the interaction region
will have different ionization drift times in the cells due to their orientation. However, as
shown in Figurc. 3.3, the sum of drift times in neighboring cells of adjacent layers is nearly
constant and eqﬁal to the maximum drift time in a single cell, ~250 ns. To obtain the sum
in drift times, discriminated signals from neighboring cells in the first two planes of Layer
1 are transmitted into the opposite ends of a tapped delay line chronotron circuit®!! The to-
tal drift time is determined by the coincidence circuit where the signals met. This scheme
allowed the trigger system to use only a ~100 ns gate instead of the full 250 ns for the
physics events.With beam crossings at SPEAR occurring every 780 ns, this reduced the

total cosmic ray triggers by approximately a factor of 8.

The gas used in the chamber was a mixture of 70% argon and 30% ethane.
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Figure 3.3 The transverse view of the inner trigger chamber.

3-2.2 The Main Drift Chamber _
The main drift chamber is divided into two sections as shown in Figure 3.4. The

inner region, referred to as Layer 2, contains sense wires at high density for tracking, mo-
mentum resolution and dE/dx measurement. The outer section contains Layers 3 through
8, which provide further tracking information, including 2 information. The main drift
chamber extends in radius from 14.47 cm out to 114.26 cm. In length, layers 3 through 8
are 238.8 cm, while layer 2 is only 182.9 cm; the indentation is needed for the compensat-

ing magnets.

Layer 2 is made up of 32 axial cells, each containing thirteen 20m diameter tung-
sten sense wires bounded radially by two 57um diameter stainless steel guard wires. The
cells are separated azimuthally by 15 field shaping wires made from 175 diameter BeCu.

+ The Mark Il coordinate system is defined in relation to the SPEAR ring: the positive z axis is in the ¢*
beam direction, the positive x axis points toward the center of the ring, and the y axis points upward. The &~
and e* beams circulate clockwise and counter-clockwise, respectively, as view from above.
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Figure 3.4 An axial view of 1/16th of the main drift chamber. The large
dots, small dots and open circles represent the field wires, the sense wires
and the guard wires, respectively.

The reasons for the high density of wires in this region are two-fold: (1) to obtain good
resolution of displaced vertices from neutral particles such as A’s and K¥’s and (2) to ex-
tract information on the energy deposition of the steeply-dipped charged tracks. This latter
" information is obtained by operating the sense wires at low gas gain and reading out the
signal pulse heights over a 1 us gate. The sense wires are staggered by £150 um with re-
spect to the cell centers to resolve the ambiguity which arises when determining through

which cell half a track has passed. This ambiguity is discussed further below in the discus-
sion of the other drift chamber layers.

Layers 3 through 8 are divided into N X 16 cells, where N is the layer number. This
design makes each cell approximately equal in size. Each cell contains three 20 ym diam-
eter tungsten sense wires and two 57um diameter stainless steel guard wires which

radially bound the sense wires. The cells are separated azimuthally by an equal number of
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Figure 3.5 A distribution of A = g5 [(#) + #3)/2 — #;] averaged over all
cells in Layer 5. The two peaks correspond to tracks traversing the left and
right halves of a cell, while the valley between them corresponds to tracks
crossing a cell center.

175 diameter BeCu field wires. To obtain z information, Layers 4 and 6 were strung at ste-
reo angles 7.7° and —9.0°, respectively. Additional z information is obtained from Layers
3, 5 and 7 by charge division in the guard wires.

The gas initially used for the chamber was a mixture of 89% argon, 10% CO, and
1% methane. Din'ing later runs water vapor was added to prolong the lifetime of the cham-
ber.

Similar to the cell design for Layer 2, the three sense wires in each cell of Layers 3
through 8 are staggered by 400 um to resolve the left-right ambiguity. Without the stag-
ger, the cells would be symmetric axially, leaving the determination of which cell half a
parﬁcle has passed through for the offline track fitting algorithm. With the stagger the am-

biguity can be resolved by calculating the quantity
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stz

where Uy is the drift velocity and t;, 1, and ¢; are the measured times on the three sense
wires. The sign of A determines through which half of the cell the particle has passed. AA
distribution is shown in Figure 3.5, where the two peaks corresponding to the left and right

sides of a cell are cleanly resolved.

3-2.3 The Time-of-Flight System
The time-of-flight system consists of 48 scintillator counters 15.6cm wide, Scm

thick and 3.2m long, mounted parallel to the beam at a radius of 1.2m, thus providing a
coverage of 80% of 4 steradians. Light generated from a particle traversing a counter is
transmitted to the ends of the scintillator and fed by light guides into XP2020 photomulti-

plier tubes. The time-of-flight system is illustrated in Figure 3.6.
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The time measurements are made relative to a beam crossing signal defined via
pick-off electrodes in the storage ring. Discriminators measure times at the total pulse
height and at two thresholds. An online calibration system consists of a pulser with vari-
able voltage for calibrating the electronics and a N, laser system for calibrating the entire

time-of-flight system.

3-2.4 The Shower Counters
One of the features that distinguished the Mark IIT from its predecessors was the

electromagnetic calorimeter, or shower counter system, situated inside the magnetic coil.
This configuration dramatically reduced the amount of material which interfered with low
energy electron and photon detcctioh. The system is a sampling calorimeter with propor-
tional wire readout. Three sections, a barrel and two endcaps, provide a solid angle cover-

age of 94% of 4z steradians.

In the barrel shower counter, the radiator is a lead alloy of 6% antimony and 94%
lead, while the ionizing medium is a gas mixture of 20% methane and 80% argon. The gas
fills twenty-four layers of proportional cells, 1.27 cm thick. Each layer contains 360 cells
circumreferentially, divided by I-shaped aluminum barriers. In each cell, an aluminum
wire axially strung collects the deposited charge. Lead alloy sheets with a thickness of
0.28 cm, or 1/2 a radiation length, separate the 24 layers of proportional cells. Each of the
lead sheets were fabricated in 10 azimuthal pieces and mounted on an aluminum spool
2.52 m in diameter and 3.85 m in length. Radial support is provided by five, longitudinally

positioned alaminum ribs. Figure 3.7 shows the design of the barrel shower counter.

The endcap shower counters have a design similar to the barrel: 24 layers of pro-

portional cells 1.17cm thick separated by 1/2 radiation length lead. In the endcaps, the

proportional cells run vertically. To fit around the compensator magnets each endcap is di-

vided into five sections as shown in Figure 3.8.

52



Chapter 3: The Mark lil Detector and Data Processing

5 Ribs with

Pans!

\ (pictorial of 5 )
\\outof 32 cells

A-t-ﬁocms ! /Cﬁm /
1
}‘ é ‘

Figure 3.7 The barrel shower counter.

The wires in the first six layers of the barrel and endcap shower counters are read
out individually to achieve maximum efficiency and resolution for low energy photons.
Subsequent layers are readout in radial groups of three. Both ends of the wires are readout

to obtain z information through charge division.

3-2.5 The Trigger
The trigger system for the Mark IIT uses information from the drift chamber and

the time-of-flight system to discriminate physics events from the cosmic and beam gas
backgrounds. Since the beams at SPEAR cross every 780 ns, the trigger makes decisions
on two levels—-Level 1 and Level 2--to minimize dead time. Failure to satisfy the trigger
criteria at either level causes the electronics to be reset for the next beam crossing. Thirty

milliseconds are required to read out the electronics when the trigger criteria is satisfied.
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Figure 3.8 An endcap shower counter.

The Level 1 trigger can look for six different event configurations simultaneously.
For the y(3770) data runs, the “one-track” and “two-track™ trigger configurations7 were
enabled. The two-track trigger required two chronotron hits from Layer 1, while the one-
track trigg& required at least one chronotron hit in Layer 1 and a hit in a time-of-flight
counter. The decision is made within 590 ns after the beam crossing, allowing enough
time, should an event fail, for the capacitors in the sample and hold electronics to dis-
charge before the next crossing. If an event satisfies the trigger criteria, the next beam

crossing is sacrificed to allow time for the Level 2 trigger to process the event.

In the Level 2 trigger, rudimentary track reconstruction is performed with hits
from drift chamber layers 1, 3 and 5. A circular track is defined by a coincidence between
a cell in layer 5 and groups of cells in layers 1 and 3. These group patterns are identified by
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Figure 3.9 The Level 2 trigger track finding scheme.

80 programmable array logic IC’s running in parallel; see Figure 3.9. The one-track trig-
ger required only one of these group pattems, while the two-track trigger required two.

The trigger rate at the Y(3770) was 3.5 Hz with the Level 2 trigger. This rate re-
sulted in a 10% dead time. Analysis of data taken at the Y(3680) determined that the trig-
ger efficiency is 97%.

3-3 Offline Data Processing

3-3.1 The y»(3770) Data Samples
Figure 3.10 shows the e*e™ hadronic cross section as a function of /5 around the

charm threshold region. Lying ~40 MeV above the DOD® and D*D~ thresholds, the

w(3770) resonance, also called the ¥, has been established to be an unbound state of

charm and anticharm with J® = 1. It resides below the D D* and D*D* thresholds,
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decaying dominantly to D°D° and D*D ~% The D’s are consequently produced
monochromatically, with total momenta of Pj,o = 270 MeV/c and P+ = 242 MeV/c. These
kinematic properties have been exploited to obtain the model-independent D production

cross section measurements, Opo = 5.8+0.5+0.6nb and 0p+ = 4.24+0.6+0.3nbl24!

The Mark IIT y(3770) data sample was taken during three separate running peri-
ods: in the fall of 1982, the spring of 1983 and the spring of 1984. The total integrated lu-
minosity, as determined from the observed numbers of wide-angle Bhabha and dimuon
events, is 9.56 pbl with a systematic error of 0.48pb’l. With this luminosity,
27700£2400+2600 DOD° pairs and 20300+ 2900+1100 D*D ™ pairs are estimated to
have been produced. '

3-3.2 The Filter
Although the Mark IIT trigger discriminates against events produced by beam gas

and cosmic rays, a considerable number of these backgrounds are still logged with the in-
teresting e*e™ data; for the y(3770) ~50% of the triggered events are from beam gas,
~40% from cosmics and only ~1% from e*e™ interactions. To purify the sample and facil-
itate the offline data reconstruction, the raw data is processed by a filter program{®? which
classifies events as Bhabhas, dimuons, hadrons, cosmic rays or “junk” and discards events
under the latter two classifications. The program first uses information from the time-of-
flight and muon counters to distinguish dimuon events from cosmic ray events. If then ex-
amines the shower counter response and labels the events as Bhabha, hadronic, cosmic or
junk based on the number of showers, the shower energy distribution and the total shower
energy. Before rejection, cosmic and junk events are subjected to a fast track finding algo-

rithm; an event is retained if it satisfies a loose set of criteria for track multiplicities and to-

pologies. The efficiency of the filter program for retaining e*e~ events is determined to be

t Some evidence exists for non-DD and non-charm decays. See, for example, Y. Zhu, Ph.D. thesis, Califor-
nia Institute of Technology (1988).
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Figure 3.10 The charm sector showing the J/y; y(3680), w(3770),
w(4040) and y(4160) resonances. Also shown are the various D D,DD*
and D *D* thresholds.

better than 99 %, based on checks which included scanning visually large samples of re-

jected events and varying the selection requirements.

3-3.3 Event Reconstruction

Drift Chamber Reconstruction
Charged particle trajectories in the drift chambers are found and fit by a fast, effi-

cient track recognition algorithm{33! The reconstruction is performed in four stages:

1) The first stage uses a non-numeric pattern recognition algorithm mod-
elled after the online track finding trigger processor (see Section 3-2.5).
Cell hits in the 7-¢ plane are registered in bit arrays. The arrays are then
compared to a dictionary of 12832 possible hit patterns which would be
produced by track from the event origin possessing a transverse mo-
mentum greater than 50 MeV/c.
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2) At the second stage drift time information is used. Different tracks can
lead to identical hit patterns, particularly when hit information is miss-
ing for a given layer. These ambiguities are resolved by analyzing local
drift cell information, including track direction, curvature, and left-
right cell location. In a few cases an approximate non-iterative circular
fit is necessary to finally resolve the ambiguities. After all tracks are de-
termined, the drift cell information and fast circle fit parameters are
cached for the full helix fit.

3) The third stage involves z reconstruction. For 75% of the tracks the z
information comes from the stereo layers 4 and 6. From these tracks the
position of the event vertex is found. For those tracks with only one ste-
reo layer information, approximately 11%, the z information is found
from the stereo layer and the event vertex. For 1% of the tracks, no ste-
reo information is present, and the vertex position and charge division
from layers 1, 3, 5 and 7 are used. For some low angle tracks, approxi-
mately 4%, a shower in the endcap may be used in conjunction with the
vertex position. For 4% of the tracks no z information can be obtained.

4) Finally in the fourth stage, a full piecewise iterative helix fit is per-
formed. The values from the fast fit performed in the second stage are
used as input values for the full fit. Track trajectories are parametrized
by five helix parameters: ¢ = azimuthal direction of p at the point of
closest approach to the z-axis; k=1/p,; s = tan A = the tangent of the
dip angle; £ =x sin¢ ~ y cos ¢ = signed distance of closest approach to
the z-axis; and 7) = z position at closest approach.

A momentum resolution of

Ap

(—p~)2 = (001512 (1 +p?)

has been achieved, where p is in GeV/c. The first term reflects the uncertainties due to en-
ergy losses and multiply scattering in the material before the drift chamber (Table 3.1).

The angular resolutions achieved are

A¢=0.002
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Table 3.1 The materials traversed by particles; thicknesses in radiation

lengths.
Material Number of Radiation Lengths
Beam pipe .0040
Inner trigger chamber 0.0068
Inner wall of drift chamber 0.0016
Drift chamber gas ‘ 0.0075
Drift chamber wires 0.0015
Total | 0.0214 o
AtanA =0.011.

After the helix fit, corrections due to energy losses are applied to the track parame-

ters and the correlation matrix. The losses are assumed to be a function of § only™*:

ﬂ -2.74
Ap = {Zi)msecum) (B<0.94)

Ap o SECA ($20.94)

where Ap_, is the mean momentum loss for a minimum ionizing particle. Additional
corrections are made for the uncertainty introduced by multiple scatteringl> These cor-

rections are calculated for each track assuming e, =, i, K and p mass hypotheses.

Fuﬁher improvements to the momentum resolution can be achieved by performing
a beam fit, where the origin of a track is constrained to the beam locationt®d] The beam fit
minimizes the r-¢ distance between the beam crossing spot and the reconstructed track or-
bit and is applied after the energy loss and multiple scattering corrections. After the fit the
track parameters and correlation matrix are recalculated, and a 22 is obtained which can be

used to determine good event tracks. In this thesis, P (%) > 0.01% defines a good track.

Figure 3.11 compares the results of the helix fit, energy loss corrections and beam
fit corrections. The plots show how the corrections reduce the non-Gaussian tails which

can arise in the mass distributions and how the corrections improve the resolution.
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Figure 3.11 The invariant mass of D* — K ~n*n* candidates using (a)
the track momenta from the helix fit, (b) the track momenta corrected for
energy losses and (c) the track momenta obtained from the beam fit.

The pulse height measurements from Layer 2 are used to provide dE/dx ionization
information, which can in turn be used for particle identification. The raw pulse heights
are corrected for the gains and pedestals in the electronics, fluctuations in the pressure and
temperature of the gas, signal arrival times and track angles within the cells. The measured

energy loss is then determined from an average of the lowest 75% of the corrected pulse
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Figure 3.12 Average pulse height from layer 2 as a function of track
momentum. Tracks were required to have at pulse height measurements
from at least six wires. :
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heights; the highest 25% of the pulse heights are due to the larger asymmetric Landau
fluctuations. The performance of the dE/dx system is illustrated in Figure 3.12 where the
average pulse height is plotted against momentum. Clear z, K and p bands are shown. Par-

ticle identification with the dE/dx information involves studies of the residuals
AE; |o = (EP™ - E™%)/ g

where EP™ is the predicted energy loss assuming mass hypothesis i, E™** is the mea-
sured energy loss, and G'is the resolution in E™*, The predicted energy loss is calculated
using the Landau formula with the Sternheimer-Peierls modification for the density ef-

fect:071
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dE _ N
i 7 [9.0+Iny? - B2 - 6]

where O parametrizes the density effect and N provides the normalization based on the
number of pulse height measurements. The energy resolution depends on the number of
pulse height measurements and is determined from Monte Carlo simulations. Separation

of pions and kaons are possible up to about 0.625 GeV/c.

Time-of-Flight Reconstruction
The raw time-of-flight data consists of the timing signals extracted from the photo-

multiplier tubes on each end of the time-of-flight counters. Reconstruction involves first
applying calibration. Calibration constants are determined using samples of Bhabha
events collected by the filter program. These corrections account for effects such as light
propagation times, time variations due to differing cable lengths, and time walks associat-
ed with varying pulse heights. The reconstruction continues by associating time-of-flight
hits with tracks reconstructed in the drift chamber. For each combination a y2 is formed
between the z positions measured by the time-of-flight and by the drift chamber and is
used to label the quality of the time-of-flight information for that track. Best time-of-flight

z information is obtained when only one particle traverses a counter.

Particle identification by time-of-flight involves a comparison of the measured

time 7™ with the predicted time, 79", assuming mass hypothesis i:

ATiETipmd—Tmm

l Y
=-— (211__) 4+ 1 — Tmeas
cfLp

where / and p are the path length and momentum of the track, determined from the drift

chamber measurements, and m; is the hypothesized mass. The time residual uncertainty,

O;, contains factors from the time resolution of the time-of-flight counter, the uncertainty
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Figure 3.13 S vs.momentum for tracks in the y(3770) data. The x, K
and p bands are clearly distinguished below p = 1 GeV/c. The electrons can
also be seen at low momenta with = 1.

in the predicted time arising from the drift chamber resolution, the finite size of the e*e”

beams.

The time-of-flight resolution obtained for hadrons in the y(3770) data samples is
~190 ps.The performance of the system is illustrated in Figure 3.13. At least 30 #-K sepa-
ration has been achieved for tracks up to 0.8 GeV/c.

The Shower Counter Reconstruction
The shower reconstruction involves identification of hits as shower clusters. The

positions of the clusters along the proportional tubes are determined by charge division;

this measurement is in z for the barrel and in y for the endcaps. Clusters may be then
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Figure 3.14 Energy deposited in the shower counters by Bhabha
scattered e*e™ pairs as a function of z. '

associated with tracks seen in the drift chamber. The energy measurement is obtained by
integrating the collected charge.

The performance of the shower counters is investigated using electrons from
Bhabha events and photons from kinematically constrained J/y — n*n~ 70 events. A deg-
radation in detection efficiency about the ribs is shown in Figure 3.14. The efficiency for
detecting photons as a function of photon energy is shown in Figure 3.15. The counters are

fully efficient for photons down to 100 MeV in energy. The energy resolution obtained is

R

op 18
E

=



Chapter 3: The Mark lli Detector and Data Processing

TR
e -
% 50; - 40%

O 02 04 06 08 10
y ENERGY  (GeV)

Figure 3.15 Efficiency for detecting photons as a function of photon
energy.

where E is in units of GeV. The resolutions in azimuthal angle and z are 0;=7 mrad and o,

= 44 mm, respectively.

3-3.4 The Hadronic Event Filter
A post-filter program exploits the fully reconstructed event information to remove

the cosmic and beam-gas events that survived the initial filter program. Loose require-
ments are imposed on the event vertex position in both the r-¢ plane and in z. Events with
only two charged tracks must also pass cuts on pyy, acolinearity, time-of-flight differences,
and shower energy. Additionally, the dilepton events, found by the initial event filter, are
separated out. This program reduces the event sample by approximately a factor of ten,

but it has an efficiency better than 99 % for retaining the interesting physics events.
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3-3.5 Monte Carlo Event Generation and Detector Simulation
Monte Carlo simulation is used in this thesis to estimate efficiencies and study

backgrounds. The Mark III Monte Carlo simulation involves both event generation and

detector simulation.

The two generators used for the analyses in this thesis simulate the following reac-

tions:

. e'e” - y(3770) -» DD
o e'e” > uu(g), dd(g), s5(g)

The first reaction is simulated by the Mark Il DD event generator. The program
produces pairs of D° and D* mesons at a specified center of mass energy with a specified
energy spread; the nominal values, which correspond to the Mark IIT y(3770) data sets,
are 3.768 GeV/c? and 1.2 Mev/c?, respectively. The D mesons are produced with a sin?6
angular distribution as required by the helicity constraints of e*e~ — W(3770) = DD.
Each D is then “decayed” through a channel which is either specified by the user or select-
ed randomly by the program from a dictionary of known D decay modes. When the decay
channels are selected randomly, the channels are weighted by their branching ratios. The
DO and D™ dictionaries are listed in Table 3.2 and Table 3.3, respectively. The dictionaries
contain somé high multiplicity channels which have not yet been measured; these have
been included in order to produce the inclusive multiplicity and momentum distributions
observed in the real datal®® Daughter particles produced by the D decays are decayed ac-

cording to their known modes.

For most D decay channels, the four vectors of the daughter particles are distribut-
ed according to the density of states in the allowed phase space. For D — VP, V — P,P3,
where V represents a vector particle and P a pseudoscalar particle, the four vectors are dis-
tributed instead with a cos@ distributions, where @ is the angle between the D and either
P, or P; in the rest frame of the daughters of V.
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Table 3.2 The D° Monte Carlo dictionary.

Decay Mode Branching Ratio (%) Decay Mode Branching Ratio (%)
K n 4,200 K0 1.900
KKt 0.510 K°k?° 0.255

rnt 0.140 : a0 0.140
K°n 1.500 °n 0.008
m 0.016 Ko’ 0.061
o’ 0.004 Kp* 8.450
K% 0.860 K% 0.860
K*n* 5.230 K*°20 1.060
¢n° 0.026 K'w 3.200
K“K* 0.860 K n'nd 2.470
Kontn 2.000 K%2°2° 0.800
K-ntnnt 9.100 K-n*n0n0 14.90
R AL A 1.470 Kortn 9.800
K20n02° 0.750 Korntnntn 0.850
K- ntnntnnt 2.350 KK*KO 0.850
74 0.170 KK*mn 0.072

- K%K #* 0.870 v rtn’ 1.110

Kntwntal 8.280 Kt a0 0.650

Kt n0n0n0 3.400 K-e'v, 3.400

K utv, 3.400 K*e'v, 3.400
nety, 0.300 npY, 0.300
petv, 0.300

The reactions, ee~ — uii(g), dd(g), s5(g), are simulated with the Lund Jetset 6.2

generator’®”! which is based on the Lund string fragmentation model. This generator is

used to estimate backgrounds arising from the non-charm continuum. The program
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Table 3.3 The D* Monte Carlo dictionary.

Decay Mode Branching Ratio (%) Decay Mode Branching Ratio (%)
R 3,200 K%t 1.010
n°r* 0.100 ' 0.080
K*n* 3670 - K%t 7.540
on* 0.770 K*k* 0.440
K~n*nt[nr] 6.650 KOr* 2l 1.440
K K*n*[nr] 0.540 Tt 0.380
Kor*nwn* 6.600 K-n*mtnd 6.200
KOn+nln0 5.000 K- n'nta ot 4.960
Kot nnn* 1.000 K rn'ntnntnnt 3.300
Kon*nn*n ntn ot 0.500 K-ntntalnl 3.820
Kor'n a0 5.800 KOn*n0n01n° 10.20
K%*v, 8.100 K%tv, 8.100
K*Ccety, 7.500 letv, 0.600
Oty 0.600 poetv, - 0.600
Kot 7.500 utv, 0.600

calculates the cross section for these processes to be 14.94 nb™! at the y(3770). This num-
ber is used to normalize the background estimates. For the studies in this thesis the param-

eters of the model are left unadjusted.

After event generation, the final state particles via their four-vectors are propagat-
ed through the detector simulation. The detector responses account for the system efficien-
cies, including the effects of dead channels, and system resolutions. Also included are the
effects due to energy loss, multiple Coulomb scattering, hadronic interactions in the detec-
tor material, photon conversions, and e bremsstrahlung. For the time-of-flight simulation,

real dimuon events are used to determine the time residual distributions for each of the
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time-of-flight counters. For the shower simulation a library of real showers taken from J/y

— pris used[S?

The detector simulation generates the Monte Carlo raw event data in the same for-
mat as real event data. The same reconstruction and analysis programs can thus be used on

both Monte Carlo and real data.

For initial background studies in this thesis, 199K D°D° events and 157K D*D~
events were generated and stored on tape. These samples contain approximately 7.75X
and 7.20% the numbers of D°D®and D *D ™ pairs estimated in the real data. For higher sta-
tistic studies specific event topologies are generated with at least 10X the number of events
with that topology. For the u, d, s background studies, 1400K events were generated with
the Lund Monte Carlo and stored on tape.
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The Tagged Event Sample

4-1 Introduction
The general technique used in this thesis for full event reconstruction is referred to

as tagging. Since the Y(3770) decays dominantly to D°D and D*D~ pairs, fully recon-
structing a D decay from a subset of tracks in an event therefore guarantees that the re-
maining tracks originated from the fecoﬂing D. The reconstructed D is referred to as the
tagged D or simply the tag, while everything not associated with the tag is referred to as
the recoil. Once a tag has been obtained, the recoil tracks can be analyzed for the decay
modes of interest, in this case the doubly Cabibbo suppressed modes.

This chapter discusses the tagging procedure used in the balance of the thesis. Sec-
tion 4-2 discusses the kinematics of y(3770)’s at rest which are cxpioited by the tagging
procedure. Section 4-3 details the tagging event selection. Section 4-4 describes the meth-
od for estimating signals and backgrounds with tagged events. Finally, Section 4-5 dis-
cusses the kind of backgrounds which remain by tagging D D events.

42 Kinematics at the y#(3770)

The conventional method of observing resonant signals in particle physics analy-

ses is by selecting a set of tracks and studying plots of the invariant mass (Mjp,):

Myy = (ZE -Zr)

where (E, p); are the energy and three-momenta of the track i. For reconstructing D de-
cays at the Y(3770) in the Mark I11, the resolution of the invariant mass is typically 15 to

20 MeV if the modes contain only charged tracks and somewhat worse, ~30 MeV, if the
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modes contain a 7°. The resolution is largely due to errors on the momentum and not on
errors on the track angles. Improvements can be obtained by exploiting the pair production
kinematics of D mesons near threshold. Since the D’s are pair produced at the y(3770)
and the laboratory frame is also the rest frame of the resonance, each D is produced with
an energy equal to that of the beam in the laboratory frame. Another mass quantity known
as the beam-constrained mass (My,,m) can therefore be constructed by replacing the ener-

gy of the D with the energy of the beam:

Mo = Eioam ~ (S73)" = VERum— PR

This mass quantity is simply a function of the total momentum of the decay products, Pp=

Z p; - Because of the smaller energy spread of the beam (~1.2 MeV) and the low value of
Pp (270 MeV/c for the DY, 242 MeV/c for the D*) and its error, &Pp, (~10 MeV), resolu-

tions of My, are of the order 2-3 MeV.

Another advantage of having a second independent mass variable lies in the reduc-
tion of background from misidentification. The invariant mass is sensitive to the mass hy-
potheses made on the decay products, while the beam-constrained mass requires that they
have the correct momentum (the measured momentum is dependent on the mass-hypothe-
ses only to the extent that the small dE/dx corrections are mass dependent). Imposing a cut
on one quantity, conventionally the invariant mass, leaves the other quantity to be exam-

ined to search for a “signal”.

4-3 The D* Tagged Event Selection

To obtain the largest tag data sample, seven of the dominant decay channels are

used to form the tagged D ; these modes and their measured branching fractions are listed
in Table 4.1. All neutral kaons are detected through the decay chain K° — K9 — z*a~,
and all neutral pions through the decay 7% — yy. The general procedure and analysis tech-
niqﬁcs used to extract a signal for each of the channels are described here. Loose criteria
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Table4.1 The D* tag channels and their branching fractions. The
branching fraction for K"K *z* is derived from B(D* — ¢z*) = 0.77 £0.22
+0.11%,B(D* - K*%*) =0.44£0.20 £ 0.10, and B(D* — KK *#"[nr])

=0.54 £0.25 £ 0.09%
Tag Mode BR(%) Reference
KO 3240.5+02 24
Kn'nt 9.1+13+04 24
Kor*n ot 66+1.5+0.5 24
KOn*n0 102+2.5+1.6 24
K°k* 1.01£0.32£0.17 24,20
KK*mt |121+£033+£013| 24,20
K rntntal 58+12+12 23

has been chosen to maximize the efficiency. Knowing the tag efficiency is not critical--

only proper counting of the detected tags for the “denominator” is important.

Tag reconstruction begins with the charged track selection. All charged tracks must
have a good helix fit with a well measured momentum Z component. Their parameters
must also be corrected for energy losses and multiple scattering according to the assigned
mass hypotheses. Tracks not associated with K9 reconstruction are further required to
have a successfﬁl beam fit. No requirement is made on the track with respect to the fidu- '

cial volume of the detector.

To reduce the combinatoric backgrounds, loose particle identification is imposed
with the TOF or dE/dx measurements. The following algorithm is used to determine if a

track is consistent with a given mass hypothesis:

o If the TOF measurement has a good quality flag it must satisfy the re-
quirement
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AT;
Oj

<5

where AT, is the difference between TP™! and 7™ for mass hypothesis i,
and o; is the mass-dependent uncertainty on AT;.

« If no identification has been made with TOF then the dE/dx measurement
is considered, provided the momentum of the track is less than 0.625
GeV/c and the measurement was obtained from six or more track hits.
With a good dE/dx measurement, the track must satisfy the requirement:

AE;

-3.0< <45

where AE; is the difference between EP™*d and E™* for mass hypothesis
i, and o'is the resolution of E™,

If no identification is made with either system, the track is defaulted to the pion hypothe-
sis. This algorithm allows a track to be identified as both a kaon and a pion if the hypothe-
ses are consistent. If K and # identifications are made, both hypothesis are considered in
reconstructing the D decays. The issue of double counting that this introduces will be dis-
cussed below.

This standard algorithm is used in all cases except the Cabibbo suppressed D* tag
K~K*n* where the background in the invariant mass plot peaks near the mass of the D*.
To improve on the signal-to-noise in this channel, tighter particle identification cuts are

imposed on the kaon identification:
» AT > —0.6ns (~30) if identified by TOF,
» AEg > -1.5oif identified by dE/dx.

In the identification of neutral tracks in the shower counters (photons from the

physics events), one has to address a number of processes which can produce both real and
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spurious showers. The major source of these “fake photons” arises from hadronic
interactions between 7’s or K’s and the lead material in the shower counter; the secondary
particles from these interactions can “split-off” and create a shower which the pattern rec-
ognition does not associate to the main shower. Other sources of fake photons are particle
decays, back splash (albedo), and electronic noise. Although none of these processes are
modelled by the Monte Carlo, a standard set of selection criteria has been established
which significantly suppresses these fake photons. A shower is selected as an isolated pho-

ton if

» the energy of the shower E, is greater than 30 MeV
« number of layers hit is two or more

« the first layer hit is before layer seven, i.e. within ~3 radiation lengths
from the inner radius of the counter

* | cos@| < 0.95 where 0 is the angle between the shower momenta and the
momenta of the nearest charged track.
Once a set of charged tracks and isolated photons have been selected, multiplicity
requirements are imposed. The number of charged tracks and the number of isolated pho-

tons must be greater than or equal to the numbers required by the tag decay mode.

Tag reconstruction proceeds with the reconstruction of K’s. For each pair of op-
positely charged tracks with consistent pion hypotheses, the crossing points of the track
circles are located in the xy plane. The correct crossing point is chosen, and the track pa-
rameters and error matrices are recalculated at the secondary vertex. A pair is then retained

as a K9 combination if

o M — Mgo] <30 MeV/c?, where M, is the invariant 7' 7~ mass with the
recalculated track parameters and Mgo = 497.671 MeV/c2.

+ the displacement of the decay vertex transverse to the beam, /., is greater
than 2mm
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Figure 4.1 Inclusive 7'z~ mass distribution before (solid) and after
(dotted) the cuts on Iy, and P(x%, ) (see text). The peek near the n*7”
threshold is the result of misidentiged photon conversions in the detector.

« the momentum vector of the #* 7~ pair aligns with the position vector of
the decay vertex crossing point in the transverse plane. This condition is
imposed by requiring P (x2, ) > 0.01, where 3, is the chi-square be-
tween the two vectors in the xy plane. '

The latter two cuts are imposed to reduce the combinatoric background under the K 9 mass

peak as demonstrated in Figure 4.1.

In the 7° reconstruction, to improve on the modest energy resolution of the shower
counters, all photon pairs are subjected to a one-constraint kinematic fit in which the ener-
gies and positions of the showers are adjusted, within errors, to form an invariant mass
equal to the 70 mass. The fit is considered successful if the confidence value for the 2 is
greater than 0.1. After the fit, an additional cut on the fitted photon energies is imposed to
reduce the background which arises when fake showers or incorrect photons have re-
placed the real, lower energy photons in the very asymmetric #° decays. For the K Ot 0
tag, the fitted energies must be greater than 50 MeV, while for the K ~n*n+n0 tag, because

of the larger backgrounds observed, the fitted energies must be greater than 150 MeV.
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Photon pairs which pass these cuts are retained as n° candidates, and the fitted photon
momenta are used in the full reconstruction of the D tag. The multiple counting problem
introduced by the possibility of more than one two-photon combination satisfying this cri-

teria is discussed below.

Finally for the full D reconstruction, all tracks with consistent mass hypotheses
and, if appropriate, reconstructed K $’s and #”’s are permuted to form the invariant and
beam-constrained masses. A cut on the invariant mass from 1.819 to 1.919 GeV/c?, corre-
sponding to about 2.5 o around the nominal D mass, is imposed to extract a signal in the

beam-constrained mass plot.

As mentioned above the loose particle identification criteria and the 70 reconstruc-
tion can allow an event to be counted more than once as a tag candidate. The multiple

counting can occur in two ways:

1) Two or more different tag channels can be reconstructed for a given
event; this can occur, for example, when both D’s in an event can be re-
constructed.

2) Two or more possible combinations of tracks can yield a consistent tag
for a given channel; tag modes with higher multiplicity like Dt >
KOz nn* and those containing a 70 tend to be more susceptible to this
;iroblem.

To count the actual number of tagged events in an unbiased manner, the following

criteria is used to select only one tag combination per event:

1) If more than one tag channel can be reconstructed, select the channel
with the largest signal-to-noise ratio; the tag modes are listed in Table
4.1 according to the selection order.

2) For the all charged tags, D* — K°z*, K~n*n*, Ko'nn*, K°K*, and
K-K*#*, if more than one combination of tracks forms the tag, choose
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Figure 4.2 The D tags.

the combination whose lowest momentum track has the largest momen-
tum of all the combinations. ‘

3) For the two tags containing neutrals, D+ — K%z*n0, K~n*z*0, if more
than one combination of photon pairs can reconstruct the tag, choose
the combination with the lowest 2 from the 70 fit.
The D* tag sample for each mode is displayed in Figure 4.2 after this selection
procedure. The number of tags above background is determined by a binned log likelihood

fit to a function of the form
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Table 4.2 The number of D* tags.

Channel Number of Events
Ko 176 +5+2
Kntn* 1601 +19+29
Kor'mnt 182+10+16
Kn*n0 191+17+13
Kk* 174£5+3
KK*n 84+9+13
Kntntal 98+13+9
Total 2350 £33 £ 40

_(m—m, )2

l—erf[(m—ml)/01]+p4e 207

2

f(m;p;) = {1+ pym+ p,m? + pym?}

where m is the mass variable and p; = {p;, p», P3, P4, Mg, O, my, Oy} are the parameters of
the fit. The polynomial in the first term describes the background, while the Gaussian term
parametrizes the signal. The error function represents a Gaussian-smeared Heavyside
function to a_ccounf for the phase space cut-off near m = 1.884 GeV/c2. For the tag modes
without a 72, a fit is first made to the K~7** distribution with all parameters free. This fit
determines the resolution of the D signal for the all-charged modes; a value of 0.0022 +
0.0001 GeV/c? was obtained. Fits for the remaining all-charged modes are then performed
with oy fixed at 0.0022 GeV/c2. For the two modes with a 2%, the resolution was deter-
_mined by a fit to Monte Carlo; a resolution of 0.0032 + 0.0001 GeV/c?*was obtained. Fits
to the data are then performed with o fixed to 0.0032 GeV/c?.

The numbers of tags found in each of the seven channels are given in Table 4.2
with statistical and systematic errors respectively; a total of 2350+33+40 were ob-

tained.The number for each mode is calculated by integrating the fitted background
78
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Figure 4.3 The sum of the seven tag samples.

function over the tag signal region and subtracting that number from the total number of
events in the region. The signal region is defined to be between 1.862 and 1.876 GeV/c?
for the all-charged modes and to be between 1.859 and 1.879 GeV/czv for the modes with a
7%; these regions are approximately 30 intervals about the mass peak. Note that the sta-
tistical errors reflect the uncertainty in the number of background events under the peak.

No contribution from the tags (~1fnmg) is preseht; one is only interested in the collected

number of D* tags. For example, if there were 1o background, there would be no error on
the number of tags. The systematic errors on the number of tags were determined by vary-
ing the polynomial in the background functions for each of the fits; polynomials of differ-

ent orders were used as well as initial values for the function parameters.

Figure 4.3 combines the seven tag samples. The background level is low with a

si -to-noise ratio of 1.54.
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4-4 Estimating Expected Numbers of Events

While the tagging procedure counts only one tag per event, all reconstructed tags

are tested when searching for doubly Cabibbo suppressed candidates. The removal of can-
didates associated with multiple tags would introduce a systematic uncertainty from the
multiple tag reconstruction efficiency. Instead, the number of events for a given signal is

calculated according to:
ng=ny,B&C

where n is the number of signal events, n,, is the number of tags, B; is the branching ra-
tio of the signal decay mode, & is the reconstruction efficiency, and C is a small correction

for multiple counting:

1

C= T
1-§meg.i3mg.i
1

where &, ; and By, ; are the reconstruction efficiency and the branching ratio for tag mode

i, respectively.

The derivation of this formula follows. Let n., be the number of produced DD
pairs. The number of produced D’s is then 2n,, and the number of produced D’s that de-
cay througl-l‘the' tag mode i is 2n,Byyg i Of these D’s, 2nByy; ;€ 5 are reconstructed.
This number is the number of events where only one of the two D’s has been reconstructed
plus twice the number of events where both D’s have been reconstructed. Since the tag-
ging procedure only counts one tag per event, the number of events tagged twice has to be
subtracted from 275 Biag i €isg . to Tefiect the number of tagged events. Since the number of
events tagged twice is Ny B3, iEhg i, the number of tags in mode i is

2n1Blag i Eagi (1 - %Btag.ietag.i)
Generalizing to all tag modes, the number of tags, n,,, becomes
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1
P tag = 2101 (Y Brag i€iag:i)(1 = 5 O Bragiung.i)
1 ]

Now, opposite a tag, consider reconstructing some signal decay mode with a branching ra-
tio of B, and an efficiency of & (for simplification of this discussion, & is assumed to be

independent of the tag). The number of reconstructed events, n, is
ng=2n, B & Zetag.iBtag.i
1

1

= Ng Bs & i
1- '2_2 Etag.iBtag.i
i

=R B & C
thus obtaining the correction factor C.
For the analyses which use all the tags, the correction factor was found to be
C =1.032.

For the analyses which use the tags containing only charged tracks, the correction factor

was found to be

C =1.028.

The uncertainties on these correction factors are considered negligible, since the uncer-

tainties on n,, for example will be dominated by the uncertainties from 7, & and B;.

4-5 Backgrounds in the Tagging Analyses |
In the following analyses, where doubly Cabibbo suppressed decays are searched

for opposite the tags, backgrounds arise from two production sources: (1) charm (D D)

production and (2) u, d and s production. Since the events are tagged, the major
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backgrounds arise from the former. Two categories of D D backgrounds are defined: Class

I and Class 1.

Class I backgrounds are D D events where one of the two decay modes is correctly
reconstructed to form the tag, while the other decay mode is incorrectly reconstructed as
the desired signal. An example of a Class I background event for the D* — K+ search
(Chapter 6) would be an event produced as D* — K Ok+vs. D~ — K*n -, where K° —
K9 %7, and detected as a D™ tag — K*n 7 plus a D™ incorrectly — K *2°. Often the
term, Class I background, will refer simply to the D decay which has been incorrectly re-
constructed, e.g. D* — K°K ™ is a Class I background.

The number of Class I background events, ., Which are expected to contribute

to a signal, is calculated according to:

Nhack = Muag By & C

where B, and g, are, respectively, the branching fraction and acceptance for the back-
ground process, and C is the correction factor for multiple counting, discussed in the pre-
vious section. Class I backgrounds are generally the dominant backgrounds in tagging

analyses.

Class II backgrounds are D D events where both decay modes are incorrectly re-
constructed. An example of a Class II background event for the D* — K*#~ 7" analysis
(Chapter 5) is D* — K%z*nn* vs. D~ — K*nn". Since the KU is identified through the
channel K® — K9 — m*n, it can be misidentified as a K°. Wrong combinatorics then
yield the final state KOzt~ 7 vs. K*n-n*. Both D*D~and D°D? events may contribute
to Class II backgrounds, as will be subsequently shown. Since the tag is not correctly re-

constructed, the number of Class II background events, nlL, is calculated according to

Miack =2 npp B BgE L E
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where npp is the number of produced D D events, B , and B g are the branching fractions

of the two D decay channels, and €,  is the acceptance of the event topology as the sig-

nal.



Chapter 5

Search for Dt - K* @™ @

5-1 Introduction
The first doubly Cabibbo suppressed decay mode that is searched for is D* —

K*n#t; it is experimentally, the most accessible mode of the D*, having three charged
particles and no neutrals in the final state. Of the three doubly Cabibbo suppressed final
states evaluated in this thesis, it is the excellent mass resolution and modest combinatoric
backgrounds for this final state only that allow it to be approached with both inclusive (un-
tagged) and full reconstruction (tagged) analyses. The balance of the final states, having

neutrals, can only be studied using the tagged technique and full event reconstruction.

The detailed results of the untagged analysis for D* — K*n~n* are presented in
Appendix 1. For clarity, they are summarized in Section 5-2 since they motivate the search
for explicit candidates of fully reconstructed events. The balance of this chapter presents
the tagged search for D* — K*a n*, including the resonant channels D* — K*p® —
K*(n"n*) and D* — K*%2* — (K*#")x* and the nonresonant final state D* — K*#~#".
Section 5-3 describes the initial event selection for K*n~n*. Section 5-4 discusses the ma-
jor backgrounds that arise from charm production, and it describes the cuts added to re-
duce them. Section 5-5 gives the results of the analysis on the data and includes various
analysis tests and estimates of the efficiency and level of remaining background. Section
5-6 uses those estimates to calculate the upper limit on the branching fraction for D* —
K*n#*. Finally, Section 5-7 describes the resonant substructure analysis performed to ex-
tract upper limits specifically for D* — K*p% K*%n* and K*7 #*[nr].
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Figure 5.1 Invariant mass distribution for inclusive K*n~z*.

5-2 Summary of Inclusive (Untagged) Analysis of D* — K* @~ a1
In Appendix 1 the details of an analysis to isolate a signal for D* — K*z 7" inclu-

sively in the y(3770) data set is presented. Strict fiducial and particle identification cuts
are applied to reduce combinatoric background. A signal of 37.1112.4+5.5 events above
the combinatoric background is observed in this channel; see Figure 5.1. With the analysis
cuts employed, only 2.5+0.9}3 background events are expected to peak under this signal.
Th1s result représcnts only a ~2.5 o significance above the smooth background. An effi-
ciency of 22.0+0.3131% leads to an estimate of the branching fraction B(D* — K*n~n™)
= 0.39+R+00q, Relative to the Cabibbo allowed decay, D* — K~x*x*, a value of
| ﬁKmI2 = 18.3134+4.0 is calculated. This surprising result strongly motivates the search
for fully reconstructed events in this channel and in other simple channels, in the balance

of this thesis.
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Figure 52 Monte Carlo D* — K*n n* (generated opposite D™ —
K"7). The box delimits the signal region.

5-3 Tagged Analysis of D* — K* 7™ 77" ~Event Selection

Given a tagged event as described in Section 4-3, selection of D* — K*z"z* can-

didate events proceeds as follows:

« Three charged tracks with a good helix fit must be found in the recoil.
The tracks must also be corrected for energy losses and have a good
beam fit. :

« The net charge of the event must be zero.

« The recoil tracks are permuted according to the D* — K*n~#" hypothe-
sis; the mass hypotheses assigned to the tracks must be consistent with
the TOF and dE/dx information. This initial particle identification is the

same as that used in the tag event selection.

To observe a signal, a scatterplot of the invariant mass (Mj,,) versus beam-constrained

mass (Mpea,) is made from the selected track combinations. Figure 5.2 shows the
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Figure 53 (a) D* - K%, K® - K9 - n*n~; (b) D* = atnnt; and
(c) D* = K™K*n* when reconstructed as D* — K*n~n*.

scatterplot for the expected signal, along with the two projections. The scatterplot aids the
identification and rejection of background events. True D * meson combinations will have
a fixed momentum (242 £ 14 MeV/c?) and therefore have a beam-constrained mass cen-

tered on the mass of the D*, independent of errors in the particle mass assignments. The

invariant mass provides the rejection against the backgrounds which occur from single
particle misidentifications--specifically, D* — z*7"#* (including D* — K%, K° — K§
- ﬁ*n‘) and D* — K-K*#*. With a correctly reconstructed tag, 7' 7 n* forms K*n~n*
when a pion is misidentified, and K "K*z* forms K*2~n" when a kaon is misidentified.

These backgrounds produce reflections at approximately £120 MeV/c? from the D™ in-

variant mass, as illustrated in Figure 5.3.
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The signal region is defined by a £30 cut in My.,, and a £20 cut in M,

¢ 1.819 <M, < 1.919 GeV/c?
o 1.862 < Mpeam < 1.876 GeV/c?

Together the cuts retain approximately 88.4% of the Monte Carlo signal, while rejecting

better than 98 % of the backgrounds from single particle misidentifications.

Figure 5.7(a) shows the events retained after the initial event selection require-
ments. Twenty candidate events lie within the signal region, and 60 events lie outside. As

anticipated, a vertical band is formed largely from particle misidentifications.

5-4 Major Backgroundsto D* — K* @~ @

In general, the major backgrounds to D* — K*n~n* appear to arise from the oc-
currence of at least two errors in the event selection procedure, e.g. two particle misidenti-
fications. These backgrounds are of the Class I category, where only the recoil is
incorrectly reconstructed. Backgrounds also come from Class II category, where both the
tag and recoil have been incorrectly reconstructed. The Class I backgrounds are discussed
first (Section 5-4.1), followed by the Class II backgrounds (Section 5-4.2). The data reduc-
tion cuts introduced to remove the backgrounds are then discussed (Section 5-4.3). The

application of these cuts on the data is postponed until Section 5-5.

5-4.1 The Class I Backgrounds
The major Class I backgrounds arise from two D* decay channels:

« D* - K%*, K° - kY — a*7--a Cabibbo suppressed mode where the
K?is not identified. '

o D¥ - K~n*n*--a Cabibbo allowed mode followed by a double misiden-
tification between the kaon and a pion.
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Figure 5.4 Monte Carlo of the Class I backgrounds to D* — K*z~z*:
@) D* - KK+ — (n*n)K; (b) D* ->K—n+fc+(;m]; () D* = K*z* -
(K~n*)a*; and (d) D* - Kon*n® - (w*n)nta®.

The K~x*#* background has been studied through its resonant component D+ — K*0x*

— (K~nHx* and its non-resonant component D* — K~m*z*[nr]. Another D' decay mode

which contributes background is:

e D* = K%*n0 K° — K9 — z*a--a Cabibbo allowed mode where the
70 is lost and a pion is misidentified as a kaon to compensate the missing
momentum.

Figure 5.4 displays the My, versus My, scatterplots for these backgrounds. The K°k+
and K~m*n* peak in the signal region, while the K%z*#° form a continuum which feeds

into the signal region.
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5-4.2 Class II Backgrounds
For this search, the major Class II backgrounds arise from both D*D~ and D°D°

events where only track misassociation occurs; no particle misidentification is involved.

Consider, for example, the following D*D™ event:

DY Kontnnt, KO =K > a*n~ vs. D" K*na~

Ya ¥
0 auOWeCG, il Wil attcmpt to reconstruct a ta

Both D d""”"y' mod
K*m~n* recoil, a 7% from the D* can be interchanged with a £~ from the D . If the pions
are soft, such an interchange often does not significantly alter the kinematics. The event is

then observed as

D~ —KdW*tnn~ vs. DY>K*n ot

Characteristic of the situation, the unique constraint of strangeness is lost by the presence

of the K9.
As another example, consider a D°DP event produced as
D’ Ko, KO > K> n*tn~ vs. D> K*natn”
In the attempt to reconstruct a Kdn*n~#* tag and a K*n ™7+ recoil, a 71~ from the second

D could be associated with the first. Again if the particle momenta are low, the kinematics

is not greatly changed by the misassociation. The event is then observéd as
D~ K%*nmn~ vs. D*—»K*nn*

The final state K 9rtnn~ vs. K*n~#* is most susceptible to these Class II back-
grounds, since the pions are generally soft due to the high multiplicity. However, the final
states with the tags K 9%, KOn*%®, KK, and K*K ~x* are also susceptible; in the first
three tags the neutral kaon makes the strangeness of the decay ambiguous, while, similarly

in the last tag, the net strangeness is zero.
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Some other less obvious Class II backgrounds were found from studies of the

D*D~ and D °D° Monte Carlo sets (Section 3-3.5). These backgrounds involve topologies
where an extra 70 in the event is lost in the reconstruction. For example, one such topolo-
gy is

D= K*x* vs. DO K*nntn K =K% x>y
reconstructed as

Dt KK*nt vs. D" K n*n~

where the 70 is lost, a pion from the decay of the D? is misidentified, and tracks are misas-

sociated.

5-4.3 The Background Cuts

The Anti-K? Cut
This cut suppresses the K°%K* background by discarding events with K — ntn~

candidates. For each K*#~z* track combination, the track parameters and error matrices
of the #*7™ pair are recalculated at the point of closest approach and are then used to cal-

culate the #*7~ invariant mass. An event is retained if

¢ My~ Mgo|>30 MeV/c?

This criteria removes 88 % of the KK * background which survives the initial event selec- |
tion, while retaining 94% of the signal. This cut is also found to remove 80% of the

K%*n0 background.
The Second Level Particle Identification Cuts
These cuts are introduced to suppress the K ~#*z* backgrounds. The AT= TP ~

T™ess distributions are examined for those recoil tracks identified by the time of flight, and

AE |0 = (E™™ — Emea)/ g distributions for those identified by dE/dx. Figure 5.5 shows

Monte Carlo plots of these distributions for K~z*n* (solid histograms) and K*z~n*
1}
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Figure 55 Double misidentification of D*— K n*zn* when
reconstructed as K*z~n™*. Plots (a)-(c) are AT distributions, respectively,
for the K*, n~ and #* tracks identified by TOF, while plots (d)-(f) are AE /o
distributions for the K*, 7~ and 7" tracks identified by dE/dx. The solid
histograms show the distributions for Monte Carlo K7z and the dashed
histograms show the distributions for the desired K*zm~z* signal. The
arrows indicate the second level particle identification cuts. (The small
peaks offset from zero in the signal distributions arise from the double
misidentification K* & #*).

(dashed histograms) events. In the AT distributions, Figures 4.5(a)-(c), correctly identified

tracks produce peaks at zero, while misidentified pions and kaons produce peaks around
—0.8 ns and +0.8 ns, respectively. A similar effect is observed in the AE /o distributions,

Figures 4.5(d)-(f).
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The second level particle identification cuts impose tighter criteria on the tracks
which the first level cuts have identified as the K* and the 7~ in K*z~#™*. For a track to be

retained as the K*:

* ATy >—0.6 ns (~30) if the time-of-flight information has been used,

AgK > — 1.5 if the dE/dx information has been used,

[ ]

while for a track to be retained as the

« AT, <0.5ns (~2.50),
AE,
L4 ——-G—- < 2.0,

and the pion must now be identified by either the TOF or dE/dx. Since the #* in D* —
K*m~n* does not participate in the double misidentification, it is unnecessary to apply
tighter criteria to that track. This criteria removes 97 % of the K~n*n™ background which
survives the initial event selection, while retaining 81% of the signal. It is also removes

about 90% of the K%z 20 background which survives the anti-K'? cut.

The Topology Cuts
The major Class IT backgrounds are identified and suppressed by reanalyzing the

events for alternate D D hypotheses. The topologies which are examined are listed in Ta-
ble 5.1 and Tabie 5.2. For each candidate event, the tracks are repermuted and the beam
constrained masses are recalculated. The event is then considered consistent with the
background topology and discarded if, for any of the combinations, the mass on both sides
lies within 30 of the nominal D mass. The efficiency of this procedure is demonstrated in

Figure 5.6 .for the background D* — K°z*zn~x* opposite D~ — K*z™n"~.

Effectively all of the Class II backgrounds are found to be removed by these cuts.
The effect of these cuts on the signal depend strongly upon the final state being recon-

structed: 85% of the signal is retained when reconstructed opposite a Kn* tag, 49%

93



Chapter 5: Search for D* —» K*wr~nw*

Table 5.1 D*D~ topologies considered as background to tagged D* —

Ktrnn*.
Tagvs. Ktnmt D*D~ background
Kozt vs. Kmw*n™ K%z~ vs. K~ mtnt
Konta—nt vs. K n*n~ | Koz ntn~ vs. K ntnmt
Korn*nl vs. K mtn Koz 0 vs. K-mtn*
K°K* vs. Kmtm K%z~ vs. K K*m*
KK*m* vs. K m*n™ K*K"n~ vs. K ntnt

Table 5.2 DOD? topologies considered as background to tagged D* —

Ktn =
Tagvs. K*nn* D°DP background
Kozn* vs. K~mtn~ Koznt vs.K~nt
Kontnnt vs. Kot~ | K°rn* vs. K ntmnt
Ko%*n® vs. K mtn~ | K% nt vs. K n*n®
KoKkt vs. K n*m K% ~n* vs. K'K*
KK*zn* vs. Km*n~ KK~ vs. K~ n*nmt

when opposite K2r*nn~, 85% when opposite K *z°, 71% when opposite K 9% *, and

69% when opposite K*K~n™.

The Anti-Photon Cut
This cut is motivated by the K°x*x° background and the less obvious Class ILD D

backgrounds with the extra n¥’s. These residual backgrounds are suppressed by a cut on
the number of isolated photons not participating in the event reconstruction; if one or more
extra photons are found with energies exceeding 100 MeV, the event is discarded. To re-

duce confusion between photons from the event vertex and split-offs from charged tracks
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Figure 5.6 Monte Carlo D* — Kor*nn*, D™ > K*n 7", K° > K —
zn*n~. (a) Events reconstructed as the signal D™ — K Ortnn~, DY -
K*n~n* after the second level particle identification cuts have been
applied. (b), (c) The beam constrained mass plots from reanalyzing the
events as Kin*nn*, K* n~n~ (with multiple entries per event); the arrows
delimit the +30 mass regions about the D* mass. (d) Events remaining
after discarding those consistent with the K Yz~ n*, K* #~n~ hypothesis.
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interacting in the detector, the angle 6 between their momentum and the momentum of the
nearest charged track must give cos@ < 0.95. The disadvantage with applying this an-
ti-photon cut is the systematic uncertainty--approximately 8 %--introduced by the pres-

ence of the split-offs, which the Monte Carlo does not simulate.

S-S5 Results
Figure 5.7 shows the application of the cuts to the data. After all cuts are applied

three candidate events remain in the signal region and one falls directly outside the signal
boundary. For the remaining discussions the events are labelled in Figure 5.7(¢) as A, B, C
and D.

5-5.1 Analysis Tests
Tests have been performed to check the analysis procedure of the K*n~n* search.

The first two tests examine the initial event selection procedure by searching specifically
for the two major Class I background channels: D* — K~n*x* and D* —» K%K+, K° —
K9 — ntn. The third test studies the background reduction cuts by predicting the num-

bers of events removed and comparing the results with the numbers that are removed.

Searchfor D* > K~ wtw*
For this search, the initial selection criteria for K*z~z* is modified to account for

the differing final state charged particles. The resulting scatterplot is shown in Figure 5.8.
An expected cluster of events is seen around Mipy = Mpeam = 1.8693 GeV/c? with little

background in the surrounding regions; 107 candidate events fall within the signal region.

The detection efficiencies and expected numbers of events are calculated opposite
each tag mode according to the procedure in Section 4-4. Although the resonant K ~z*z*
substructure is not well understood?? (the non-K*z* component is not uniform across
the Dalitz plot), the numbers are determined from samples of D+ — K*a* — (K" n*)x*

and D — K~n*n*[nr], for lack of a better model. The branching fractions used are B(D*
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Figure 5.7 Data after: (a) the initial event selection; (b)_the anti-X 9 cut;
(c) the second level particle identification cuts; (d) the D D topology cuts;
and (e) the isolated photon cut.

> K-r*n'lr]) = 7.2306+18%% and B(D* - K2t - & ahHrh) =
1.9+1.4+1.8%, where the latter branching fraction is derived from B(D* — Kzt -
(K-n"r*) = BO* - K~n*n*) - BD* = K~ n*x*[nr]), using BO* - K #n*z") =
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Figure 58 Candidate D* — K~ n*n" events.

9.1+1.3+04% and B(D* — K n*zn'[nr]). The comelation between B(D* —

K-m*n*[nr]) and B(D* — K*°n* - (K~n*)n*") is accounted for when propagating er-
rors61]

Table 5.3 summarizes the calculations and compares the expected numbers of
events against the observed numbers. The total number expected, 110114 events, is in
good agreement with 107 observed events, assuming no background. The uncertainty on
the number bf expected events is statistical only and reflects the uncertainty on the number

of tags, the error on the branching fractions and the error on the Monte Carlo statistics.
The number of expected background events is 1.5*33, smaller than the error on the total
number of expected events. The background arises from D* — K°%K* — KK* —
(#*7)K* events (where a double misidentification occurs between the K* and the 77),

from D+ — K-ntn*n® events (where the 0 is excluded from the reconstruction) and
from the non-charm continuum (estimated by analyzing u, d, s events generated with Lund

Monte Carlo Jetset 6.2).
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Table 5.3 Analysis test of D¥ — K~ n*z*. The efficiencies are averages
of the efficiencies for D* — K~n*n*[nr] and D¥ — K*n* - (K~"n)7",
weighted by the branching fractions for the two channels.

Tag Mode Efficiency (%) | Expected Number | Observed Number

K°z* 45+2 7.5£1.0 10
K-ntmt 50+1  75.6%9.6 72
Kr*nn* 5742 9.8+1.3 8
Kon*n® 4742 8.4+1.4 12

Kk 47%1 0.7£0.2 1
KK*n* 5542 4.310.7 4
K-ntatad 4511 4.1%0.8 0

Total K~n* '+ Events 110+14 107

Search for D* — K'%K* and D* — K%+
The procedure for finding D* — K°K* is the same as that for K*n~n" except for

the treatment of the #*t#~ pair. For these tracks the X 9 selection criteria from the tagging
procedure (Section 4-3) is used. Figure 5.9 shows the resulting plot with four events in the
signal region. A cluster of events is seen around My, = 2.0 GeV/c?, Mpea = 1.8693
GeV/c2 due to D* — K%n+ where the pion has been misidentified as a kaon, causing up-
ward shift in mass. The detection efficiencies and expected numbers of events are given in
Table 5.4, using BO* — K%K *) = 1.01+0.3210.17 %2 A total of 3.0+ 1.0 events are ex-
pected; this number is consistent with the observed four events. The number of D* —
KOz* events expected in the high mass region is also checked, obtaining an estimated total
of 10.8+1.7 events, which agrees well with 10 observed events. Table 5.4 provides the
numbers for the high mass region. The measurement B(D* — K%7*) =3.2+0.510.2 %24

is used.
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Figure 59 Candidate D* — K°K* events. Events in the high mass
region are reflections from D* — Kz*.

From these checks, it is concluded that the initial event selection procedure is well

understood.

Test of the Background Cuts
In this test the numbers of events that are expected to be removed by each of the

background cuts are calculated and compared to the numbers that are removed. This is

done for three regions in the scatterplot of M;;,, versus Mpeam:

« Signal Region: 1.819 < My, < 1.919 GeV/c?, 1.862 < Myea < 1.876
GeV/c2.

« Region I: 1.67 < Mypy < 1.77 GeV/c?, 1.862 < Myean < 1.876 GeV/c%.
This is the low invariant mass reflection region, containing 90% of the
D*— KK*rn* events which are misidentified as K*n~n*. Other sources
of events in this region are D* — K°z*z° and the tails from D* —
K ntmn*.

« Region II: 1.94 < My, < 2.04 GeV/c?, 1.862 < My < 1.876 GeV/c2.
This is the high invariant mass reflection region, containing 90% of the
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Table 5.4 Analysis check with D* — K%K+ — KK* — (z*a)K*.

Tag Mode Efficiency (%) | Expected Number | Observed Number
Kozt 3742 0.23 £0.07 2
K-ntmt 3541 2.03 +£0.64 1
Kntnn* 36+3 - 0.24£0.08 0
K'n*n® 40+4 0.27 £0.09 0
Kk 3612 0.02 £0.01 0
KK*nt 3642 0.11+0.04 0
K-ntntn® 3543 0.12£0.04 1
Total K°K* Events 3.0%1.0 4

Table 5.5 Analysis check with D* — K" — Kt — (atm)n* (for
events in the high mass region 1.94 < M, < 2.04 GeV/c?, 1.862 < Mg <
1.876 GeV/c? of Figure 5.9).

Tag Mode Efficiency Expected Number | Observed Number
Kz* 40+2 0.81+0.13 0
K-rntnt 41+2 7.38+1.22 9
Kon*nn* 40+3 0.8210.15 0
Koztn® 4614 1.00£0.21 0
K+ 38+3 0.07+0.03 1
KKtnt 3747 0.35+0.07 0
K ntnta® 3410 0.37£0.10 0
Total K°#* Events 10.8+1.7 10

D* = n*m—n* and KOzt events which are misidentified as K*n"n™.

Other sources of events in this region are the tails from D*— K~#n*z™.
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Table 5.6 Branching fractions of the Class I and Class II backgrounds to
DY K'm"n"

Mode Branching Fraction (%) | Reference
D* - KK+ 1.0140.32+0.17 24,20
Dt - Kzt 5K nHnt| = 1.9+1.4+18 (see text)
D*— K~ntn*{nr] 72+0.6+18 22
D* = K%n*n® 10.24+2.5%1.6 24
DY KK*n* 1.21£0.33+0.13 24,20
D+ K°n* 3.2+£0.5+0.2 24
D*— ntnnt 0.38£0.15+0.09 24,20
D* = Kotz nt 6.6+1.5+0.5 24
D® 5 K-nt 4.240.4+0.4 24
D°— Korn*n 6.410.5£1.0 22
D K ntw At 9.1+0.8+0.8 24
D® 5 K-ntn° 13.3+1.2+1.3 24
DO KKt 0.51£0.09+0.07 24,20

For the checks Monte Carlo samples of the various backgrounds were generated

with at least 10x the expected numbers of events in the y(3770) data samples. The contri-
bution of K°z*7® and KK *7* to the signal region is either small or negligible, and there-
fore these channels were generated according to phase space only. The decay DO -
K~n*x° (in the Class II backgrounds) is dominated by the quasi-two body mode D% »
K~p*, so this mode has been used to represent K~ z*x".

Table 5.6 lists the background branching fractions used in the estimates. Correla-

tions exist between several of the branching fractions. The branching fraction for KOkt is

derived from measurements of the branching fraction ratio, B(K°K *)/B (K%z*), and of the
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absolute branching fraction for B (Kz*). Similar relations hold between K K*n*, n*n~n*
and K~ n*n+ and between K~K* and K~7*. These correlations are accounted for in the er-
rors. The relation between B(D* — K~n*n*[nr]) and B(D* — K*z* — (K~n*)x*) has
been discussed above and is also accounted for here. Among the D* modes KOz*,
Kntnt, KOn'nn*, K *z° and the D° modes K7+, K~n* n~n*, K~n*n0, cormrelated er-
rors arise from the double tag analysis procedure used in the determination of the absolute
branching fractions. These correlations are assumed to be small and have been neglected

for these checks.

Included in the predicted numbers are the estimated contributions from «, d, §
events, determined from an analysis of Lund Monte Carlo data. The analysis, shown in
Figure 5.10, finds that the contribution from u, d, s production is not neg]j\gible. The tag-
ging procedure constrains track combinations to the D momentum. When all generated
particles in the event leave well-measured tracks in the detector, momentum conservation
will then constrain the recoil tracks to the D momentum, causing events to fall in or

around the signal region

Table 5.7 gives the total expected numbers of events lost and compares the results
against the data. The total number of events expected to be lost from the signal region,
26.7:!:3.8, deviates by approximately 2o from the observed number lost, 17, assuming
Poisson statistics. Most of this discrepancy occurs at the second level particle identifica-
tion cuts, where 22.2+3.6 events are expected to be lost versus 11 events observed to be
lost. The deviation may be due to statistical fluctuations, but may also involve the fact that
the resonant substructure of the K~n*n* background is not well understood!22! A discrep-
ancy is also found in Region II, where the observed number of events, 18, exceeds the pre-
dicted number, 11.6%1.7, by approximately 1.50. In Region I the predicted number,

7.411.4 events, agrees well with the observed number, 8 events.
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Figure 5.10 Analysis procedure applied to the Lund Monte Carlo: (a) after
the initial event selection; (b) after the anti-K ‘s) cut; (c) after the second
level particle identification cuts; (d) after the DD topology cuts; and (e)
after the isolated photon cut.

5-5.2 Total Momentum and Energy Studies
No constraints on the total track momenta (P,,,) and energy (E,) have been im-

posed by either the event selection procedure or the data reduction cuts. Therefore, as a
further check on the quality of the three events, Py, and E ; of the events are examined.
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Table 5.7 Numbers of events observed and expected to be removed by the

background cuts.
Region I Signal Region Region 1T
Cut
Obs. Exp. Obs. Exp. Obs. Exp.
Anti-K$ 1 1.0:34 3 3.0134 6 451
Second Level Parti-
+
ole Identification 5 5.7+1.2 11 222436) 11 6.8+1.4
Topology 0 0.2433 3 0.9133 1 0.4433
Extra Photon 2 0.513 0 0.533 0 <0.23
Total Number 8 7.4%14 17 267+38| 18 11617

The expected values for these quantities are Py, =0 and E s = Js =3.77 GeV/c. Signifi-

cant discrepancies would indicate, for example, missing particles or tracks which escaped

detection by travelling out through the beam pipe. Figure 5.11 shows distributions of Py,

and AE, = Js - E,, for the three candidate events and the boundary event. For compari-
son, the corresponding distributions for D* — K~n*n* with the all-charged tags are su-
perimposed.

Event D has the largest discrepancies in both Py, (= 245 MeV/c) and AE ; (= 107
MeV/c?). Because of this result and the fact it does lie outside the signal region, this event

is removed from further consideration as a K*z~z* candidate.
In total momentum event C also has a significant discrepancy with Py, = 130
MeV/c, placing it in the tail of the D* — K~ 7*x™ distribution. The missing momentum
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Figure 5.11 The total momentum (a) and the total energy (b) of the three
K*n~n* candidate events and of the event on the signal boundary event.
Superimposed are the total momentum and energy distributions for D*
—>K-n*n*.

for this event has cos@ = 0.86, not well along the direction of the beam pipe. However, a
visual inspection of the event (Section 5-5.3) finds an isolated 61 MeV shower. If the
shower is included, the missing momentum then has cosf = 0.99 with P, = 108 MeV/c,
well in the direction of the beam pipe. Nevertheless this event will be retained as a

K*¥mnnt candidate.

5-5.3 Event Scans
To determine the quality of the events and to check against background, the three

events within the signal region were examined visually; displays of the events are given in

Figure 5.12'thro'ugh Figure 5.14. Table 5.8 provides event information.

Event A
The tag is K~n*z*, reconstructed from the tracks labelled 4, 2 and 6, respectively.

Tracks 4 and 2 are strongly identified by time-of-flight, and the dE/dx information corrob-
orates the mass hypotheses. For track 6, however, the time-of-flight infdnnation prefers
the kaon hypothesis over the pion hypothesis; the dE/dx information confirms the kaon
hypothesis, although the momentum of the track--0.651 GeV/c--just exceeds the 0.650
GeV/c cut above which dE/dx information is not considered reliable. The invariant and

beam-constrained masses of the tag are My, = 1.904 GeV/c? and My, = 1.8624 GeV/c?;
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Figure 5.12 Event A.
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t+ Qo

Figure 5.13 Event B.
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Figure 5.14 Event C.
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Table 5.8 Event information on the three Dt — K~n*n~ candidates.

Event A Event B Event C
Tag:

Channel K rn'nt Kot > ntnn* KK

Tracks: 4 2 6 | 5 4 2 4 1 5
P(GeV/c) |0.363 0.648 0.651{0.490 0.467 0.889|0.722 0.538 0.192
ATy/ og 03 68 16 |102 11.1 38 | 31 22 365
AT,/ o, 140 10 45 | 07 09 03 | 24 103 17
AFyglog oo 11 - |17 38 16| 21 10 -
AE,/ o, 83 02 17 18 13| 14 20

M (GeV/c?) 1.904 1.890 1.829

Mpeam (GeV/c?) 1.8624 1.8704 1.8638

Recaoil:

Channel K rntn™ K rntm™ Ktnnt

Tracks: 1 5 3 1 6 3 2 6 3
P(GeV/c) |0.781 0.494 0.477]0.693 0.395 0.565|0.557 0.370 0.733
ATy/ og 23 141 89| 15 - 61|20 - 32
AT,/ o, 7 14 15| 15 05 | 10.6 07
AFgl o 4 - 08| 13 33 14| I5 36 26
AE,/c, 54 28101 11 0839 o0 22

My (GeV/cz) 1.829 1.851 1.881

Mpeam (GeV/c?) 1.8655 1.8707 1.8691

the latter number lies directly above the lower cut on the beam-constrained mass for the

all-charged tag modes (1.862 GeV/c?). The remaining tracks, 1, 5 and 3, make up the re-

coil K*n~n*, respectively. All recoil tracks are also identified by TOF. The pion tracks are

strongly identified by their time-of-flight, but the kaon track is preferred to be a pion by

time-of-flight; the momentum of the kaon track--781 MeV/c--excludes the use of dE/dx
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information. The masses for the recoil are My, = 1.829 GeV/c? and Myepp = 1.8655
GeV/c2. The invariant 77~ mass is M, = 0.707 GeV/c?, well away from the mass of

the KO,

Event B . ,
The tag is K In*, reconstructed from tracks 5, 4 and 2; 5 and 4 form the K with an

invariant mass of 0.506 GeV/c2. The displaced K9 decay vertex can be seen in the axial
view of the event. All tag tracks are well identified by time-of-flight, and the dE/dx infor-
mation corroborates the mass hypotheses. The tag invariant and beam-constrained masses
are M, = 1.890 GeV/c? and My, = 1.8704 GeV/c2. The recoil K™~ tracks are 1, 6
and 3, respectively. Tracks 1 and 3 are strongly identified by time-of-flight with consistent
dE/dx. Track 6 has a low angle with respect to the beam axis and does not hit the
time-of-flight counters. It is identified by the dE/dx system, which does prefer the pion hy-
pothesis. The recoil masses are M;,, = 1.851 GeV/cZ and Myeam = 1.8707 GeV/c% The in-

variant 77~ mass is M = 0.730 GeV/c?, well away from the mass of the K 0,

Event C
The tag is K“K*n~ reconstructed from tracks 1, 4 and 5, respectively. All tag

tracks are identified by time-of-flight. Track 1 is strongly identified as a kaon, but track 4
is consistent with both pion and kaon hypotheses. For the tag M;,,, = 1.829 GeV/c? and
Mpear = 1.8638 GeV/c2. The recoil K*n~n* tracks are 2, 6 aﬁd 3, respectively. Tracks 2
and 3 are strongly identified by time-of-flight with consistent dE/dx information. Track 6
is another one at low angle to the beam axis, and is strongly identified by the dE/dx infor-
mation. For the recoil My, = 1.881 GeV/c? and My, = 1.8691 GeV/c2. This event has an
extra photon with an energy of 61 MeV, below the 100 MeV cut required for the event to
be rejected by the isolated photon cut. The invariant £*7~ mass is M, = 0.925 GeV/c?,

well away from the mass of the K°.
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In summary, of the three events, Event A would be the most likely to be a back-
ground. The time-of-flight information of two of the tracks prefers the opposite mass hy-

pothesis, and the tag beam constrained mass is at the boundary for signal events.

5-5.4 Additional Topology Tests
The topology cuts remove events that are consistent only with those topologies

listed in Table 5.1 and Table 5.2. Other topologies that can contribute are considered to be
less significant because they include one or more D decays which are Cabibbo sup-
pressed. For example, K"K *K* versus 2* 7%~ could be reconstructed as K K *n~ versus
K*n~n*. The three candidate events have been tested against these other topologies. Only
Event A is found to be consistent §vith another topology--K K~ versus 7~ z*z*. The in-
variant masses of the event are 1.835 GeV/c? and 1.894 GeV/c?, respectively, and the
beam constrained masses are 1.8634 GeV/c? and 1.8654 GeV/c?, respectively. However,
the number of such events expected to have been produced in all the y(3770) data sets is
about (.54 events, and it would be unlikely that one produced event with that topology
could be reconstructed as both K%K~ versus 7~ n*z* and K%+ versus K~n*n~. Event A

is therefore retained as a K*n~ " candidate.

5-5.5 Detection Efficiencies
Due to the selective nature of the background cuts, the reconstruction efficiency

for DY — K*z~n* must :be determined separately opposite each of the seven tag modes.
To estimate the efficiencies, the analysis procedures are applied to seven Monte Carlo
samples, ~15,000 events apiece, with D* — K*n~#* generated according to phase space.
Table 5.9 lists the estimated efficiencies with the errors from the Monte Carlo statistics.
The weighted efficiency, determined by the number of tags, is calculated to be &=
40.3+0.6%

112



Chapter 5: Search for D* — K*or™or*

Table 5.9 Detection efficiency for D* — K*a~n* opposite each tag.

Tag Mode Efficiency(%)
Kzt 33.1+0.7
K rn*n* 43.8+0.8
Kon*nn* 240+0.9
Kz* 20 343+ 1.4
K°k* 27.9+0.7
KK*n* 32.3%0.9
Kntnzn® 46.7£3.0
Weighted Efficiency: 4031 0.6

5-5.6 Background Estimates
The dominant D D backgrounds after the data reduction cuts are the Class I back-

grounds, D* = K%K* — KK* — (#*2)K*, D* =K z*n*[nr], and D¥ - K*n* —
(K~nY)rmt. As for the detection efficiency, the background acceptances and numbers of
events must be estimated separately opposite each tag mode. The numbers are listed in Ta-
ble 5.10, where the errors are statistical only, derived from the Poisson errors on the Monte
Carlo statistics, the statistical errors on the background branching fractions, and the statis-
tical errors on fhe number of tags. The total expected number is found to be nypp =
0.81+0.21

From the analysis of the Lund Monte Carlo data, the number of events from u, d, §

production is determined to be ny, 4 = 0.41+J33. This number is included in Table 5.10.

The number of expected events from all background sources is n}, = 1.2133. As-
suming Poisson statistics, the probability for 1.2 events to fluctuate to three events is

0.087.
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Table 5.10 The expected numbers of background events to D+ — K*n~n%,
including the contribution from the continuum. The acceptances for the

DD background are also included.

DD Background Acceptance(%) | Number of Events
D* - K-w*n'[nr] vs. D~ — KO~ 0022938 | 0.0028°9%%2
D™ K*mn 0.349+0.036 0.416+0.055
D™ =K% ntn~ | 0.03433%3 0.0045:3 %%
D~ K% 0 0.108:3%3 0.0154+38%534
D~ —K%- 0.085+3.%28 0.0011 33003
D-—-K*K-n" 0.008:3:948 0.0005+3.3053
D - K*m x| 0.117383 0.0085+3:3453
D* —» Kz vs. D" - K% 0.012:394% 0.0004‘:8;%8%
D-—=K*nn 0.888+0.088 0.279+0.207
D™ K% ntn~ | 00387339 0.00143%01>
D~ > K n° 0.016:3:3¢ 0.0006+3:3344
D~ —K%K- 0.085:3%7 0.0003+0.0002
D~ —>K*Kn~ 0021330 0.0003 433304
D >K*tmana® | 021243 0.0041+3:3044
D* > K%* vs. D~ - K%~ 0.602+0.089 0.0038+0.0013
D-—>K*ma 0.991£0.116 0.0573£0.0192
D™ =K% ntn~ | 0.488+0.003 0.0032+0.0013
D~ - K% n0 0.984+0.226 0.0068+0.0027
D~ - K%K~ 0.758+0.081 0.000520.0002
D~ =K'k n” 0.879+0.136 0.00270.0010
D~ K*nmnn° | 0.808+0.361 0.002940.0016
Total expected DD contribution 0.81+0.21
Total expected u, d, s contribution 0.41*_8;%%
Total expected number of events 1.22’:8;%,%

Table 5.11 and Table 5.12 give the number of events for Regions I and Region II,

respectively. The number of events expected in Region I is 0. 33132, while two events are
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Table 5.11 The expected numbers of background events for Region I,
including the contribution from the continuum. The acceptances for the

DD background are also included.

DD Background Acceptance(%) | Number of Events
D* > KK*n* vs. D-— K% 0.51+0.08 0.011+0.004
D> K*nmn~ 0.94+0.12 0.188+0.057
D™ Kz ntn 0.36*3.4% 0.008+3:3%
D~ — K% n" 0.56738 0.01333%2
D™ K%~ 0.11:3% Q)x107
D> K*Kn~ 0.47+0.08 0.005+0.002
D~ =Kt nn® 0.57+33¢ 0.0073%%
Total expected DD contribution 0.231+0.07
Total expected u, d, s contribution <0.23
Total expected number of events 0.3313%

actually observed. The variation in the predicted number is estimated to be £2 % when the
resonant KK *z* decay channels (D* — ¢n* and K*°K™*) are considered. The numbers

suggest, therefore, that some residual background for this region has not been accounted

for, perhaps decay modes containing extra low momentum 7%’s. The number of events ex-

pected in Region II is 1.46t8;§§, which is consistent with the observed number of one

event.

5-5.7 Systématic Errors

Systematic errors are estimated for the detection efficiency of the signal, the num-

ber of DD background events and the number of u, d, s background events. Sources of er-

ror and their level of contribution is described below.
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Table 5.12 The expected numbers of background events for Region II,
including the contribution from the continuum. The acceptances for the
DD background are also included.

DD Background Acceptance(%) | Number of Events
[ D" K°n* vs. D- K1 0.49£0.06 0010£0.002 |
D™ o K*m 0.75+0.10 0.136+0.028
D™ =K% ntn 0.460.96 0.01020.003
D~ =K% 7° 0.5740.17 0.012+0.004
D~ K%~ 0.54+0.10 (10£4)x 1074
D> K*Km~ 0.40+0.09 0.00440.001
D™ - K*naal 1.48+0.49 0.016+0.006
D* 5 mtaw* vs. D~ =K% 8.4610.33 0.059+0.024
D~ K*n 14.55+0.46 0.920+0.376
D~ =K% rntn 5.70£0.41 0.041£0.017
D~ > K% =" 8.88+0.69 0.067+0.029
D~ K%~ 9.17+0.40 0.006:0.003
D~ > K*Km" 7.88+0.42 0.026+0.011
D~ > K*nna° 12.7+1.52 0.049+0.022
Total expected DD contribution 1.36+0.48
Total expected u, d, s contribution <0.23
Total expected number of events 1 46*0 33

Systematic Errors on &

reconstruction efficiency of the signal. The errors are given in terms of the relative uncer-

tainty.

The following sources are considered to contribute to the systematic error on the

1) Charged track reconstruction efficiency. For each charged track a rela-
tive uncertainty of —1% is attributed to the reconstruction efficiency. A
—3% relative error is therefore given for £ to account for the recon-
struction of the three recoil tracks. The charged track reconstruction ef-

ficiency is based on previous studies of the y(3770) datal®?
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2)

3)

4)

5)

6)

The effect of no cuts for the fiducial regions of the detector. In the
tracking system, a comparison between simulated and real y(3770)
data finds no more than a —2% discrepancy in the number of detected
tracks. Attributing a —1% error for each charged track yields an overall
—3% error for this effect. In the time-of-flight and dE/dx systems, the
uncertainty is folded into the uncertainty in the particle identification,
discussed next. |

Particle Identification. The effects of the first and second level particle
identification cuts on the K*n~z* signal in Monte Carlo and real data
were compared by applying those cuts on samples of K~ 7*7* events.
Inclusive samples were collected from all three charged track combina-
tions with a net charge of +1 and | P, — Pp| < 50 MeV/c. The track
with charge opposite to the net charge was given the kaon mass assign-
ment, while the other two tracks were given the pion assignment. Mon-
te Carlo and real data samples of 5294 and 1620 events were obtained,
respectively. The particle identification criteria were then applied, and
differences in efficiencies of +2%, 1% and +1% were found for the
second level kaon identification, second level pion identification and
first level pion identification, respectively. Added in quadrature, these
numbers give an overall +2.4% uncertainty due to the particle identifi-
cation.

Anti-photon cut. Although D* — K*z~7* produces no extra photons,
the anti-photon cut may reject real events when split-offs from charged
tracks generate an isolated shower. The detector simulation does not
model this effect. The —8 % uncertainty introduced by this cut was esti-
mated by applying the anti-photon cut on the tagged K™zn*za* sample
from the first analysis test in Section 5-5.1.

Mass cuts and definition of the signal region. Wide mass cuts were in-
troduced by the anti-K'? and topology cuts, and the wide cuts about the
D mass define the signal region. A 1% error is given to account for
possible tails in the signal distribution.

Resonant substructure. The efficiency was estimated by generating D*
— K*n~n* according to phase space. Differences in efficiency of —1%
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Table 5.13 The systematic errors on the K*n~7" detection efficiency.

Source Systematic Error (%)
Charged track efficiency -1.2
Absence of fiducial cuts -1.2
Particle Identification +1.0
Anti-photon cut -3.2
Mass and signal region cuts 0.4
Resonant substructure -2.8

Total Error +1.1/-8.5

and —7% were observed when D* — K*p® — K*(n"n*) and D* —
K*n* — (K*n™)n*. Therefore a —7 % error is attributed to this effect.
These errors are summarized in Table 5.13 in terms of the absolute error on the re-
construction efficiencies for D* — K *n~#*. The total errors are obtained by adding the bi-
ased errors linearly and the remaining errors in quadrature. Quoting both statistical and

systematic errors, the weighted efficiencies for the signal is

£,=40.310.61}1%
Systematic Errors on n, pp
Several effects which contribute to the systematic uncertainty of the signal effi-
ciency also introduce uncertainties to the number of D (Class I) background events. Dis-
cussion of these effects on the backgrounds follows, with the errors given in terms of the

relative uncertainty on the number of events.
1) Charged track reconstruction efficiency. All backgrounds are detected

with three charged tracks in the recoil; therefore a —=3% error is attribut-
ed.
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Figure 5.15 Forcing track misidentification with a sample of Dt >
K-n*m*: (a) the event sample; (b) kaon misidentification yielding a
reflection peak at approximately 1.73 GeV/c? (the signal peak is due to D*
— KO*); (c) pion misidentification yielding a reflection peak at
approximately 1.95 GeV/c?.

2)

3)

‘The effect of no cuts for the fiducial regions of the detector. For three
charged tracks, a —3% uncertainty is attributed.

Particle identification and misidentification. For the K%K * background,
all tracks are identified correctly, and therefore a +2 % error is given to
account for the uncertainty in particle identification for that back-
ground. For the K~m*n* backgrounds, the uncertainties in the kaon and
pion misidentifications were estimated by modifying the particle identi-
fication study performed for the signal efficiency; for this study, the in-
clusive K" n*n* samples were again used, but tracks were assigned the
opposite mass hypothesis before applying the first and second level
particle identification criteria. This intentional misidentification is dem-
onstrated in Figure 5.15. Uncertainties of approximately +6 % and +9%
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are estimated for the kaon and pion misidentifications, respectively. In-
cluding the 1% uncertainty for correctly identifying the other pion
track, an overall error in the particle identification for the K n*n*
backgrounds is estimated to be *1{ %, when the numbers are propagated
linearly. Since the K~z*n* backgrounds dominate, the error on the to-
tal number of background events is *14%.

4) Anti-photon cut. The D backgrounds also do not produce extra pho-
tons. An error of -8 % is therefore given.

5) Mass cuts and definition of the signal region. Wide mass cuts were in-
troduced by the anti-K 9 and topology cuts, and the wide cuts about the
D mass define the signal region. A £5% error is given to account for
possible tails in the M, and signal distributions.

The following additional sources have been considered in the systematic error on

RvDD-

6) The branching fractions for the background processes. The relative sys-
tematic errors in the branching fractions for K°%K* (17%), K ~n*n*[nr]
(25%) and K*On* — (K~ (95%) propagate to a £21.0% error in
the number of background events, where the correlations between the
latter two modes have been taken into account. The systematic error for
the decay of the KU is negligible.

7 'i‘he error on the number of tags. These systematic errors contribute a
+1.7 % uncertainty on the total number of background events (refer to
Table 4.2). '
These errors are summarized in Table 5.15 in terms of the absolute error on ny, pp.
The total errors are obtained by adding the biased errors linearly and the remaining errors

in quadrature. Quoting both statistical and systematic errors, the number of D background

events is:

nypp = 0.81£0.2113%}
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Table 5.14 The systematic errors on the number of D D background events.

Source Error (#events)

Charged track efficiency -0.02
Absence of fiducial cuts -0.02

Particle identification +0.11/-0.01
Anti-photon cut -0.12
Mass and signal region cuts +0.01
Branching Fractions +0.17
Number of tags +0.01

Total uncertainty +0.21/-0.24

Systematic Errors on ny ,;
Because of the limited statistics from the Lund Monte Carlo data, the various u, d,

s event topologies which can leak into the signal are not well understood. To estimate the
systematic errors for ny_,4s, SOme assumptions are made about the topologies and the
misidentification mechanisms: for the majority of the topologies (1) the charged track
multiplicity is six; and (2) the tracks identified as the recoil K* and the recoil z~ are, re-
spectively, a piqn and a kaon which have been misidentified. With these assumptions the

relative systematic errors on the number of u, d, s background events follows.

1) Charged track reconstruction efficiency. For six charged tracks, a 6%
error is attributed.

2) The effect of no cuts for the fiducial regions of the detector. For six
charged tracks, a —6% uncertainty is attributed.

3) Particle identification. In the recoil, double track misidentification and
one correct track identification contribute errors of *{%. Assuming the

tracks in the tag are correctly identified contributes an additional 2%
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Table 5.15 The systematic errors on the number of u, d, s background

events.
Source Error (#events)
Charged track efficiency -0.02
Absence of fiducial cuts -0.02
Particle identification +0.06 / -0.01
Anti-photon cut. -0.03
Mass and signal region cuts 10.02
Integrated Luminosity 10.02
Total uncertainty +0.07 / -0.08

uncertainty. Adding the errors in quadrature gives a total uncertainty of
+139, from particle identification.

4) Anti-photon cut. Although some topologies may produce extra pho-
tons, an error of —8% is still given to account for the uncertainty in re-
moving events with split-off showers.

5) Mass cuts and definition of the signal region. A £5% error is given to
account for effects of the mass cuts and the overlap of the background
with the signal region.

6) Integrated Luminosity for the y(3770) data set. This number contains a
+5% error which directly contributes to the systematic error on the
number background events.
These errors are summarized in Table 5.15 in terms of the absolute error on the
number of u, d, s background events. The total errors are obtained by adding the biased er-
rors linearly and the remaining errors in quadrature. Quoting both statistical and systemat-

ic errors, the number of u, d, s background events is:
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5-6 Upper Limit for B(D* — K*n~7")

To obtain an upper limit for B(D* — K*n~n*), a maximum likelihood fit is per-

formed for observing three candidate events in the presence of background. The following
notation is used to describe the likelihood functions:
ol = the true number of D* — K*n~n* events.

o lpp (nypp) = the true (estimated) number of background events for
K*n~n* originating from charm production.

o Uy uis(Mbuds) = the true (estimated) number of background events for
K*n~n* originating from u, d, s production.

* N, = the observed number of events for K*z™z*.
« 7,(&,) = the true (estimated) reconstruction efficiency for K*z~z™.
* Hiags (n1ags) = the true (estimated) number of tags.

* ObDD» Os Ongs = the statistical standard deviations on nppp, &, and
1 tags, TESPeECtively.

» p = the set of true quantities {7]s, Ls, Ub.0D» Hb.uds}
o p = the set of estimated quantities {&, #t,pb» buds» Os» Ob.0D }
The joint likelihood function is

L(nobs’ p'p ) ?(nobs, #s"‘ﬂb.DD'*‘ﬂb uds) X
G (M &> O9G(Ltagss Magss Otags)G(Ub.DD> Mo.DD» Ob.DDI PO udss O, uds)

where P represents a Poisson probability distribution:

ureH,

P(n; W)=
n!

and G represents a Gaussian distribution:
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oV27® 202

G0 1, 0) = _L_exp(_ (x= “)2)

The constant  is the normalization between the Lund Monte Carlo samples and the
w(3770) data samples; oftly, 45 (0, ,45) is the true (estimated) number of Lund Monte Car-

lo events accepted as the signal. Due to the low statistics, a Poisson distribution is used.

Under the constraint

Hs = Hiags s BE*2~7%) C

the likelihood function is maximized at different values of B(K*n~n*) by varying fiags,
Ts» Hp.pp and py 45 The likelihood function is integrated to find the 90% confidence level:

B
j * L(B)dB
o 09
J,u®dB
Systematic errors are propagated by changing the mean values for &, nygs, 71, pp and np y4s

by the errors which cause the limit to increase, e.8. & —> & — 9. The joint likelihood

function is then maximized using the adjusted values.

The likelihood function is shown in Figure 5.16, treating the three candidate events
as non-resonant K *z~#*. The dashed and solid curves show, respectively, the results with-
out and with systematic errors propagated; the arrows indicate the 90 % confidence levels.
If systematic errors were neglected, B(D* — K*n~n*) < 0.57%. The systematic errors in-

crease this limit to

BD*->K*rn*)<0.77% @ 90% CL

A final test of this result is performed in a separate analysis of doubly Cabibbo
suppressed decays where fully reconstructed events are kinematically fitted rather than
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Figure 5.16 The likelihood function relative to B(D* — K*n~n*).

tagged. The analysis and results are detailed in Appendix 2. The limit for K*z~z* found

in that analysis is B(D* — K*n™n*) <0.77% at 90% confidence level.

5-7 Resonant Substructure Anal zs:s and Upper ants for
B(D* — K*p", B(D* - K*%7*), and B(D* K*7 7 [nr])

The resonant decay channels of Kz~ n* are D* - K*p® > K*(z*n~) and D* —
K*Ozt - (K*n~)m*. A substructure analysis has been performed to determine the limits

specific to these decay channels and to the nonresonant component.

The analysis begins by introducing cuts to isolate the resonant K*z~7* modes.
Both modes decay as P — VP,, V — P, P;, where P denotes a pseudoscalar meson and V
denotes a vector meson. By conservation of angular momentum, the P, or D ¥, must decay
to the VP, in a relative p-wave, which produces the P,, or P;, with an angular distribution
of cos28 in the helicity frame of the V. This property produces the Dalitz plot distributions
‘shown in Figure 5.17, where M2, is plotted against M2, for Monte Carlo D* - K +p0 and

K*Or*, My, and M, being the K*z~ and 71~ invariant masses, respectively.
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Figure 5.17 The Dalitz plot M2, versus Mg, for the three candidate events
and for (a) Monte Carlo D* = K*p%, p® = n*z~ and (b) D* - K*Oz*,
K*0 — K*n~. The solid lines in the plots indicate the cuts introduced to
isolate the respective decay channels. The absence of events about M2, =
0.248 (GeV/c*? is due to the anti-K§ cut.

Events are accepted as K*p° candidates if:

* 0.38 <M2,;<0.80 (GeV/c?? D* 5 K*tpO 5Kt (ntn)
o Mgg> 1.15 or Mg, < 1.85 (GeV/c?)?

These cuts isolate the lobes of the p?; in the respective projections, the former cutis a 20

constraint about the square of the p mass, while the latter contains 95% of the K*p° sig-

nal. Events are accepted as K *Oz* candidates if:

¢ 0.74 < M3, < 1.26 (GeV/c?)? Dt - K7t o
K*mH)nt

o M2,>0.69 or M2, < 0.90
These cuts isolate the lobes of the K0 in the same manner as the cuts for the K*p® candi-

dates. Events rejected by both of these cuts are accepted as nonresonant K *7* 7.

Superimposed on the plot in Figure 5.17 are the three candidate events. None of
the events are found to be strong candidates for either D* — K*p® — K*(x*n ) or D* —

K*Oz* — (K*n)n, since no events survive after applying either set of Dalitz cuts. In the
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Table 5.16 Submasses and submasses squared of the D* — Ktn~rnt

candidates.
Event A Event B Event C
M, (GeV/c?) 0.707 0.730 0.925
Mg, (GeV/c?) 1127 1.146 0.882
M2, (GeV/c?? 0.500 0.533 0.856
Mg, (GeV/c2)? 1.270 1.313 0.778

case of K*p®, Events A and B do have #*7~ invariant masses consistent with the p mass,

but both lie at the edge of the pP lobe and are removed by the by the M,%,, constraints. Sim-

ilarly in the case of K*%z*, Event C has a K*#~ invariant mass consistent with the K*
mass but is removed by the constraints on M2, The invariant mass information for the

three events is given in Table 5.16. All three events are consistent with nonresonant

K¥nnt.

Before continuing the analysis, a few observations must be made. While the cuts
for K*p%, K*Oz* and K+~ n*{nr] are designed to isolate the respective decay channels, a
cut for one mode does not eliminate the presence of signal events from the other two.
Therefore, K*p® and K*x*n[nr] contribute background to K*0x*, etc. Additionally, the
cuts in the Dalitz plots for the K *p® and K *°z* are not mutually exclusive; they overlap in
the lower left region of the Dalitz plot, and a subset of events produced as K*p9, for exam-
ple, will be detected as both K*p® and K**1*. To obtain uncorrelated data, e.g. when esti-
mating efficiencies, the overlapping region could be excluded, but this would cause a
significant loss in efficiency. Instead for the balance of this analysis, four independent re-
gions of the Dalitz plot are analyzed. If R, and Rg«, are the regions cut out by the selec-

tion requirements for K *p® and K*On*, respectively, then the four regions are

. Region 1: RKP - (RKP M RK*IL')
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Table 5.17 The K*n~n* weighted efficiencies in percent.

Region
1 2 3 4
Bo K+p© 23.940.5% 1.0£0.13§} 3.910.2%% 9.4+0.3*3
§§ K*ont - K*ao)m* | 32402203 185+044% 6210243¢ 7.4£032%1
2 Kt nt[nr] 7.8£03294 20+0.173) 1.120.1731 29.240.57%]

» Region 2: Rpuy— Rgp MRy )

* Region 3: Rgy N Rgey

 Region 4: Region 1 + Region 2 + Region 3

The number of expected events (nL,) from Region i is
Pexp™ Miggs ZeiijC +ni
3

where ny,g is the number of tags, eij is the efficiency for detecting the produced Ktz -z
decay j in Region i, B is the branching fraction for decay i, C is the multiple counting cor-

rection factor and 'nli, is the number of events from the other backgrounds.

Detection Efficiencies
As before, efficiencies are determined opposite each of the seven tag modes from

Monte Carlo simulations. The weighted efﬁcienéies, € ij, are given in Table 5.17, with sta-

tistical and systematic errors, respectively. The relative systematic errors are the same as
before (Section 5-5.7) with the uncertainty from the resonant substructure removed and a

+5% error added, in quadrature, to account for the uncertainty introduced by the Dalitz
cuts. The reconstruction efficiencies for D* — K*p® - K*(z*n"), D* — K*0z* —

(K*z )t and D* — K*n~nt[nr] are, therefore
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Figure 5.18 Dalitz plots of the major Class I backgrounds: %a) D+
—K-ntatnr], ) D¥ - K*7* 5> K~ 7Yt and c) D* - K
KK+ = (ntn)K™.
Exp=€'gp+ E7xp=27.8£0.515%
Egug=EXprn+ Eprn=24.1£0.4714 %
£y = & =29.240.5457%
Background Estimates

Dalitz plots of the three Class I backgrounds, D* — K°K* — KK+ — (z*n)K*,
D* -K n*x*{nr], and D* — K*°z* — (K~n*)x*, are shown in Figure 5.18. None of
the three backgrounds are found to contribute significantly to the overlap region, and only
the K°K* background contributes to Region 2. Numbers of events are estimated as before
with the additional cuts for the four Dalitz plot regions. The total numbers of events from
DD backgrounds are listed in Table 5.18 with statistical and systematic errors, respective-

ly. The relative systematic errors are the same as before (Section 5-5.7) with, again, an
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Table 5.18 The expected numbers of background events, and the covariant matrix associated with the numbers of events
from DD production (see text).

—_ Region
DD Background
1 2 B 3] 4
D¥ = K~n*nt[ni] 0.210£0.035+0.062 negligible negligible 0.226 3 B3% +0.067
D* = K*z* - (K~nt)n*| 0.181+0.135+0.174 negligible negligible 0.1060.0800.102
D*— K%+ 0.005:3:83+0.001 |0.008+0.003+0.002 negligible 0.062+0.020+3312
Total DD Contribution | 0.396+0.135+0.144 | 0.008+0.00310.002 - 0.394:+0.084 +39%¢
Total u, d, s Contribution | 0:1028:43+0.02 0.10:§#+0.02 0.103:83+0.02 0.1035 88
Total Number of Events | 0.50237]+0.16 0.11235+0.02 0.102353+0.02 0.490:5+0.12
DD Covariances 1 2 3 4
1 0.0182 4.0x10°6 0 0.0096
2 4.0x107¢ 9.0x1076 0 4.9x107¢
3 0 0 0 0
4 0.0096 4.9%10°6 0 0.0071

+2 2, Y < @ 10} youeeg :g 1e1deyd
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additional +5% error included, in quadrature, to account for the uncertainty introduced by
the Dalitz cuts. From those numbers, the total expected numbers for the three decay chan-

nels are found to be
nfp =nbpp = 0.40+0.14+0.14
nK%s = nf pp =0.00840.00310.002

nEpp = n}pp = 0.39£0.08£0.10.

Significant correlations exist among these numbers due to the errors in the branch-
ing fractions for the background processes. The covariance among the total numbers are

included with Table 5.18.

Table 5.18 includes the contributions from u, d, s production. The numbers are de-

termined to be
ne 1o = nk uas+ M uas= 0.204333+0.04
e = st mduas= 0.202+0.04

R e = b as=0.102323:+0.02.

The numbers of expected events from all background sources are nfp = 0.60+4

n{f‘" = 0.21."&33, ny = 0.491‘8;%3 . The probabilities for 0.60 and 0.21 events to fluctuate to
zero are 0.55 and 0.81, respectively, while the probability for 0.49 events to fluctuate to
three is 0.01.
Upper Limits for BD* — K*p%, B(D* - K*'%*), and
B(D* — K*w ar*[nr])

Upper limits for D* — K*p% D* — K*z* and D* — K*n~n*[nr] are obtained
by a variation of the maximum likelihood procedure described in Section 5-6. The follow-

ing notation is used to describe the likelihood functions for this analysis:
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o 1 (nl,) = the true (observed) numbers of signal events after the cuts for
Region i.

» 14 = the true numbers of events from the K*#~n* decay j after the cuts
for Region i.

o 1 pp (nb pp) = the true (estimated) number of background events from
Region i originating from charm production.

o 1 44 (ni ) = the true (estimated) number of background events from
Region i originating from u, d, s production.

« nl,. = the observed number of events for Region i.

» 7} (&) = the true (estimated) reconstruction efficiencies for the K *z~n*
decay j with the cuts for Region i.

* Hiags (n15g5) = the true (estimated) number of tags.

* 0, Oy, = the statistical standard deviations on & and 7,4, respectively.

o Iy pp (B pp) = the vector of the 14 5p's (1} pp’s).

» V = the covariance matrix of the n}, ;p’s.

« p =the set of true quantities {77}, &, 1 pB» M uas}-

o P =the set of estimated quantities {&}, n}, b5, ni 4 G5 Vil
The joint likelihood function is

L(n oy P D) = [ J[P(n5s: ui)JE[[g(n}; &, ohIx

i ,
G(lhags: Ptagss Oiags) M(Bo.053 Tibpps V) H[?(a 1} udss Ot uas)]

where P represents a Poisson probability distribution, G a Gaussian probability distribu-

tion and M a multivariate Gaussian distribution:
M(%; 1, V) = '('2—7:)372|Vl“mexp(—%(i - vz - ﬁ)J
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The upper limit calculation for a given branching fraction again involves first max-

imizing the likelihood function at different values of that branching fraction. The other
two branching fractions are allowed to vary along with [, the n%’s, the y} pp’s, and the

u%,,,,ds’s, all under the constraints

1= iy + e+ Penngos) + 15,05+ Hb.uds
Hkp = Hiags Tkp BK*p% C
Hon = Hisgs Thker B& 1% (2/3) C
Uk rnfir] = Hrogs Mkangny B K 2 n*[nr]) C i=1,2,3,4.

The likelihood function is then integrated numerically to find the 90% confidence level,

and the systematic errors are treated as before.

The likelihood functions for B (K *p%), B (K **n*) and B (K *n~x*[nr]) are shown in
Figure 5.19. Dashed and solid curves show, respectively the results without and with sys-
tematic errors propagated, and the arrows indicate the 90% confidence levels. With the
systematic errors neglected, B(D* —» K *p% < 0.37%, BO* - K *074) < 0.57% and

B(D* — K*a*n [nr]) < 0.61%. The systematic errors increase these limits to

B(D*—-K*p% <0.45% @ 90% CL
B(D* - K*1* <0.68% @ 90% CL

B(D*— K*n*nnr]) <0.76% @ 90% CL
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relative likelihood

(a) - (b)

1
relative likelihood
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B(D* - K’p*)x10°° B(D* - K**z")x10°°

(¢)

5 10 15 20
B(D* - K '« = [nr))x10°

re 5.19 The likelihood functions for (a) D* — K*p° (b) D* —

Flg(}l
K*r*and (c)D* — K*n* " [nr).
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Chapter 6

Search forD* > K*a®
6-1 Introduction

This chapter discusses the search for D* — K*2° and is outlined as follows. Sec-
tion 6-2 describes the initial event selection for K*7°, and Section 6-3 discusses the con-
tribution of the doubly Cabibbo suppressed decay D* — K*1 to the K*n0 signal. Section
6-4 discusses the backgrounds thatrarise from charm and u, d, s production, and it de-
scribes the cuts added to reduce them. Section 6-5 gives the results of the analysis on the
data and includes various analysis checks and estimates of the efficiency and level of
background. Finally, Section 6-6 gives the upper limit calculation on the branching frac-

tion for D* — K*n,

6-2 Event Selection
As a first approach to this analysis, the same general procedure used for D* —

K*nn* was applied, i. e. try to fully reconstruct the D+ — K*z? final state opposite a tag.
The difference for this channel is the presence of a #0, which is reconstructed through the
decay 70 — 7y, the shoWer energies are poorly measured by the calorimetry, and the num-
ber of spurious track combinations is larger than for the K*n~n* case. The event selection

was as follows: given a tagged event

« Require one charged track and two or more isolated photons in the recoil.
The charge of the recoil track must be opposite that of the tag.

« Require the charged track to have a good helix fit, energy loss corrections
and a good beam fit.

135



Chapter 6: Search for D* — K*#°

W -l‘-F._l"F.lﬁ.'l. ::_F._F'T—'rf-l-_.rj'_r_':

2.00F %7 .ot L! -

3 .‘ .. ":.‘n e n

L . ox .,'\v..i: -

[ ;S i

> 1-90"" . . e o SR —

£ - Lok, -

E : ............ t} - -|

1.80 o -

e o.’ -

o [ -

- t L. . g

1.7 i 'SR NS I N L2 : l: T
1.82 1.84 1.86 1.88

Mbeam
Figure 6.1 Invariant mass versus beam constrained mass for D* —
K*n9. The dashed lines denote the expected signal masses

« Require the track to be identified as a kaon according to the particle iden-
tification algorithm from the tagging procedure.

« Reconstruct the 0 by kinematically fitting each pair of isolated photons
to the 0 mass, and require the 2 confidence level to be greater than 0.1.

The scatter plot of invariant mass versus beam-constrained mass was then formed from

the X z° candidates, as shown in Figure 6.1 for the desired signal.

The efficiency for detecting the signal is ~30% before applying any further cuts on
the backgrounds. The poor resolution due to the 70 reconstruction is evident. This prob-
lem presents difficulties when attempting to remove background, for example, from D* —
n* 70 events; the reflection peaks which occur in M;,, from track misidentifications are no

longer well resolved from the signal peaks.

To avoid the resolution problems and to try to improve efficiency, another ap-
proach was pursued. This approach exploits the unique features of D* — K *+20. This

channel has only one charged track. Because it is a two-body decay and the D meson is
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Figure 6.2 Properties of the z° from D* — K*z° before applying the
detector resolution: (a) the energy spectrum of the higher energy photon;
(b) the energy spectrum of the lower cnergy photon; (c) the alignment,
COSO;gh, between the momenta of the 70 and the hlgher energy photon; (d)

the ahgnment, COSQy, between the momenta of the 70 and lower energy
photon.

nearly at rest, the 70 is very energetic with a momentum of approximately 800 MeV/c.
The 7% in turn must produce one if not two detected high energy showers, with the higher
energy shower at léast 400 MeV. The two showers will also tend to be highly collimated
opposite the K* in the direction of the 70, These properties are illustrated in Figure 6.2 and

Figure 6.3. Figures 5.2(a) and 5.2(b) show the produced energies of the high and low ener-
gy showers, while Figures 5.2(c) and 5.2(d) show the alignment between the photons and

the original z° in terms of the cosine of the angle o between their momenta. Figure 6.3

shows the same quantities after detector simulation.

Because the photons are highly collimated, they may not always be distinguished

in the shower reconstruction. Therefore, rather than try to reconstruct the %, this analysis
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Figure 6.3 Properties of the #0 from D* — K*n¥ after the detector
resolution is applied; the plots correspond with those in Figure 6.2.

initially assumes it to be missing. The approach is, given an event with a tag and one recoil
track, to search for showers in the direction of the missing 7° momenta. The tag plays a
more active role in this analysis, and good resolution in the tag momentum is required.
Since the two tag modes D¥ — K%7*7%and D* —» K~ n*nt a0 suffer in resolution due to

the poor shower counter energy resolution (see Figure 6.4), these two samples are not

used. The initial sample of 2350£33+40 events reduces to a sample of 2062+25+36

events.

A search cone around the z° direction is established in which to try to observe the
photons. Based on Figure 6.3(d) and the fact that the Mark III shower counter has good
angular resolution, the cone is defined by cosé > 0.84 about the 70 direction. This cone
will contain 96.5% of the low energy photons as well as almost all the high energy pho-
tons detected in the calorimeter from D* — K*70. Some losses occur in the regions of the

ribs and barrel/endcap interfaces of the calorimeter.
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Figure 6.4 Resolution of the missing 7% momentum in K*7° The
quantity A is the angle between the true and reconstructed 77° momenta,
where the latter is determined from the momenta of the K™ and the tag with
conservation of momentum. Better resolution is achieved when the 0
momentum is reconstructed in the presence of a K°z* tag (solid histogram)
than when reconstructed in the presence of a K°n*n® tag (dashed

histogram).

Since the 70 is missing, the invariant and beam constrained masses for the recoil

cannot be computed. To plot and study a signal, another Lorentz invariant quantity is used:
U= ZP#GOOHPK[L= Z(Pevem—Ptag)ﬂ PK#
7 [T

~ where PE i, P ﬁg, P4, and P4, are, respectively, the four momenta of the recoil, tag, the
charged kaon and the full event. Note that P£,ey = (s, 0). Note also that the last expres-
sion does not require measurement of the photon momenta. Furthermore, if the tracking
had perfect resolution, this U quantity would be equal to the constant 1.8598 (GeV/c?)?,

derivable from four vector algebra.

The full analysis procedure is summarized as follows. Given a tagged event:
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Figure 6.5 The Lorentz invariant quantity U for a Monte Carlo D* —
K*+x9 signal (generated opposite K-*x*).

« Require one recoil charged track with a good helix fit, corrections for en-
ergy losses and a successful beam fit. The sign of the track must be oppo-
site that of the tag.

« Compute the missing #° momentum and tally all isolated photons whose
direction with respect to the missing momentum gives cos@ > 0.84. The
number of photons must be > 0.

» Compute U and plot.

To attempt to achieve maximum efficiency and minimize the systematic uncertainties, no
TOF identification cuts on the kaon are initially imposed. In the computation of U, the en-
ergy of the tag, Ei,,, is replaced by JE / 2 to improve the resolution (the same sxibstitution »

is used in computing a beam-constrained mass).

Figure 6.5 shows a Monte Carlo plot for the expected signal. The signal region is

defined by an approximate 2 0 cut:

e 1.80 <U < 1.92(GeV/c?)2.
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Figure 6.6 The U distribution for Monte Carlo D* — K*7 (generated
opposite K"zt nt). ’

The U variable is dependent upon the kaon mass hypothesis. It will be shown that
this quantity separates backgrounds due to single misidentifications--e. g. D* — n*a%-
from the signal, and that the major backgrounds to D* — K*z? arise from double-misi-

dentifications.

Figure 6.11(a) shows U for the data opposite all the tags after the initial event se-
lection. Thirty-three events lie within the signal region.

6-3 Contributionof D* — K*7)
In addition to D* — K*#0, the initial selection procedure accepts events with the

doubly Cabibbo suppressed channel D* — K*n when 11 = Y. This decay could therefore
confuse the answer for K*n°. However the larger mass from the 77 (958 MeV/c?) causes a
downward shift in U as indicated in Figure 6.5; the distribution peaks at 1.72 (GeV/cz)z.
The probability for K*17) to be reconstructed as K*z0 is 1.3% after the initial event selec-
tion and <0.12% at 90 % confidence level after the data reduction cuts, described in Sec-
tion 6-4.2. Since B(K*n) is expected to be of the order of B(K +1t°), the contribution of

K*n is removed from consideration.
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6-4 Major Backgroundsto D* — K*7?

As in the analysis for D* — K*n~z", all major backgrounds investigated appear to

involve two errors when identifying them as signal events. The backgrounds are of the
Class I category, where only the recoil D is incorrectly reconstructed. This section is divid-
ed into two parts: Section 6-4.1 discusses the known background to K*7n%, and Section
6-4.2 discusses the cuts which are introduced to remove them. The results of the cuts on

the data is postponed until Section 6-5.

6-4.1 The Class I Backgrounds
There are two major Class I backgrounds, both which originate from the same D

decay:

o D* — K%+ where the K0 decays via K° — K9 — 7%20. The #* is misi-
dentified as the K* and the K° products are misidentified as the z° by the
observation of photons in the search cone.

« D* — K%z* where the K decays via K? — K. Again the #* is misiden-
tified as the K+, while the K? showers (hadronically) in the electromag-
netic shower counter, and appears as the #°.

Because of the double misidentification, both of these backgrounds peak in the signal re-
gion, as shown in Figure 6.7.

Other D* decay modes which contribute background are:

« D* — KOK* where the K° decays via K® — K9 — 7970, The decay starts
out Cabibbo suppressed, and the K? products are misidentified as the x°.
The K* is correctly assigned.

« D* — KOK* where the K decays via K° — K?. Again the decay starts
out Cabibbo suppressed, while the K? showers (hadronically) in the elec-
tromagnetic shower counter. The K* is correctly assigned.

« Dt n*70 The decay starts out Cabibbo suppressed, and the charged
pion is misidentified as the K.
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Figure 6.7 The U distibutions for (a) D* — K°z*, K° — K9 — %1%
() D* = KO, K — K?, and (c) the signal, D* — K*#°.

These backgo@ds contribute less because they peak outside the signal region; see Figure
6.8. Only the tails in their U distribution feed into the signal region.

The standard detector Monte Carlo simulation for the Mark IIT does not model K?
interactions. To study the backgrounds D* — K%z+ and D* — K°K* with K0 - K, a
routine was used which inserts K? showers into the Monte Carlo data, using a sample of
real K9 showers obtained from J/y~ K3K?, K9 — n*n~ and J /iy — ¢n, ¢ — KK, K9 —
n*n~ events. The plots in Figure 6.7(b) and Figure 6.8(b) were developed with this model.
Because the momentum of K? in the J/y — KIK? events is approximately fixed at 1.466
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GeV/c, the model is expected to underestimate the true number of hadronic showers at

lower momentum where the cross section increases. That uncertainty plus the limited sta-
tistics of the K? sample introduce an estimated 25% systematic uncertainty in the back-

ground correction. This routine was developed in a previous Mark IIT analysis!®®]
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6-4.2 Background Cuts
The momentum of the kaon in K *z° approaches the limit where particle identifica-

tion in the Mark IIT is useful. The approach to introducing background cuts was to avoid,
therefore, the use of particle identification and to instead impose tighter restrictions on the
photon topology. The first two cuts discussed--the veto cut and the cosd cut--were de-
signed for this purpose. However, it will be shown in Section 6-5 that particle identifica-
tion is required to sufficiently remove all background; hence the third cut discussed is

kaon identification.

The Veto Cut
This cut is introduced to reduce the background from D* — K°K* and D* —

K°Kk* when K° — K9 — %0, It imposes tighter requirements on the photons to better
distinguish between a background K° — 7% and the single 7° from K *7°. Since the K°
decays to two 7"’s, the final state photons tend to be less energetic and more isotropic in
the detector than those expected from K *x0. Figure 6.2 shows that D¥ — K*z0 always
produces one photon with an energy greater than 400 MeV and a cosa > 0.98; @, recall, is
the angle between the photon and #° directions.The veto cut requires finding a high ener-
gy photon in the absence of any other energetic photons in the event. For an event to be re-
tained by the cut: |

« it must have one or more photons with energy greater than 400 MeV and |
cosa > 0.98.

« it must not have any photons with energy greater than 300 MeV and cos
<0.98.

» it must not have more than one photon with energy between 150 MeV
and 300 MeV and cosax < 0.98.

The lower energy limit of 150 MeV was chosen to avoid vetoing on noise and spurious

photons in the shower counter. The good angular resolution of the shower counters allows
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the tight cut on cosa. This criteria removes approximately 85% of the K%z and K Ok, KO
— %%, events which survive the initial event selection and retains 73% of the signal

events.

The veto cut is also effective at removing K°z* and K°K* where K° — K. Al-
though the hadronic shower falls within cosa > 0.98, the hadronic showers are not fully
contained within the electromagnetic calorimeter, and the energy is measured to be typi-
cally lower than 400 MeV. The cut removes approximately 85% of the K%+ and K°K*,
K9 — K? events which survive the initial event selection. The veto cut is not effective

against D* — n* 7%, because of the similar photon topology to K*z°,

The Cosd Cut
This cut provides additional reduction of the backgrounds from D* — K°K* and

D* — K9%* when K° — K9 — n%2° by exploiting the photon topology further. All pho-
tons detected within the search cone cos6 > 0.84 are assumed to come from the z°. The
value 0.84 guarantees that when both photons from K*z° generate separate showers, both
will be counted ~96.5% of the time. The photons from X%z+ and K%K+ with X° — n%7°,
however are not all expected to fall within the search cone since these photons tend to be
more isotropic. Therefore, for D* — K*z°, the total momentum of the photons within the
search cone will be sharply peaked in the direction of the missing 7%, while for the two
background modes, it will not. The Monte Carlo plots in Figure 6.9 demonstrate this asser-
tion. The quantity plotted is cosd where s defined to be the angle between the direction
of the 70 momentum and the direction of the total momentum of all photons found in the
search cone. Figure 6.9(a) shows the plot for D* — K2*, K%~ #%° opposite D~ —
K*n~n"; Figure 6.9(b) shows the distribution for D* — K*x9 opposite D~ — K*n™x",
The veto cut has been applied in both cases.

Reducing further the K% and K°K* backgrounds with K® — #%20, it is required
that:
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Figure 6.9 The cosd distributions for (a) D* — K%z*, K — %20 and
(b) the signal D* — K*20. The arrows indicate the cut at cos& > 0.995.

e cosd>0.995.

This criteria removes about 65% of the K%z+ and K°K™, K° — n%9, events which sur-
vive the veto requirement, while retaining 90 % of the signal events.
The cos&cut is not effective against K%z and K°K+ when K° — K? since the had-

ronic shower is typically well aligned with the direction of the missing momentum. Nor is

the cut effective against D+ — x*%0, because of the similar photon topology to K*z°.

Kaon Identification
For this analysis only time-of-flight information is used to identify the recoil kaon;

the momentum of the kaon in the lab is = 700 MeV/c, which prevents reliable use of dE/dx
information. Based on the AT distributions for the signal and K°z* background, Figure
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Figure 6.10 Pion misidentification from the K°z" backgrounds. Plotted
(solid histograms) are the time-of-flight variables, AT;, for the charged
track assuming (a) a kaon hypothesis and (b) a pion hypothesis. Shown also
(dashed histograms) are the distributions for the signal. The arrows indicate
the kaon identification cuts.

6.10, the recoil charged track is identified as a kaon if it has good time—of-ﬂighi informa-

tion and:

o ATg>—-0.3ns

o AT,>0.3ns
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when the track is assigned, respectively, the kaon and pion hypotheses. This criteria re-
moves 94% of the K%zt backgrounds which survive after the cosé cuts, while retaining

74% of the signal events

This cut is not effective against the K°K* backgrounds, since the K* is correctly
identified. It does remove #* 70 background, where the pion is misidentified; 95% of these

events are expected to be removed.

6-5 Results
Figure 6.11 shows the application of the cuts to the data. After all cuts are applied

no events remain in the signal region.

Analysis Tests
As a check on the analysis, the numbers of events that are expected to be removed

by each of the background cuts are calculated and compared to the numbers that are re-

moved. This is done for three regions of the U plot:
Signal Region: 1.80 < U < 1.92 (GeV/c?)?
RegionI: 1.69 < U < 1.80 (GeV/c??
Region II: 1.92 < U < 2.00 (GeV/c?)?

Region I contains events within about 20°of a D* — KUK* peak, while Region II contains
events within approximately 1.2cof a D™ — n*n0 peak. These regions were chosen to be
symmetric, respectively, about the D* — K 0K+ and D* ~ w*n0 peaks and to not overlap

with the signal region.

Table 6.1 gives the background branching fractions used to estimate the numbers
of events from the major D backgrounds. To those numbers a few comments are added.
The first comment is that, experimentally, only the an upper limit has been determined for
the 7*#° branching fraction--B (7*7°) < 0.53% at 90% CL!** The number used for this

analysis is the theoretically expected value:
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Figure 6.11 Data after (a) the initial event selection, (b) the veto cut, (C)
the cosd cut and (d) the particle identification cuts. (See text.)

B(x*n0) = 1/2 tan?6, xB( K°x*) = 0.08220.013£0.005%

where tan6, = 0.0514 has been used and B(Kz*) is given in Table 6.1; the theoretical

uncertainty in tan@, is not included in the errors. The second comment is that all
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Table 6.1 Branching fractions of the Class I backgrounds to D* — K *+n0

Mode Branching Fraction (%) | Reference
D*— K'z* 3.2£0.5+0.2 24

KK+ 1.01£0.3240.17 24,20

ntn® 0.082+0.013+0.005 (see text)

Table 6.2 Numbers of events observed and expected to be removed by the

background cuts.
Region I Signal Region Region II
ot Obs. Exp. Obs. Exp. Obs. Exp.
veto 53  123+23| 28  28.2+338 1 26132
coso 3 0.5334 4 1.8134 0 03433
kaon identification 1 0.7+33 1 40431 1 21403
Total Number 57 13.5+24 33 34.01+4.5 2 5.0+0.4

branching fractions are correlated by a common factor of B(K°x*) (the branching fraction

for K°K* is derived from measurements of the branching fraction ratio,

B(K°K*)/B(K Ot ), and of the absolute branching fraction for B (K°x")). This correlation

is accounted for when deriving the errors on the numbers of events.

Included in the predicted numbers are the estimated contributions from the contin-

uum u, d, s events, determined from an analysis of Lund Monte Carlo data. The analysis is

shown in Figure 6.12.

Table 6.2 gives the total expected numbers of events lost and compares the results

against the data. The total number of events expected to be lost from the signal region,

34.0+4.5, agrees well with the observed number lost, 33. An excess is observed in

151




Chapter 6: Search for D* — K*7°

12 ¥
10

!
t
1
'
]
b

o

[

i
l 1
t
19 (b) b .
f {
8- ' . -
6} 1 i -
: i
w A } 1 -
g of ﬂ‘?ﬁﬁfhﬂlﬂﬂ@ i
e
H 1
E 10 (c) t 1 -
c i
® 8 i : -
5 S 7
41 | i ~
2\ ' ; -
0
|
10} (d) : : -1
8 : i =
6| } 1 -
' t
‘r Lo -
2 t 1 -
0 1 1 i mpn 1
1.4 1.6 1.8 2.0 2.2

U (GeVic?)?

Figure 6.12 Analysis procedure applied to the Lund Monte Carlo: (a)
after the initial event selection; (b) after the veto cut; (c) after the cosé cut;
and (d) after kaon identification.

Region I where the observed loss is 57 events and the predict loss is only 13.5+2.4. This
discrepancy would indicate that other backgrounds in Region I have not been accounted
for. They do not, however, appear to significantly leak into the signal region. The numbers
for Region II, 2 events observed and 5.010.4 events expected, are in reasonable agree-

ment given the small statistics.
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Event Scans
To verify that background was indeed removed, the two events lost by the kaon

identification cuts were examined visually; displays of the signal event and the event at the

signal boundary are given in Figure 6.13 and Figure 6.14, respectively.

From the tag side, the event in the signal region appears to be a good D*D~ event.
The tag is K'n~n~ reconstructed from tracks 4, 2 and 3 with 4 as the kaon. Both pion
tracks are strongly identified by time-of-flight information, while the kaon track is strong-
ly identified by the dE/dx information. It even appears the kaon decayed while in flight
through the drift chamber, creating the neutral shower labelled 6. The invariant and beam
constrained masses of the tag are 1.873 GeV/c? and 1.8681 GeV/c?, respectively. In the re-
coil, identification of the charged track is weaker. Track 1 is an assumed K*. This track has
neither good time-of-flight nor dE/dx information because of its high momentum, pg =
0.933 GeV/c. Neutral track 5 with an energy of 1.064 GeV is the shower which recoils
from the charged tracks. In the event display, this track appears more like a hadronic
shower than an electromagnetic shower; the transverse profile is broader than that typical-
ly observed for showers from actual photons. The computed value for U is 1.8552
(GeV/cHP.

The event on the boundary of the signal region--U = 1.796 (GeV/c?)?--is also
tagged by K* n‘ﬁ" from tracks 3, 1 and 4 where 3 is the kaon. The invariant and beam con-
strained masses are 1.887 GeV/c? and 1.8637 GeV/c?, respectively. Tracks 3 and 1 are
well identified by TOF, while track 1 has neither good TOF nor dE/dx information and is
therefore an assumed pion. In the recoil the charged track is strongly identified as a pion
by the TOF information; no dE/dx information exists to corroborate (track 2 hits the same
dE/dx wires as track 4). One neutral shower, track 5, is observed in the search cone with
an energy of 428 MeV. It also has longitudinal and transverse shower profiles that are

more characteristic of hadronic showers than electromagnetic showers.
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The three events in the final U plot have also been visually examined. One event
lies above the signal region and two below; displays are given in Figure 6.15-17. The
event in the high U reflection region looks like a D* — n*7° candidate opposite a D* —
KOz, The track identified as a kaon has a high momentum of 0.850 GeV/c and the time--
of-flight is consistent with both a pion and kaon hypothesis. Also two energetic photons
are observed within the search cone.The value of U = 1.993 (GeV/c?)? places the event in
the region where D* — n*n0 is expected to peak. The other two events below the signal
region look like D* — K°K*, K° — K? candidates, both opposite a K*n~x~ tag. The re-
coil track in both events are strongly identified as kaons by time-of-flight information.
Both events have only one energetic shower in the direction of missing momentum, and

the shower profiles appear more characteristic of hadronic showers than electromagnetic.

Additional Background Checks
Before calculating the final number of background events, a check was made for

any less obvious backgrounds which need to be included. This check was done by apply-
ing the analysis to the D*D~ and D%D° Monte Carlo data sets described in Section 3-3.5.
Recall that the number of events in the two sets are 199K for the D°D® and 157K for the
D*D~ or approximately 7.19 and 7.75% the number of events in the real y(3770) data

sets.

Figure 6.18 shows the results of the analysis on the D*D~ Monte Carlo data. After
the application of the background cuts, three events remain in the signal region, two fall
below in the low U reflection region and one falls above in the high U reflection region.
The event records for all six events were examined for unusual topologies. Each of the
events in fact contain one of the background channels already discussed. The two events

in the low U region and the event in the signal region with the lowest U value all contain

the decay D* — K°K*, K9 — K?. The other two events in the signal region contain the

decay D* — KOz, K® — K?. while the event above the signal region contains D* —
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Figure 6.13 The signal event at U= 1.8552 (GeV/c?)? lost to the kaon
identification. .
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Figure 6.14 The event on the signal boundary lost to the kaon
identification.
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Figure 6.15 The event from Region IT at U= 1.993 (GeV/c?)%
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Figure 6.16 The event from Region I at U=1.761(GeV/c2)2.
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Figure 6.17 The event from Region I at U= 1.750 (GeV/cd2
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Figure 6.18 The application of the amalysis on D¥D~ Monte Carlo
events: (a) after the initial event selection; (b) after the veto cut; (c) after
the cosd cut; and (d) after the kaon identification.

#* 0. The numbers predicted for the signal region and Regions I and II for the Monte Car-

lo data are 4.6, 1.6 and 0.5 events, respectively.

Figure 6.18 shows the results for the analysis on the D 0D 9 Monte Carlo. After ap-
plication of all anti-background cuts, no events remain in either the signal or reflection re-

gions.

No unexpected backgrounds have been found. It is therefore concluded that no ad-
ditional backgrounds from D D production need to be accounted for.

6-5.1 Detection Efficiencies
The detection efficiencies for D* — K*n° are determined opposite each of the five

tag modes from Monte Carlo simulations; the numbers are given in Table 6.3. The weight-

ed efficiency is 35.0+0.5.
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Figure 6.19 The application of the analysis on DOD° Monte Carlo
events: (a) after the initial event selection; (b) after the veto cut; (c) after
the cosd cut; and (d) after the kaon identification.

Table 6.3 Efficiencies for D* — K* 7 opposite each tag.

Tag Mode Efﬁciency(%)
Koz+ " 36.0£06
Kntnt 34.9£0.6
Kon*tnn* 34.840.8
Kokt 36.5+0.7
KK'nt 35.8+0.8
Weighted Efficiency: 35.0£0.5%

6-5.2 Background Estimates
As opposed to the case for D* — K*n~z™, the selection criteria for D* — K *+n0

does not depend strongly on the tag mode. The numbers of D background events are
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Table 6.4 The expected numbers of background events in the signal
region for D* — K*z%, including the contribution from the continuum.
The acceptances for the DD backgrounds are also included. All limits are

at 90 % confidence limit.
DD Background Acceptance(%) | Number of Events
D*— KO+ a&iw 1 0.319+0.059 - 0.034:£0.008
D*— K%* — Kdn* 0.460:0.100 0.156£0.042
D*— K%+ — (20K * 0.056+3332 0.002+0.001
D*— K%K+ - KK+ 0.068+3:98% 0.007:33%%
D*— ztal 0.321+0.060 0.006::0.001
Total expected D D contribution 0.20+0.05
Total expected u, d, s contribution <0.23
Total expected number of events 0.30:35%

therefore not estimated opposite each tag mode. Table 6.4 lists the number of expected
events from the background sources in the signal region. The errors are statistical only, de-
rived from the errors on the number of Monte Carlo events, the statistical error on the
number of tags, and the statistical error on the background branching fractions. The total

number of events from the D background is ny, pp = 0.20£0.05

The number of events expected from u, d, s production is determined to be np 4

<0.23 at 90 % confidence level. This number is included in Table 6.4.

The number of expected events from all background sources is ny, = 0.30:3%,
where the 63.8% confidence level upper limit for ny,,4--0.10 events—has been used. As-

suming Poisson statistics, the probability for 0.30 events to fluctuate to no events is 0.74.

Table 6.4 and Table 6.4 gives the number of events for Regions I and II, respec-
tively. For the totals, the 63.8% confidence level upper limits are used for those back-

grounds where no Monte Carlo events were observed. The number of events expected in
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Table 6.5 The expected numbers of background events for Region I,
including the contribution from the continuum. The acceptances for the
D D backgrounds are also included. All limits are at 90% confidence limit.

D D Background Acceptance(%) | Number of Events
D*— Koz* — (#%2%n* <0.025 <0.003
D*— K —» Kdn* <0.050 <0.017
D*— K%k - (x%20k* 3.20£0.19 0.108+0.035
D*— KK+ — KK+ 4.44+0.32 0.47740.153
D*— n*af <0.026 <4x1074

Total expected D D contribution 0.59+0.19
Total expected u, d, s contribution <0.23
Total expected number of events 0.70*33

Table 6.6 The expected numbers of background events for Region II,
including the contribution from the continunm. The acceptances for the

D D backgrounds are also included. All limits are at 90% confidence limit.

D D Background Acceptance(%) | Number of Events
| D" K% (%Ot <0.025 <0.003
D*— Kt - Kon* 0.022:3:30 0.0073:33
D*— K%K+ - (n°2OK* 0.011 335 413)x107
D*— K°K* - KK+ <0.052 <0.006
D*— m*a® 3.000.18 0.052+0.009
Total expected D D contribution 0.07:3%
Total expected u, d, s contribution 0.10:33
Total expected number of events 0.17*3%
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Region I is 0.707339, while in fact two events are observed, both which appear to contain

D* — K%, K° — KP. In Region I, 0.07 13 events are expected for D* — x*z0 while

one candidate event is seen; a total of 0.17732} events are expected for this region.

6-5.3 Systematic Errors

Systematic errors are estimated for the detection efficiency of the signal, the num-
ber of D D background events and the number of , 4, s background events. Sources of er-

ror and their level of contribution are described below. Several of the effects have also

been discussed in the K*n~z* analysis.

Systematic Errors on &

The following sources are considered to contribute to the systematic error on the

reconstruction efficiency. The errors are given in terms of the relative uncertainty.

1y

2)

3)

4)

Charged track reconstruction efficiency. A ~1% error is attributed for
detecting one charged track.

The effect of no cuts for the fiducial regions of the detector. For one
charged track, a —1 % uncertainty is attributed.

Monte Carlo modelling of photons in the shower counter, and the
shower angle cuts. The standard Mark IIT Monte Carlo shower genera-
tor uses a dictionary of real showers from J/y — px decays to simulate
photon showers in the calorimeter. To estimate the uncertainty on the
modelling and on the shower angle cuts used in the initial event selec-
tion, the veto criteria and the cosd cut, events are also produced using a
shower generator which simulates the showers using the model by Ros-
5il%4 A comparison of analysis results finds a $9% uncertainty in the
efficiency.

Photon detection efficiency. The effects of the calorimeter ribs and bar-
rel/endcap interface regions introduce a ~2.5% uncertainty per photon.
Both the initial event selection and the veto cut require the observation

of only one of the two photons from the #° in D* — K *x°. Therefore
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Table 6.7 The systematic errors on the K *7° detection efficiency.

Source Systematic Error (%)
Charged track efficiency -0.4
Absence of fiducial cuts -0.4
Shower modelling - 3.2
Photon detection efficiency ~0.9
Kaon identification 0.4
Mass and signal region cuts 0.4
Total Error +3.2/-3.7

only one factor of —2.5% is given for this source.The photon detection

uncertainty is based on previous studies of the y(3770) datal®?

5) Kaon identification. The effects of the particle identification cuts on
charged kaons in Monte Carlo data and real data were compared
through a method similar that for the K*z "z analysis (see Section
5-5.7). To better match the kinematic topology of the charged kaon in
K*x0, samples of D% K~n* were used for this study. Differences in
the efficiencies between the Monte Carlo and data were found to be less
+1.0%.

6) Definition of the U signal region. A 1 % error is given to account for
possible tails in the signal distribution.

These errors are summarized in Table 6.7 in terms of the absolute error on the re-
construction efficiency. The total errors are obtained by adding the biased errors linearly
and the remaining errors in quadrature. Quoting both statistical and systematic errors, the

weighted efficiency for the signal is

&,=35.0£0.53% %
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Systematic Errors on ny 55
Several effects which contribute to the systematic uncertainty of the signal effi-

ciency also introduce uncertainties to the number of D (Class I) background events. Dis-
cussion of these effects on the backgrounds follows, with the errors given in terms of the

relative uncertainty.

1) Charged track reconstruction efficiency. All backgrounds are detected
with one track in the recoil; therefore a —1% error is attributed.

2) The effect of no cuts for the fiducial regions of the detector. For one
charged track, a —1% uncertainty is attributed.

3) Monte Carlo modelling of photons in the shower counter, and the
shower angle cuts. Using the differing shower generators shows also an
uncertainty of about +9% for the K°z* and K°K™* backgrounds with
K° — n%7°. The uncertainty for the 7+ is assumed to be the same as
for the K*xn° signal. The relative uncertainty on the total number of
background events is therefore £1.9%.

4) Photon detection efficiency. For a background event to pass the initial
event selection, only one shower needs to be observed within the search
cone. This gives a factor of ~2.5%. An additional factor of —0.5% ac-
counts for 25% of the K°z* and K%K+, K9 — #%2° backgrounds re-
moved by the veto cut, when at least one other shower is observed in
the event. The total is therefore —3.0%.

5) Particle identification. For the Kz* and #*z° backgrounds, a +16%
uncertainty is estimated for the pion misidentification, while for the
K°K* backgrounds, a %1% uncertainty is given for correct kaon identi-
fication. Since the K2 backgrounds dominate, the uncertainty on the
total number of background events is +16%.

6) Modelling of K} hadronic showers in the calorimeter. The +25% uncer-
tainty in the K° model, used for the K°z* and K°K* backgrounds with
K° — K?, is derived to a +20% error in the total number of back-
ground events.
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7) Definition of the U signal region. A 5% error is given to account for
the uncertainty in modelling the tails from the background distribu-
tions.

The following additional sources have been considered in the systematic error on

nypD-

8) The branching fractions for the background processes. The relative
systematic errors in the branching fractions for K°z* (6.3%), K°K*
(16.8%), and w* %0 (6.3 %) propagate to a +6.3 % error in the number of
background events, where the correlations and common systematic er-
rors have been taken into account. The systematic errors for the reso-
nance decays are either negligible or zero.

9) The error on the number of tags. These systematic errors contribute a
+1.7% uncertainty on the total number of background events (refer to
Table 4.2).
These errors are summarized in Table 6.8 in terms of the absolute error on ny, pp.
The total errors are obtained by adding the biased errors linearly and the remaining errors
in quadrature. Quoting both statistical and systematic errors, the number of D background

events is:

ny oo = 0.20+£0.0513%

Systematic Errors on ny,

Because of the limited statistics from the Lund Monte Carlo data, the various u, d,
s event topologies which can leak into the signal are not well understood. To estimate the
systematic errors for ny, .4, SOme assumptions are made about the topologies and the
misidentification mechanisms: for the majority of the topologies (1) the charged track
multiplicity is four; (2) the track identified as the recoil K* is a pion which has been misi-
dentified; and (3) the showers are from photons. With these assumptions the relative sys-

tematic errors on the number of u, d, s background events follows.
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Table 6.8 The systematic errors on the number of D D background events.

D

2)

3)

4)

5)

Source Error (#events)
Charged track efficiency -0.002
Absence of fiducial cuts -0.002

Shower modelling - 10.004
Photon detection efficiency -0.006
Particle identification +0.032
K? modelling $0.040
U signal cut 40.010
Branching fractions 40.013
Number of tags +0.003

Total uncertainty +0.054 / -0.044

Charged track reconstruction efficiency. For four charged tracks, a 4%
error is attributed.

The effect of no cuts for the fiducial regions of the detector. For four
charged tracks, a ~4 % uncertainty is attributed.

Monte Carlo modelling of photons in the shower counter, and the
shower angle cuts. A £9% error is given based on the studies for the
K%* and KK * backgrounds with K0 — z97°.

Photon detection efficiency. A ~2.5% error accounts for the one shower
that must be observed within the search cone. Another ~1.0% is added
to account conservatively for background topologies which are re-
moved by the veto cut when at least one other shower is observed in the
event. The total is therefore —3.5%.

Particle identification. Misidentification in the recoil contributes a
+16% error. Assuming the other tracks to be correctly identified
contributes an additional +2.4% uncertainty. Adding the errors in
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Table 6.9 The systematic errors on the number of u, d, s background

events.

Source Error (#events)

Charged track efficiency -0.009

Absence of fiducial cuts -0.009

Shower angle cuts +0.021

Photon detection efficiency -0.008
Particle identification +0.038 / -0.006

U signal cut +0.012

Integrated Luminosity +0.012
Total uncertainty +0.047 / -0.042

quadrature gives a total uncertainty of *1§% from particle identifica-

tion.

6) Definition of the U signal region. A £5% error is given to account for
the possible tails in the background distributions.

7) Integrated Luminosity for the y(3770) data set. This number contains a
+5% error which directly contributes to the systematic error on the
number background events.
These errors are summarized in Table 6.8 in terms of the absolute error on the (up-
per limit) number of u, d, s background events. The total errors are obtained by adding the
biased errors linearly and the remaining errors in quadrature. The limit on the number of u,

d, s background events is enlarged by the adding the positive error, becoming:

Mo uds < 0.28 @ 90% CL
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Figure 6.20 The likelihood function relative to B(D* — K*x0%).

6-6 Upper Limit for BD* — K* 7%

An upper limit on B(D* — K*z°) is obtained by the maximum likelihood proce-
dure prescribed in Section 5-6. The likelihood function for this analysis is shown in Figure
6.20, maximized for different values of B(D* — K*x0). The dashed and solid curves
show, respectively, the results without and with systematic errors propagated; the arrows
indicate the 90 % confidence levels. If systematic errors were neglected, B(D*— K +79) <

0.31%. The systematic errors increase this limit to

B(D* > K*1% <0.35% @ 90% CL

The separate analysis (Appendix 2) where fully reconstructed doubly Cabibbo suppressed
events are kinematically fitted rather than tagged yields B(D* — K*%% < 0.51% at 90%

confidence level.

170



Chapter 7

Search for D* — K*+#9
7-1 Introduction

The doubly Cabibbo suppressed decay D* — K**z0 is of particular interest since
B(K**n% (1

B(K™n") " tan6,
12-25. To maximize the efficiency for D* — K**z0 this mode is searched for in both de-

it has been predicted to have the largest p parameter:| pg#+,0 =

cay channels of the K**: K** — KOz* (with K® — K§ — n*7") and K** — K70, Sec-
tion 7-2 and Section 7-3 describe these two searches, respectively. The results of the

searches are combined to calculate a limit on B(D* = K *+7t0), as covered in Section 7-4.

7.2 Searchfor D* — K**70, K**— KV

This section describes the search for D* — K**20 in the K%* channel of K**,
The analysis discussions are organized as follows. Section 7-2.1 covers the initial event
selection. Section 7-2.2 discusses all the known backgrounds and the cuts that are added to
remove them. Section 7-2.3 presents the results of the analysis on the data and includes
analysis checks and estimates of the efficiencies and level of background. Section 7-2.4

gives a preliminary upper limit calculation on B(D* — K**x0).

7-2.1 Event Selection

The analysis technique for D* — K**z% — (K220 is analogous to that for D*
—» K*n0, due to the similar kinematic properties. The decay D+ — K**z° is a quasi-two--
body decay, which produces a high momentum z° with P 0= 700 MeV/c in the rest frame
of the D meson. When boosted to the lab frame P 0 is no less than 600 MeV/c, and at least

one high energy photon is produced highly collimated in the 70 direction. Figure 7.1 and
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Figure 7.1 Properties of the 7° from D* — K™* 70 before applying the
detector resolution: (a) the energy spectrum of the higher energy photon;
(b) the energy spectrum of the lower energy photon; (c) the collinearity,
c0S6h;.h, between the momenta of the ¥ and the higher energy photon; (d)

the collinearity, cos6,y, between the momenta of the 7° and lower energy
photon.

Figure 7.2 illustrate the properties of the two photons from the #° before and after apply-

ing the detector resolution.

Again the approach employed avoids reconstruction of the 70 and the poor resolu-
tion in the mass distribution that results. Instead all charged track momenta in an event are
summed to determine the 70 flight direction, and showers attributed to isolated photons
are required to be seen in the #° direction. The fiducial region in which to look for the
photons is defined by the cone cos@ > 0.8. This search cone retains 92.1% of the low ener-
gy photons and effectively all the high energy photons, detected in the shower counter sol-

id angle.
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Figure 7.2 Properties of the 7° from D* — K™*n° after the detector
resolution is applied; the plots correspond with those in Figure 7.1.

Corresponding to the U quantity for the K +70 analysis, the Lorentz invariant quan-

tity used to study a signal in this analysis is:

V= ZP#eooilPK*y=z(Pevem—Ptag)uPK*y
3 u '

where P, Plig, Pi+, and P&y, are, respectively the four momenta of the recoil, the

tag, the K** and the full event. Note that V is effectively the same as U from the X *+x0

analysis, with the substitution of P& for P§. From fhc four-vector algebra, V = 2.136

(GeV/c2)? for a precisely measured D* — K** 70 signal.

The details of the initial event selection are as follows. Given a tagged event:

« Require three charged tracks with good helix fits. The net charge of the

three tracks must be opposite that of the tag.
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« For charged tracks not used in the K 9 reconstruction, require energy loss
corrections and a successful beam fit.

e For the K 9 reconstruction, obtain the #*#™ pairs (two combinations are
possible per event), and for each combination apply the same method
used to reconstruct K'¥’s in the tagging procedure:

recalculate the track parameters at the decay vertex

require /,, > 2mm

require P(x2,) > 0.01%

require M- — Mgo| <30 MeV/c?
Use the adjusted track parameters in the balance of the analysis.

« From all the charged tracks in the event, compute the 7° momentum, as-
suming conservation of energy and momentum, and require one or more
photons to lie within the search cone, cos6 > 0.8.

» Compute V and plot.

The major backgrounds to D+ — K*z% — (K°z*)2® involve no particle misidentifica-
tions. Therefore to minimize the systematic uncertainties no requirements are made with
the time-of-flight or dE/dx information on the tracks found in the recoil. To improve reso-
Iution in V, E,ag is again replaced by Js! 2. No cuts have been applied to isolate the K**;
the K™** signature will be extracted by the data reduction cuts in Section 7-2.2.

Figure 7.3 displays a Monte Carlo plot of the expected signal. The signal region is
defined as

e 2.00 < V<226 (GeV/c?)?

which extends to approximately £2 ¢ about the central value. Figure 7.6(a) shows V for
the data opposite the five tags. Thirty-nine events lic within the signal region after the ini-

tial event selection.
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Figure 7.3 The Lorentz invariant quantity V for a Monte Carlo D* —
K*n% > (K°z*)20 signal (generated opposite D~ — K*z~n").

7-2.2 Major Backgrounds to D* — K** 70, K** — K%+
The major backgrounds for D* — K *70 5 (KOn*)7° were determined by apply-

ing the event selection procedure to the full D*D~ and DD 0 Monte Carlo data sets dis-
cussed in Section 3-3.5. The major contributions are found to be only the Class I category,
where only the recoil D™ is incorrectly reconstructed. It was observed in the analyses for
D* - K*nn* and D* — K*z° that the major backgrounds to doubly Cabibbo sup-
~ pressed decays usually involve at least two errors in misidentifying an event as a signal.

This property is also observed in this analysis.

This section is divided into two parts. Section 7-2.2.1 discusses the known back-
grounds to and D* — K*+10 — (K%2*)x0, and Section 7-2.2.2 discuss the cuts which are
introduced to remove them. The results of the cuts on the data is postponed until Section
7-2.3.
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7-2.2.1 The Class I backgrounds
The major Class I backgrounds arise from two hadronic Cabibbo allowed chan-

nels, two semileptonic Cabibbo allowed channels and one hadronic Cabibbo suppressed
channel:

e D¥— K°*2% K° > K9 — n*n~. The K is assumed to originate from
a K% not a K°, and the K9z combination is assumed to form a K**,

o D* = K%%*n%2°, K0 — K9 — n*2~. The same reconstruction errors oc-
cur. In addition, the photons from the extra 7%s are either mistakenly
grouped as the products of the single 2 from K **n° or ignored altogeth-
er.

« D* = K*%*v, and K*%utv,, K™ — K% K° - K — n*n~. The neu-
trino is not detected and the charged lepton is misidentified as a pion to
compensate the missing energy and momentum.

« D*— ¢m*, ¢ — KK?, K? — n*n~. The K? is assumed to originate from
a K°, while the K9 showers (hadronically) in the electromagnetic calo-
rimeter and appears as the 70,

The K%z*x° background has been studied through the resonant modes D+ — K%* —
E%n*n% and D* — K*%z* — (K°2%x* and the nonresonant D* — K°z*z°. The
K °1r+7t°7t°,' however, has been largely studied as nonresonant. Figure 7.4 compares the V

distributions for these backgrounds and the D* — K**10 — (K °2*)n° signal.

7-2.2.2 Background Cuts
The Dalitz Cuts

These cuts are introduced to reduce the backgrounds from D* — K%z*". The
event selection for D* = K**10% — (K% *)x0 has involved only the reconstruction of the
final state D* — K97+ 29, with no attempt made to identify the resonant K*0 substructure.
To reduce the backgrounds and isolate the K *+70 signal, a Dalitz plot analysis is per-

formed. The signal and each of the resonant channels of the KO%z*xO background decay as
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Figure 7.4 The V distributions for the backgrounds (a) D*— K%*, (%)
D*— E¥rt, K* - K%, (c) D* — Korx*x° [nr}, (d) D* — Koz*xx",
(e) D* - K*%*v, = (K°1%e*v,, (O K*%tv, — (K 07:");1*\:(,, and (g) D*
— ¢m*, ¢ — K9 and for (b) the DCSD signal D*— K™z, K™ —
KOzn*. All neutral kaons decay via K - K9 — n*n~.

P — VP, — (P, P,) P,, where P denotes a pseudoscalar meson and V denotes a vector me-
son. Their expected distributions in M2, versus Mg, are shown in Figure 7.5, where M
‘and Mg are the 770 and K 91" invariant masses, respectively. Since the z° is not recon-
structed in this analysis, M2, is obtained from the #* momentum and the missing 7° mo-

mentum, as calculated in the initial event selection. Interference effects, which can cause
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F_‘_’gure 7.5 Monte Carlo Dalitz 3)1 h r
K%* = K%, (0) D* - K*'n* = (K207, () D* = K%7*2%nr]
and (d) D*¥ » K*n° —» (K%°2*)nC. The dotted line designates the
background reduction cuts.

ots of M2, versus Mg, for @ D* —
+

small shifts in the mass peaks for the K0z*z0 channels, are ignored; the uncertainties this

approach introduces will be discussed below in the systematic errors.

Figure 7.5 shows a significant overlap between the low MZ, lobe in the K’p* plot
and the low M2, lobe in the K**70 plot. A cut only in MZ,, to enhance the K *z° signal
would still allow approximately 70% of the K°p* background to feed in. Cuts are there-
fore applied in both Mg, and M2,;

o 0.6 < Mg, < 1.0 (GeV/c?)?

o M2, > 1.3 (GeV/c?)?
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as determined by the Monte Carlo. This criteria removes approximately 96% of the K%p™*
events, 70% of the K*°z* events and 75% of the K°n*zl[nr] events which survive the

initial event selection and retains 42 % of the signal events.

The Dalitz cuts are also effective at removing the other backgrounds. They remove
85% of the K'z*n%z0 events, 66% of the K*%¢*v, and K*%u*v, and 98% of the ¢z*

events which survive the initial event selection.

The Veto Cut
This cut is introduced to reduce the background from D* — KOz* %70, It is effec-

tively the same cut as the veto cut for the K +70 search (Section 6-4.2) with modifications
accounting for the different 7% momenta and charged track multiplicity of K *+70, Since

the 7r° in this analysis is ~100 MeV lower in momentum, the cuts are:

« one or more photons with energy > 300 MeV must lie within |cosa] >
0.96

» no photons with energy > 300 MeV may lie outside |coscr] < 0.96.

+ no more than 1 photon with energy between 150 MeV and 250 MeV may
lie outside |cosa] < 0.96.
This criteria removes approximately 80% of the K°z*n%7° background which survives

the Dalitz cuts, while retaining 78 % of the signal.

The veto cut is also effective at removing the backgrounds from D* — K*0¢tv,
and K*%t*v,, K*0— K% because of the different kinematic topology of the #° in the fi-

nal state. About 92 % of these backgrounds are removed by the cut.

7-2.3 Results
Figure 7.6 shows the application of the cuts to the data. After all cuts are applied

no events remain in the signal region. For reference, Figure 7.7 gives the Dalitz plot of the

events which passed the initial event selection. One event, displayed in Figure 7.8, is
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Figure 7.6 Data from all tags (a) after the initial event selection, (b) after
the Dalitz-plot cuts, and (c) after the veto cut (see text).

observed at V = 1.930 (GeV/c?)?, below the signal region where 0.13+0.05 events are ex-

pected from the known backgrounds.

7-2.3.1 Analysis Tests
As a test of the analysis procedure, the numbers of events that are expected to be

removed from the signal region by each of the background cuts are calculated and com-

pared to the numbers that are removed.
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|
ok
2
M Kn
Figure 7.7 Dalitz plot of M2, versus M, for the events that survived the
initial event selection.

Table 7.1 gives the background branching fractions used to estimate the numbers

of background events. No experimental measurements currently exists for either B(D™* —
K°n*n%2% or B(K*%*v,). For BO* — K°n*n%z°) the number quoted in Table 7.1 is
obtained from B(D* 5K~ n*n*x®) = 5.840.9+1.5%!?3 and isospin: B(D* — K'n*7%%0)
=B(D*—-K ‘1:*7:*1:0) X 1/2 =2.920.511.5%, where a systematic error of 50% is added,
in quadrature, to account for the uncertainty in this result. This formula assumes that D*
—s EO* 7970 and D+ —K~r*n*x® are dominated by D* > K*Ox*x0. This assumption is
supported by a resonant substructure analysis of D* —-K~w*n*7%%] where large event
fractions were found for K*p* and K,(1400)°z* (which goes 1/3 of the time to
(K*On%x*). For B(K*%u*v,), the number in Table 7.1 assumes lepton universality:
B(E*%utv,) = B(K*%e*v,) = 5.3 110.6%. |

Included in the predicted numbers are the estimated contributions from u, d, s

events in the continuum, determined from an analysis of Lund Monte Carlo data. The re-

sults of the analysis is shown in Figure 7.9.
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4

Figure 7.8 The eventat V = 1.930 (GeV/c?)%. The tagis K°z*n n*.
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Figure 7.9 The analysis procedure applied to Lund Monte Carlo: (a) after

initial event selection; (b) after cuts in the Dalitz plot and (c) after the veto
cut.

Table 7.2 gives the results of the test by comparing the total expected numbers of
events lost against the observed numbers lost. The total number of events expected to be

lost from the signal region, 13.9%13, deviates by approximately 4 o from the observed
number lost, 39, assuming Poisson statistics. Most of this discrepancy occurs at the Dalitz
cuts, where 12.9}3 events are expected to be lost versus four events observed to be lost.
Further studies to understand the discrepancy were made, including tests for potential
Class II background topologies (e.g. D® = K-n*n0vs. D® - K%n*n~ for D* —» Kn*n*

vs. D~ = K* 1% = K% 7% and visual scans of the events (which involved checking the
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Table 7.1 Branching fractions of the Class I backgrounds to D* — K** w0

— (Kon)n®

Mode Branching Fraction (%) | Reference

D*— K%* 6.9+0.8+2.3 22
K*Ont 5.9+1.9+2.5 22
KO+ 7%[nr] 1.3£0.7£0.9 22
KO +nOz0 2.9+0.5+1.5 (see text)
K*%tv, 53+1240.6 25
By, 5.31940.6 (see text)
ot 0.7740.22+0.11 24, 20

Table 7.2 The application of the background rejection cuts as a
comparison of the observed numbers of events removed against the
expected numbers (from known backgrounds).

Cut Observed Loss Expected Loss
Dalitz 35 12.94}3
Veto 4 1.0433
~ Total 39 13.9413

known backgrounds have been identified.

7-2.3.2 Detection Efficiencies
The detection efficiencies for D* — K**20 — (Kn+)2? are determined opposite

ble 7.3. The weighted efficiency is &= 14.11+ 0.4%.
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The efficiency found opposite the K'n*a " tag is larger than the efficiencies
found opposite the other tags. This increase is caused by the effect that events tagged by
that channel have higher track multiplicities, which make those events more prone to mul-
tiple counting. Since only one tag is counted per event by the tagging procedure, but all

tag candidates are considered in the full event analysis, a larger efficiency is obtained for

the signal opposite K'z*n~x*.

7-2.3.3 Background Estimates
Table 7.4 lists the number of expected events from each of the Class I backgrounds

after all cuts have been applied. The errors are statistical only, derived from the errors on
the number of Monte Carlo events, the statistical error on the number of tags, and the sta-
tistical error on the branching fractions for the background processes.The uncertainty in
multiple counting events which contain the KOn*nnt tag will be accounted for in the
systematic errors. The total number of D D background events expected is ny,pp =

0.6%0.1.

The number of events expected from u, d, s production is determined to be ny, 4 =

0.31*33% This number is included in Table 7.4.

The number of expected events from all background sources is ny, = 1.0733. As-

suming Poisson statistics, the probability for 1.0 events to fluctuate to no events is 0.37.

7-2.3.4 Systematic Errors
Systematic errors are estimated for the detection efficiency for the signal, and the

number of D D (Class I) background events, and the number of 4, d, s background events.
Sources of error and their level of contribution are described below. Several of the effects

have been described in the previous analyses.
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Table 7.3 Efficiencies for D* — K**z® — (K %2*)° opposite each tag.

Tag Mode efficiency(%)
F Ko+ 13.320.5
K-t 13.5+0.5
Kontnn* 19.7£1.0
Kk 13.3+0.6
KK*nt 14.5+0.7
Weighted Efficiency: 14.1+0.4%

Table 7.4 The expected numbers of background events for D*¥ — K *+ g0
— (K%, including the contribution from the continuum. The
acceptances for the D D backgrounds are also included.

D E_ Eackground Acceptance(%) Numbc; of E:nts |
D* - K%+ — K%n*n% 0.40+0.07 0.20£0.05
D*— K*z* - (K20 nt 0.78+0.18 0.11+0.05
D*— K%z*a%nr] 2.37+0.18 0.20+0.10
D*— Kn*n%° 0.47£0.08 0.10+0.02
D*— K*%tv,— (K°n0etv, 0.11%0.06 0.01£0.01
D*— K*%utv,— (KonOutv, | 0.17£0.07 0.02+0.01
D* - ¢t = KXKDnt 0.03+0.02 (6i4)>§10‘4
Total expected D D contribution 0.6440.13
Total expected , d, s contribution 0.314939
Total expected number of events 1.0 _"'8%

Systematic Errors on &g

The following sources are considered to contribute to the systematic error on &,.
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The errors are given in terms of the relative uncertainty.

1) Charged track reconstruction efficiency. A —3% error is attributed for
detecting three charged tracks.

2) The effect of no cuts for the fiducial regions of the detector. For the
three charged tracks, a —3 % uncertainty is attributed.

3) The K9 vertex requirements. Previous studies of the y(3770) data
found that the cuts on L, and P (x2,) introduce a 5% uncertainty in the
reconstruction efficiency of K s(62]

4) Monte Carlo modelling of photons in the shower counter, and the
shower angle cuts. A comparison of analysis results using different
shower simulators (confer Section 6-5.3) finds discrepancies of no
more than 10%. Therefore, a £5% uncertainty is attributed to this ef-
fect.

5) Photon detection efficiency. Both the initial event selection and the veto
cut require the observation of only one of the two photons from the 70
in D* — K™ Y. Therefore only one factor of —2.5% is given for this
source.

6) Invariant mass cuts, and definition of the V signal region. Loose cuts
are applied to the Dalitz plot, and loose cuts define the signal region in
the V distribution. A £1% error is given to account for possible tails in
the signal distribution.
These errors are summarized in Table 7.5 in terms of the absolute error on the re-
construction efficiency. The total errors are *}-2%, obtained by adding the biased errors lin-
early and then the result to the remaining errors in quadrature. Quoting both statistical and

systematic errors, the weighted efficiency for the signal is

&= 14.1+0.4713%
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Table 7.5 The systematic errors on the detection efficiency for D* —
K* 0 = (KOx)nl.

Source Absolute Error (%)

Charged track efficiency -0.42
Absence of fiducial cuts -0.42

K9 vertex requirements +0.71
Shower modelling and angle cuts 10.71
Photon detection efficiency -0.35
Mass and V signal cuts +0.14

Total Error +1.0/-1.6

Systematic Errors on nypj
Several effects which contribute systematic errors to the signal also introduce un-

certainties on the number of D background events. Discussion of these effects on the

background follows, with errors given in terms of the relative uncertainty.

1) Charged track reconstruction efficiency. All backgrounds channels are
detected with charged tracks in the recoil; therefore a =3 % error is at-
tributed.

2) The éﬂect of no cuts for the fiducial regions of the detector. A ~3% un-
certainty is attributed for three charged tracks.

3) The K? vertex requirements. All backgrounds include the reconstruc-
tion of a K9, and therefore an overall 5% uncertainty is included.

4) Monte Carlo modelling of photons in the shower counter, and the
shower angle cuts. For the backgrounds, +5% uncertainty is attributed
for this effect.

5) Photon detection efficiency. For a background event to pass the initial
event selection, only one shower needs to be observed within the search
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Ny pD:

total errors, 1333 events, are obtained by adding the biased errors linearly and the

remaining errors in quadrature. Quoting both statistical and systematic errors, the number

6)

The following additional sources have been considered in the systematic error for

7)

8)

9

These errors are summarized in Table 7.5 in terms of the absolute error ny, pp. The

cone. This gives a factor of —2.5%. An additional factor of ~0.1% ac-
counts for 25% of the K%z* %0 background which is removed by the
veto cut when at least one other shower is observed in the event. The
total is therefore —2.6 %.

Invariant mass cuts, and definition of the V signal region. The mass
cuts in the Dalitz plot lie outside the lobes from the resonant back-
ground channels. The uncertainty from those cuts are, therefore, con-
sidered negligible. A +5% uncertainty is given to account for the
background in the V signal region.

Multiple counting events. The number of events which have been
tagged by KOz*n~x* is given a +25% uncertainty due to the effect of
multiple counting. This contributes a +2% uncertainty on the total
number of background events.

The branching fractions for the background processes. The relative
systematic errors in the branching fractions for K%* (33%), K*0n*
(42%), K°n*x[nr] (69 %) and K°x*n%z° (50%) propagate to a 28 %
error in the number of background events, accounting for common sys-
tematic errors. The systematic errors from the branching fractions for
the other background modes and for the resonances are either negligi-
ble or zero.

The error on the number of tags. These errors are quoted in Table 4.2.
They contribute a +1.7% uncertainty on the total number of back-
ground events. ’

of D D background events is:
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Table 7.6 The systematic errors on the number of D D background events.

Source Error (#events)

Charged track efficiency -0.019
Absence of fiducial cuts -0.019
K vertex requirements 10.032
shower angle cuts 10.032
Photon detection efficiency ~0.017
Mass and V signal cuts 10.032
Multiple counting events +0.013
Branching Fractions 10.180
Number of tags 10.011

Total uncertainty +0.19/-0.20

nypp=0.64+0.13:31

Systematic Errors on ny,
To estimate the systematic errors for ny, 4, it is assumed the dominant i, d, s event

topology is similar to D+ ~ K-n*z*, D~ — K% 2°(#%), K® — #*n in terms of the final
state particle topology. With this assumption the relative systematic errors on the number

of u, d, s background events follows.

1) Charged track reconstruction efficiency. For six charged tracks, a 6%
error is attributed.

2) The effect of no cuts for the fiducial regions of the detector. For six
charged tracks, a —6% uncertainty is attributed.

3) The K vertex requirements. A +5% is attributed to this effect, assum-
ing only one K is reconstructed.
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Table 7.7 The systematic errors on the number of u, d, s background

events.

Source Error (#events)

Charged track efficiency -0.019

Absence of fiducial cuts -0.019

K9 vertex requirements 40.016

Shower angle cuts +0.016

Photon detection efficiency —0.011

Mass and V signal cuts +0.016

Integrated Luminosity +0.016
Total uncertainty +0.032 / -0.059

4) Monte Carlo modelling of photons in the shower counter, and the
shower angle cuts. Based on the studies for the signal efficiency, a £5%
error is given.

5) Photon detection efficiency. A —2.5% error accounts for the one shower
that must be observed within the search cone. Another —1.0% is added
to account conservatively for background topologies which are re-
moved by the veto cut when at least one other shower is observed in the
event. The total is therefore —3.5%

6) Invariant mass cuts, and definition of the V signal region. A £5% is
given to account for the uncertainty in the background distribution.

7) Integrated Luminosity for the y(3770) data set. This number contains a
+5% error which directly contributes to the systematic error on the
number of background events.

These errors are summarized in Table 7.5 in terms of the absolute error on the

number of u, d, s background events; the total errors are *3.2. Quoting both statistical and

systematic errors, the number of , d, s background events is
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Figure 7.10 The likelihood function relative to BS)D+ — K**70).using
the results of the search for D* — K**2% — (K )z .

nyuas = 0.31338:3 R
7-2.4 Preliminary Upper Limit for B(D* — K**x%
An upper limit calculation can be performed for B(D* — K**2%) (with the Cleb-

sch-Gordon coefficient for K** — K°z* taken into account), following the maximum
likelihood procedure in Section 5-6. The likelihood function for this analysis is shown in
Figure 7.10, maximized for different values of B(D* — K *10). The dashed and solid
curves show, respecﬁvcly, the results without and with systematic errors propagated; the

arrows indicate the 90% confidence levels. If systematic errors were neglected,vB Dt -

K**7%) < 3.4%. The systematic errors increase this limit to
B(D*—>Kk*1%<39% @ 90% CL

7-3 Searchfor D* — K* 7, K* - K*#w®

This section discusses the search for D* — K**2° in the K*70 channel of K™**.

Section 7-3.1 covers the initial event selection. Section 7-3.2 discusses all the known
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backgrounds and the cuts that are added to remove them. Section 7-3.3 presents the results
of the analysis on the data and includes analysis checks and estimates of the efficiencies
and level of background. Section 7-2.4 gives a second, preliminary upper limit calculation
onB(D*— K**n0).

7-3.1 Event Selection
In the decay chain D* — K**7% - (K*2%a0, two 2%s are produced: a primary

2° from the direct decay of the D* and a secondary #° from the decay of the K**. To
achieve better efficiency and resolutions, this analysis avoids full reconstruction of the fi-
nal state by requiring that only one of the two 7%’s be reconstructed along with the kaon
track. To reduce the large backgrounds, it is also required that the charged track be
identified as a kaon with the “wrong-sign” strangeness and that the neutral showers have

the correct multiplicities and topologies. The procedure is detailed as follows:

» require one track with the correct charge opposite a tag. The track is re-
quired to have a good helix fit, energy loss corrections and a successful
beam fit. Again tags with only charged tracks are used to obtain the best
resolutions.

» require three or more isolated showers.

* require particle identification for the recoil charged track. Strict particle
identification is applied to reduce the high backgrounds; the track must
have a good quality time-of-flight measurement with

| Tineas — Tx | S 1 13 (~50)
and
ITmeas_TK|<|Tmeas—T7t|

« Reconstruct a z° by kinematically fitting all pairs of isolated showers to
the 7% mass (a one-constraint fit). A shower pair is considered a 70 candi-
date if the »? confidence level is larger than 0.01. To reduce the combina-
toric background in the asymmetric 70 decays where fake showers or
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incorrect photons replace the real, low energy photon, the fitted-photon
energies are required to be greater than 100 MeV. Events with more than

one 7V candidate are counted once by selecting only the combination
with the lowest x2.

« Require one shower, which is not used in the 0 fit, to have an energy
greater than 100 MeV. This requirement further reduces the backgrounds
arising from low energy fake showers.

« Require one shower to have an energy greater than 300 MeV. This show-
er may or may not have been used in the z° fit. This requirement ac-

counts for the high energy photon produced in the decay of the primary

0.

A signal is studied with the Lorentz invariant quantity:

W= Y [Phoi(Pk +Pr)y —PEPryl
i

= 2[(Pevent - Ptag)u(PK'*'P”)ﬂ - Pﬁ P’w]
m

where Phooits PR, PR Pliens and Pl are the four momentum of the recoil, the charged
kaon, the reconstructed 7%, the full event and the tag, respectively. This quantity makes no
assumption on whether the reconstructed #° is the primary or secondary x°. If all tracks
were precisély measured, W would equal 1.8690 (GeV/c?)?. To achieve the best resolution
for W, E 4 is replace by Js12, and the fitted photon energies and momenta are used for P&

Figure 7.11 shows the expected W distribution for D* — K **1 — (K*z%x". The
non-Gaussian distribution arises from the difference in energy resolutions of showers from

low and high momentum #%’s. The signal region is defined by

. 175 <W < 1.99 (GeV/c??

which contains 95% of the Monte Carlo signal.
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Figure 7.11 The W distribution for the desired process D* — K**z0 —
(K *n%xC. Arrows indicate the limits of the signal region.

Figure 7.16(a) shows the W distribution for the actual data. Eight candidate events

are observed in the signal region.

7-3.2 Major Backgroundsto D* — K** 7%, K** - K*7?®
Several sources of background to D* — K**z0 — (K*7%n° were determined by

applying the event selection procedure to the D*D~ and DOD% Monte Carlo cocktails.
Major contributions come from both the Class I and Class II backgrounds. Again at least

two errors are involved in misidentifying a background process as the desired signal.

This section is broken down into three parts: Section 7-3.2.1 describes the Class I
backgrounds, Section 7-3.2.2 discusses the Class II backgrounds, and Section 7-3.2.3 dis-

cusses the cut introduced remove both Classes of backgrounds.

7-3.2.1 The Class I Backgrounds
The Class I backgrounds arise from the following modes:

« D* - K%+, K% - K9 — 7920, The charged pion is misidentified and
the K9 is not recognized.

e D* = K%+, K0 — K9 > 7920 The decay starts out Cabibbo sup-
pressed and the K ? is not recognized.
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« D* = K%+ K9 — K9 — 7%0. The charged pion is misidentified and

the K9 and extra 7 are not recognized.

e D*— K%*v,and K%*v,, K°— K?— n%°. The lepton is misidenti-

fied, the neutrino is not observed and the K is not recognized.

The third channel has been studied in the resonant modes D* — K O%*, p* = n*2° and

D+ — K*0z*, K*0 —» K%2° and the nonresonant D* — K97*x0. As shown in Figure

7.12, all backgrounds are observed to peak in the signal region.

7-3.2.2 The Class 11 Backgrounds
In this analysis the Class II backgrounds are found to arise from DOD? events,

with one of the two neutral D’s decaying either through D — K~7*2% or DO —

K~n*n°z° The backgrounds are listed below under the tag-versus-recoil topology to

which they contribute.

1) D*—>K*n%z% vs. D- 5 K*n 7~

« D% 5 K~w*n0vs. D® — K*7~x0. The tag is formed by a double misidenti-
fication between a charged kaon and a charged pion and by a misassociation
of the charged tracks. All neutral tracks are misassociated with the recoil (the
charged kaon in the recoil is correctly identified). '

e D% 5 K~*7%° vs. D - K+~ #°. The same errors occur as in the previ-

~ ous background along with the additional error of not recognizing the extra

7°.

2) D* > K*1%2% vs. D~ 5 KOzt

e D% 5K 70 vs. D® - K% n*x°, when K®— KQ — n*x~. No charged
track misidentification occurs, but the K © is misidentified as a K. Charged
and neutral tracks are again misassociated to form the tag and recoil.

« D 5 K~ w*n°2% vs. D® — KO~ n*2°. The same errors occur as for the
previous background with the additional error of not recognizing the extra

n°,
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F_‘igure 7.12 The W _ distributions for the Class I backgrounds (a) D* —
K% (b) D* - K%K*; (c) D* - K%*, p* = n*2% (d) D* - K*z,
K* - K% (¢) D* » K°z*n%m]; () D* — K°e+ve;‘(§) D* =
K%*v,; and for the signal (h) D¥ —» K™% K** — K*z°. For all
backgrounds the neutral kaon decays through the chain K9> K9 — 7020,
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Figure 7.13 The W distributions for the Class II backgrounds: (ag
K~n*x® vs. D% = K+~ n° when reconstructed as D* — K*nx
- K*nn~; () D° - K~ ntn%° vs. D —» K*n~2° when reconstructed
as D* = K*n%° vs. D~ - K*n~n~; (¢) D® — Kn*a0 vs. D° —»
KOz 770 when reconstructed as D* — K*7%20 vs. D~ —» K n'*n;
@ D® = K~n*n%7% vs. DO — K7~ n*n® when reconstructed as D* —
K*n%2° vs. D~ = K% n*n~; (¢) D° — K n*n° vs. D° = K*rn~n°
when reconstructed as D — K*z%° vs. D~ > K*K~2~; ® D° -
K~n*n%7° vs. DY — K*x~n° when reconstructed as D* — K+a070 vs.
D™ — K*K~n~. The distribution for the desired signal is shown in (g).
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3) D* - K*7%° vs. D~ — K*K~n~ (backgrounds same as those for D*
— K*7%2% vs. D- > K*tnn):

e DY 5 K-7ta0vs. D® — K*n~ 7. A charged pion is misidentified in the
tag, while charged and neutral tracks are misassociated to from the tag and
recoil.

« DO 5 K790 vs. DO — K *2~ 0. The same errors occur as in the previ-

ous background along with the additional error of not recognizing the extra

0,

No significant backgrounds are observed for the signal opposite the K%+ and KK * tags.

The W distributions for each of the Class II backgrounds are shown in Figure 7.12.
Again all backgrounds are observed to peek in the signal region. Background topologies
with DO — K-7n*z0 have been studied with the decay proceeding through the resonant
channel D® — K~p*— K~ (n*x), which dominates the K ~z*7° mode. All the other D°
modes were decayed with the momenta distributed uniformly over the allowed phase

space.

7-3.2.3 The Background Cut
The backgrounds are reduced through a Dalitz analysis of the K *n%z0 final state.

A plot of MZ_ versus M2, is formed, where M, is the %70 invariant mass and Mg, is the
K*n® invariant mass. To obtain MZ,, the charged kaon momenta and the fitted photon mo-

menta are used, while to obtain M2, conservation of four momenta is employed:
Mz = (P + Pp)
= (P recoit = P )
= (P event = P1ag = P 0)*
This relation yields a value for M2, which does not depend upon poor shower counter en-

ergy measurements. The expected distributions for the backgrounds and the signal are

compared in Figure 7.14 and Figure 7.15. The distribution for the signal, D+ — K*+7% —
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Figure 7.14 Dalitz plots of the Class I backgrounds (@) D* > K°1c+d ®)
D+ — KK*, (c) D* — K%, p* — n*a’, (d) D* > K™, K* -
K10, (e) D* = Kox*n'[nr], (f) D* — K%*v,, (&) D* - K°*v,, and
the signal (h) D* — K**2° — (K *z%n". All neutral kaons decay through
the chain X% — K9 — %0,
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nn

Figure 7.15 Dalitz plots for the Class II backgrounds. The labels
correspond to those in Figure 7.12

(K*n)nY, reflects the properties of a P — VP, — (P, P P, decay, where P denotes a-
pseudoscalar meson and V denotes a vector meson. The two pairs of lobes correspond to

the two cases where the primary and secondary 70 have been reconstructed.
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Figure 7.16 Data after: (a) the initial event selection and (b) the Dalitz cut.

All backgrounds overlap with the signal in the low M2, region, motivating the fol-

lowing cut:
. M,Z,,,> 1.3 (GeV/c?)?

This cut removés 63% of the signal but also effectively all Class I backgrounds and the

Class II backgrounds with D® — K~z*n°. Approximately 80% of the background topol-
ogies with D® — K~z* 2% are also removed.

7-3.3 Results
Figure 7.16 shows the application of the cuts to the data. After all cuts are applied

no events remain in the signal region. For reference, Figure 7.17 gives the Dalitz plot of

the events which passed the initial event selection. One event is observed at W = 1.695
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M2

K

Figure 7.17 Dalitz plot of the candidate events for D* — K*20 —
K*n0)a.

(GeV/c?)?, below the signal region where 0.18‘18'_%‘5 events are expected from the known

backgrounds; Figure 7.18 displays the event.

7-3.3.1 Analysis Test
The number of events that are expected to be moved from the signal region by the

Dalitz cut is calculated and compared to the number that is removed. Table 7.1 lists the
background branching fractions used to estimate the numbers of events from the Class I
and Class IT backgrounds. The contribution from continuum «, d, s production is deter-
mined from. theran analysis of Lund Monte Carlo data (Figure 7.19). The calculations
yield an estimated 2.010.4 events from the Class I backgrounds, 4.710.9 events from the
Class II backgrounds, and 0.7+34 events from the continuum, summing to a total of 7.4*3%

events. This number is in good agreement with the observed loss of eight events.

7-3.3.2 Detection Efficiencies
The detection efficiencies for D+ — K** 70 — (K*n%)20 are determined as before.

Table 7.3 gives the efficiency opposite each tag mode. The weighted efficiency is & =
8.2+0.5%.
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Figure 7.18 The event at W = 1.695 (GeV/c?).
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Table 7.8 Branching fractions of the Class I and Class II backgrounds to
D* = K*n0— K20

Mode Branching Fraction (%) | Reference
D*— KOt 3.240.5+0.2 24
KK+ 1.01+0.32+0.17 24,20
K% 6.9+0.8+2.3 22
K*Ont 5.9+1.9%2.5 22
K%+ 7Onr] 1.3£0.74£0.9 22
KC%*v, 6.0133+0.7 25
Ko%tv, , 7038112 25
D% — K-n*n® 13.3+1.2+1.3 24
K~ n*n0zn0 14.943.7£3.0 24
K'n*nn0 10.3+2.242.5 23

7-3.3.3 Background Estimates
After the cut on M2, no Class I backgrounds are still considered significant. Of the

Class II backgrounds, only those processes with D — K~n*7%z° are still found to make
a non-negligible contribution to the signal. To simplify the discussions here and in the sec-

tion on systematic errors, these backgrounds are labelled as follows:

« Background I--K *z%z0 vs. K*n~n° when reconstructed as K *+70n0
vs. K*nn~

0

« Background I--K-7*n%2° vs. K%z n*n® when reconstructed as

K*n%720 vs. KOn ntm~

« Background II--K 7070 vs. K *a~n® when reconstructed as K +n%7°

vs. KK~
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Figure 7.19 Analysis of Lund Monte Carlo data: (a) after the initial event
selection and (b) after the cut on MZ,.

Table 7.9 Efficiencies for D* — K**n° — (K%2")n° opposite each tag.

Tag Mode efficiency (%)
KOr* 76+0.6
K-mtmt - 85106

K'r*nn* - 67107
K°k+ 8.6+0.7
KK*n* 7.610.7
Weighted Efficiency: 8.2 £ 0.5%

Table 7.10 lists the three backgrounds with the acceptances and numbér of events expect-

ed in the signal, with statistical errors only. The total number of background events expect-

ed from D D production is ny, pp = 0.21£0.07.
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Table 7.10 The expected numbers for the backgrounds to D* — K 10 >
(K*n%)0, including the contribution from the continuum. Backgrounds I,

II and III are labelled in the text.
D D Background | Acceptance (%) | Number of Events

I 0.013 +£0.003 0.14 £0.05
il 0.015 +£0.005 0.04 £0.02
m 0.003 +0.002 0.03 £0.02
Total Expected D D Contribution 0.21£0.07

Expected Continuum Contribution <0.23

Total Expected Background 0.3+0.1

The number of events expected from u, d, s production is determined to be ny, 4, <

0.23 at 90% confidence level. This number is included in Table 7.10.

The total number of background events is ny, = 0.3+0.1, where the 63.8% confi-
dence level upper limit for ny, ;0.1 events--has been used. Assuming Poisson statistics,

the probability for 0.3 events to fluctuate to no events is 0.74.

7-3.3.4 Systematic Errors
Systematic errors are estimated for the detection efficiency of the signal, the num-

ber of DD background events, and the number of u, d, s background events. Sources of
error and their level of contribution are described below. Several of these effects have

been discussed in the previous analyses.

Systematic Errors on &
The following sources are considered to contribute to the systematic error on the

reconstruction efficiency. The errors are given in terms of the relative uncertainty.

1) Charged track reconstruction efficiency. A —1% error is attributed for
detecting one charged track.
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Figure 7.20 The D% — K~#*2° sample used to estimate the systematic
uncertainty of the ¥ cut for the z° fit.

The effect of no cuts for the fiducial regions of the detector. For one
charged track, a —1% uncertainty is attributed.

Monte Carlo modelling of photons in the shower counter. A compari-
son of analysis results using different shower simulators (confer Sec-
tion 6-5.3) finds discrepancies of no more than 10%. Therefore, a 5%
uncertainty is attributed to this effect.

Photon detection efficiency. The uncertainty of —2.5% per photon leads
to a —7.5% uncertainty in requiring three photons to be observed.

The #? requirement for the kinematic fit to the #° mass. The uncertain-
ty due to this requirement is estimated by analyzing D° — K~n*x®
candidates from real and simulated data. In both samples, z° candi-
dates were obtained by kinematically fitting all pairs of isolated
showers. The 70 candidates were subsequently combined with pairs of
oppositely charged tracks to form K ~n*n° candidates. The beam con-
strained mass distribution of the K ~n*z° candidates and the ? distri-
bution of the #° fits are shown in Figure 7.20. After the y? cut the
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Table 7.11 The systematic errors on the detection efficiency for D* —

K* 0 > (K a0,
Source Systematic Error (%)

Charged track efficiency -0.082

Absence of fiducial cuts —0.082

Shower modelling +0.410

Photon detection efficiency -0.615

22 requirement for 0 fit -0.205

Kaon identification ' -0.492

Mass and signal region cuts 10.082

Total Error +0.4/-1.5

efficiency in the Monte Carlo was found to be 5% greater than that in
the real data. Therefore a —2.5% error is attributed to this effect.

6) Kaon identification. The effects of the particle identification cuts on
charged kaons in Monte Carlo data and real data were compared using
K~n*n* data samples (see Section 5-5.7). Since the kinematic topology
of the charged kaon in K *z°x0 is constrained by the M2, requirement,
this kaon identification study included a requirement that the invariant
mass squared of the #*7* system be greater than 1.3 (GeV?)2 The
study found the Monte Carlo to be to more efficient by 12%, and there-
fore a —~6% error is given for this effect.

7) Invariant mass cuts, and definition of the W signal region. A 1% error
is given to account for the uncertainty in the M,z,,, requirement and pos-
sible tails in the signal distribution.

In Table 7.5, these errors are summarized in terms of the absolute error on the re-

construction efficiency. The total errors, ¥34%, is obtained by adding the biased errors lin-

early and the remaining errors in quadrature. Quoting both statistical and systematic

errors, the weighted efficiency for the signal is
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E=8.2+0.5*33%

Systematic Errors on n,
Several effects which contribute to the systematic uncertainty of the signal effi-

ciency also introduce uncertainties to the number of DD (Class II) background events.
Discussion of these effects on the backgrounds follows, with the errors given in terms of

the relative uncertainty.

1) Charged track reconstruction efficiency. A relative uncertainty of —4%
is attributed to the uncertainty in the number of events from Back-
grounds I and I, and —6% is attributed to the uncertainty in the num-
ber of events from Background II. This results in a total error of —4.4%.

2) No cuts for the fiducial regions of the detector. Errors of 4% in the
number of Background I and III events and —6% in the number of
Background II events propagate to a total error of ~4.4%.

3) Monte Carlo modelling of photons in the shower counter. A +5% error
is given to account for the uncertainty due to this effect.

4) Photon detection efficiency. A —7.5% error is attributed for requiring
three photons to be observed.

5) The y2 requirement for the kinematic fit to the 70 mass. Since the back-
grounds also contain a reconstructed #°, a =2.5% error is given to ac-
count for this effect.

6) Particle identification. In the number of Background I events, the kaon
identification criteria for the recoil and the double misidentification in
the tag contribute an error of _}§%. In the number of Background II
events, the kaon identification for the recoil and the pion identification
for the tag contribute an error of *2%. In the number of Background III
events, the kaon identification for the recoil and the single misidentifi-
cation in the tag contribute an error of *g%. Treating these errors lin-
early, the relative systematic error for the total number of background
events is _1$%.
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7) Invariant mass cuts, and definition of the W signal region. A +5% error
is given to account for the uncertainty arising from possible tales in the
mass and W distributions.

The following additional sources have been considered in the systematic error on
ny.DD-
8) Branching fractions for D® — K~n*n%2% K-n*zn° and K'n+n 70
The relative systematic errors of these branching fractions (20 %, 10%,

and 24 %, respectively) propagate to a £22% error in the number of
background events.

9) Number of produced D°DP events. The systematic uncertainty on this
number (32600 events out of 27,700) gives a 9% error.
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Table 7.12 The systematic errors on the number of DD background

events.
Source Error (#events)
Charged track efficiency -0.009
Absence of fiducial cuts -0.009
Shower modelling 10.011
Photon detection efficiency -0.016
22 requirement for 70 fit -0.005
Particle identification +0.013 / -0.025
Mass and signal region cuts +0.011
Branching fractions #0.046
Number of D°D? events #0.019
Total uncertainty +0.05 / -0.08

These errors are summarized in Table 7.5 in terms of the absolute error on ny, pp.
The total errors, *3% events. Quoting both statistical and systematic errors, the number of

D D background events is:
nypp=0.21£0.073%

Systematic Errors on n, 4
To estimate the systematic errors for ny, 4, it is assumed the dominant i, d, s event -

topology is similar to Background I--D% — K ~n*2%20 D — K*n~x%-in terms of the fi-
nal state topology. With this assumption the relative systematic errors on the number of u,

d, s background events follows.

1) Charged track reconstruction efficiency. A relative uncertainty of —4%
is attributed for four charged tracks.
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2) No cuts for the fiducial regions of the detector. A ~4 % error is given for
four charged tracks.

3) Monte Carlo modelling of photons in the shower counter. A +5% error
is given to account for the uncertainty due to this effect.

4) Photon detection efficiency. A ~7.5% error is attributed for requiring
three photons to be observed.

5) The g2 requirement for the kinematic fit to the 7° mass. A —2.5% error
is given to account for the requirement that a 7 be reconstructed.

6) Particle identification. Assuming the same misidentification mecha-
nisms occur as for Background I, a _}3 % uncertainty is given for parti-
cle identification.

7) Invariant mass cuts, and definition of the W signal region. A +5% error
is given to account for possible tales in the mass and W distributions.

8) Integrated Luminosity for the y(3770) data set. This number contains a
+5% error which directly contributes to the systematic error on the
number of background events. '

These errors are summarized in Table 7.5 in terms of the absolute error on the (up-
per limit) number of u, d, s background events; the total errors are 8. The limit on the
number of u, d, s background events is enlarged by adding the positive error, becoming:

Py.uds < 0.26

7-3.4 Preliminary Upper Limit for B(D* — K** 7%

A second upper limit calculation is performed for B(D* = K *+20) using the re-
sults of the search for K*n%z% The likelihood function is shown in Figure 7.10,
maximized for different values of B(D* — K**z9). If systematic errors were neglected,

B(D* = K**1% < 4.0%. The systematic errors increase this limit to

B(D*> K*1% <5.6% @ 90% CL
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Table 7.13 The systematic errors on the number of u, d, s background
events.

Source Error (#events)
Charged track efficiency -0.009
Absence of fiducial cuts -0.009
Shower modelling 10.012
Photon detection efficiency -0.017
2 requirement for 70 fit -0.006

Particle identification +0.021 / -0.041
Integrated Luminosity +0.012

Total uncertainty +0.027 / -0.084

relative likelihood

1 |
0 10 20 30 40 50 60 70

B(D" - K**#%)x10°®

Figure 7.21 The likelihood function relative to B(D* — K** %), using
the results of the search for D — K**z0 - (K*7%)x°
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Figure 7.22 The likelihood function relative to B(D* — K**®) with the

results of the searches for D* — K*2% — (K%7*)2% and D* - K**20 -
(K*1%)n° combined.

7-4 Upper Limit for BD* — K*+*70)
The limits for BD* - K *+1t°) are improved when the results of the searches for

D* = K* 1% — (K2l and D+ — K**7° — (K*7%xC are combined. The calculation

is performed with the joint likelihood function:

Lgoad =L RO, PR PROrtnd) L(n K+ a0y PRr1Pa PR abad)

where L{n; py p;) are the likelihood functions used to obtain the preliminary limits in Sec-
tion 7-2.4 and Section 7-2.4. The likelihood function is shown graphically in Figure 7.22,
maximized as a function of B(D* — K**n%). The dashed and solid curves respectively
show the results without and with systematic errors propagated, and the arrows indicate
the 90% confidence levels. If the systematic errors were negligible, B(D* — K**7%) <

1.8 % With systematic errors this limit increases to

B(D* - K*1%<23% @ 90% CL

215



Chapter 7: Search for D* — K**#°

The separate analysis (Appendix 2), where fully reconstructed doubly Cabibbo suppressed
events are kinematically fitted rather than tagged, yields B(D* — K**7%) < 11.6% at 90%
confidence level. That analysis however, only searched for D* — K* 20 through K** —

KOrnt,
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Conclusions

In a sample of 9.5610.48 pbl, containing 20300+2900+1100 D*D~ pairs, the
doubly Cabibbo suppressed decays D* — K*x~#n* (including D* — K*p%, D* - K*0z*
and D* — K*n~#*[nr]), D* = K*7% and D* — K**7° have been searched for by tagging
w(3770) — D*D~ events. Three candidate events have been found for D* — K*n~n*
with an expected background of 1.23J4+0.4 events. None of the three events favor a two--
body resonant interpretation. No candidate events have been found for either D* — K +70
or D* — K**7% The upper limits calculated for the branching fractions are summarized
in Table 8.1. The limit on B(D* — K*z~ %) is found to be consistent with a measured
value of BD* — K*r~n*) = 0.3973%3%%, which is obtained through an untagged
analysis of K*n~7n* presented in Appendix 1. Table 8.1 also contains the results for upper
limits on B(D* — K*n %), B(D* — K *7% and B(D* — K™**7°) obtained through inde-
pendent analyses presented in Appendix 2, wherein the doubly Cabibbo suppressed de-
cays are searched for by kinematically fitting, rather than explicitly tagging, the final
states. This ‘seco'nd analysis makes no improvement on the branching fraction limits but
does provide a crosscheck of the analysis techniques and background calculations. In this
chapter the limits on the | p|? parameters are calculated and compared to theoretical pre-

dictions, and the conclusions are drawn.

81 Upper Limit Calculations of the | p |> Parameters and
Comparison with Theory
The|p |2 parameters whose limits are calculated are defined
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Table 8.1 Summary of doubly Cabibbo suppressed branching fractions
obtained in this thesis. All limits are at 90 % confidence level.

Mode Tagging B.F. (%) | Fitting B. F. (%) Inclusive B. E. (%)
K*mnt <0.77 <0.78 0.39+08+.08 (> 0.22)
K*p° <0.45 - -
K*n* <0.68 - -
K*n n*[nr] <0.76 - -
K*n° <0.35 <0.51 -
K*n® <23 <11.6 -

_B(D* > K*nmt) x 1

I Knn|

B(D* > K-m+n*) " tan*f,
5 | _BD* K0 1
PEe*l = B(D+ 5 KO%*)  tané,
_B(D*—>K*gt) 1
|PK*°7:|

B(D+ = K*Ozt)  tan46,

o = B2 KD L
Kentwrll = B(D+ — K-m*m*{or]) " tantd,

Pl = _BD* oKkt 1
k=l =D+ - Kon+)  tan46,
B+ K*a0) 1
B(D* > K®x+) . antt,

|PK*1:°| =

Upper limits on these parameters are calculated by maximum likelihood procedures simi-
lar to those used to obtain the doubly Cabibbo suppressed branching fractions.

In the case of | p K,,,f for example, the joint likelihood function is
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Table 8.2 The Cabibbo Allowed branching fractions used in the
calculations of the | p|> parameters.

Channel Branching Fraction (%) | Reference
DY K- ntnt 9.1+1.3+0.4 24
D*— K%* 6.9+0.8+2.3 22
D* — K*On* 59+19%2.5 22
D*— K ntn*[nr] 7.2+£0.6+1.8 22
D*— K% 3.2+0.5+0.2 24

L(ngps, P; P) = P(nopsy MstUp DD+ b ugs) X
G(Ns: € 055 (Phrags: Prags> OtagdM (T b, VIP(OM 55 Ottty uds)

where the notation from Section 5-6 has been followed. The constraint is

Hs = Hiags Tls | Pxrn 12 BK m*n*) t;an4ec C
where B(K~n*n") is the true branching fraction for D* — K~n*z*. Here the multivariate
Gaussian distribution M(jl; b, V) accounts for the correlations between Ny uqs and
B(K-m*n*). The likelihood function is maximized at different values of | pg; |2 and then

integrated numerically to find the 90 % confidence level. Systematic errors are treated as in

the branching fraction calculations.

The limits on the other | p|? parameters are obtained analogously. Table 8.2 lists
the Cabibbo allowed branching fractions used in the likelihood functions, and tan6, =
0.2267 is used in the constraint. The likelihood functions for the six | p|? parameters are

indicated in Figure 8.1. The resulting upper limits with systematic errors are listed in Table
8.1
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The measurement | P g 12 = 18.3+35+4.0 and limit | Py |2 <34.1 are consistent.

Included also for comparison are upper Limits for | Pxzl%s | Pxml® and | Pgeso|’, obtained

by the kinematic fitting analysis in Appendix 2.
Table 8.4 compares the best experimental numbers obtained for the six |p|? pa-

rameters against the numbers predicted by Bigi*®! The limit on | pg |* does not test the
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Table 8.3 The I/_)I2 obtained in this thesis. All limits are at 90%

confidence level, and the limits in parentheses are without systematic

CITOIS.
Parameter | Tagging|p|> | Fitting|5|> Inclusive | 5 |*
[ 15t <34.1 <360 | 183%35+4.0(>9.1)
| ool <39.9 - | -
| Peoal” <92.9% - -
| Brenguy I <55.3 - -
| Pl <484 <682 _
| Prend | <3122 <1610 -

a. The large errors in B(K *O7*) necessitated that the limits on these parameters be
obtained by fixing (K *°z*) to B(K *'x*) and to B(K *°x*) — 8B(K *n*), in the ab-
sence and presence, respectively, of systematic errors; &B(K *0n*) is the statistical
and systematic errors on B(K *°*) added in quadrature.

Table 8.4 Comparison of the |p |2 numbers with theory. Values in

parentheses are 90% confidence level lower limits.

small values predicted for it by the model. The limit is also sufficiently poor on | pg*z0 |2 in

that it does not address even the large value predicted by Bigi. For | p grnfe] l2 no predic-

tions exist, due to the inability of the model to estimate three-body decays. The limits on

Parameter Experiment Bigi®

| Pl 18.3436+4.0 (> 9.1) -
| Prpl’ <399 035
| Prevort <929 5-11

| Pierto | <553 -

| Pxo <48.4 3
| Pred ) <312 12-25

a. Reference [34].
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the | p |2 parameters for the K*a~n* resonant modes are consistent, but generally larger,
than the model predictions. The surprising result is the measured central value for | p g l2
= 18.31%;21:4.0, with a lower limit of | p g l2 > 9.1 at 90 % confidence level. This is larger

than the predicted values both for |B0l” and for (2/3)x|Pgeor|” (the 2/3 arises from the

Clebsch-Gordon coefficient in the decay of the K*0).

8-2 Comparisons of the Branching Fractions with Theory

8-2.1 BSW Predictions |
Further understanding of the apparent discrepancy between experiment and theory

for D — K*n~n* must be obtained by examining individually the numerator and denom-
inator of the | p |2 parameters, i. e. to study how successfully theory can predict the
branching fractions for the doubly Cabibbo suppressed decays and the corresponding
Cabibbo allowed decays. To do this study, this author has calculated the branching frac-
tions using the BSW model. A check finds the predictions for the Cabibbo allowed modes
to agree with those given in Reference [18]. The branching fractions for both the Cabibbo
allowed and doubly Cabibbo suppressed decay modes are expressed, respectively, in Table
8.5 and Table 8.6 in terms of the a; and a, parameters, showing explicitly how interfer-
ence enters into the latter class of decays and not the former. The predicted numbers are

evaluated using @; = 1.2 and @, =-0.5.

The choice of form factors is crucial in the model, and those dependencies are also
made explicit in Table 8.5 and Table 8.6. Therefore, some study is also made regarding the
choice of form factors. The first column of predicted numbers given in each of the tables is
obtained using the BSW form factors. The second column of predicted numbers instead
uses experimentally measured form factors, in a fashion similar to what was done for the

branching fractions in Table 2.4 of Section 2-2.6. The experimentally measured form fac-

tors, obtained from studies of D° — K~¢*v,165 and D* — K*%*v,12% are given in Table
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Table 8.5 Comparison of the theoretical D* Cabibbo allowed branching

fractions (%) with measurement.

Mode Formula BSW12|BSW2P| Experiment

N 243|FPK (g2 = m})ay

K%+ D 2| 151 | 161 |6.9%0.8£23
+0.73 AP (¢2 = m})ay

_ 10.1[AP=K*(g2 = m2)qy

K*or* 03 | 001 [59+19+25
+166 FP~7(g2 = m},)a, |

_ 18.2 [FRK(q2 = m2)q

KOr* 36 | 31 [32+05%02

" +131 FP7(g2 = mp)a, ]

a. Using the form factors in the BSW model, Reference [18].
b. Using the experimentally measured form factors, Table 8.7

Table 8.6 Comparison of the BSW theoretical doubly Cabibbo suppressed
branching fractions (%) with measurement.

Mode Formula BSW12|BSW2?|  Experiment

K*n~m* - - - t:—03(9>—8%;; —;)Zos
K+p® 0.017[45? (2 =m})|'ap | 0.013 | 0.014 <0.45
K*ont | 0.074[FP~%(g2 = m},)) a} | 0.014 : 0.018 <0.68
K*a n*[nr] - - - <0.76
K*n® 0.041[FP=7(g2 = m})]*af | 0.031 | 0.040 <035
K™ 0.037 [FP~7(q2 = m..)] a2 | 0.040 | 0.052 <23

a. Using the form factors in the BSW model, Reference [18).
b. Using the experimentally measured form factors, Table 8.7
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Table 8.7 Form factors from D® — K~e*v, and D* — K*%¢"v..

Form Factor E691 ISGW® | BSWP Gs® Ks¢
F1(0) 0.79+0.05%0.06° 0.762 0.7
- Fo(0) 0.7940.05+0.06° 0.762 0.7
Ax(0) 0.0£0.240.1F 08 1.147 0.6 1.0
A1(0) 0.46+0.05+0.05 0.8 0.880 0.8 1.0
Ag(0) 0.710.13£0.09f 0.8 0.734 0.9 1.0

a. Reference [66].

b. Reference [18]
c. Reference [67]
d. Reference [68]
¢. Reference [65].
f. Reference [26].

8.7, where they are also compared with some model predictions. The form factors for D —

7z and p are set respectively equal to those for D — K and K*, i. e. SU(3) symmetry is as-

sumed.

Examining first the Cabibbo allowed modes, one finds:

1) the theoretical branching fraction for D¥ — KCp* is larger than the
measured branching fraction by approximately a factor of two. This
sﬁggcsts that the theoretical prediction for | p Kto,,l2 is too small, mak-
ing it somewhat more consistent with the | p g |2 >9.1 limit.

2) the theoretical branching fraction for D* — K*Oz* is smaller than the
measured branching fraction by at least a factor of ten. The reason for
this is destructive interference for D* — K*z" is strong. When the
measured form factors are used the interference is almost complete; the
errors in fact make the branching fraction consistent with zero. These
results suggest that the theoretical prediction for | p Km,,l2 is too large,
making it less consistent with the limit | Py |> > 9.1. These results
also suggest that | pge0 |2 is too large.
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3) the theoretical branching fraction for D* — KOzt is approximately
equal to the measured branching fraction. This result is expected since
D* = K%* was one of the channels used to fit the @, and a, parame-
ters. Due to the denominator, therefore, one therefore expects no dis-
crepancies with | pgn0 I2 values.

For the doubly Cabibbo suppressed modes, one finds:

1) the experimental limits for D* — K*p® and K *Ox* are sufficiently poor
to test the predictions for the branching fractions. The same is true for
D* — K*n®and K**n0.

2) no predictions exist for D* — K*n~a*[nr).
3) the sum of the predictions for D* — K*p® and K*%x* is approximately

a factor of ten smaller than the measured branching fraction for B(D*
- K+~ n*) =039 3888,

This last effect appears to be the main factor in the large experimental values for | p gy |2.

8-2.2 Other Models
For contrast and to be complete, the doubly Cabibbo suppressed branching frac-

tions predicted by two less widely accepted models have also been studied. These models

have had less success in describing the full body of charm data.

Verma and Kamal'®® (VK) have applied a phenomenological nonet-symmetry
scheme to weak charmed decays. Transition amplitudes are calculated from linear combi-
nations of matrix elements which are categorized according their representation of SU(3)
flavor symmetry. The contributions of the matrix elements to a given amplitude are param-
etrized by coefficients whose values are determined by fitting to measured branching ra-
tios. Final state interactions are accounted for in the K*20 mode by including isospin
phases in the parametrization, and sextet dominance is assumed in the predictions for D*

— K*p®and K*Or*,
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Table 8.8 Comparison of the VK and CC theoretical doubly Cabibbo
suppressed branching fractions (%) and with measurement.

Mode VK2 | ccP | Experiment

K*nrn* - - | 0398 %0R
K*p° 0.007 | 0.010 <0.45
K*Ozt 0.022 | 0.011 <0.68
K*n~n*[nr] - - <0.76
K*n® 0.016 | 0.037 <0.35
K**n0 0.015 | 0.022 <23

a. Reference [69].

b. Reference [70].

Chau and Cheng!™ (CC) take a similar approach to the VK model, except the ma-
trix elements are classified according to a quark diagram scheme. Six matrix elements rep-
resent the external and internal W-emission spectator diagrams, the W-exchange and

W-annihilation diagrams and the two Penguin diagrams. Final state interactions are also

accounted for via isospin phases.
The prediction from these modes are given in Table 8.6 with the experimental re-

sults. Here again the upper limits are sufficiently poor to test the models, while the large

measured branching fraction for B(D* — K*n~x*) is not predicted.

8-3 Conclusions
The central value of the branching fraction for D* — K*#~n™* has been measured

to be more than a factor of ten larger than the theoretical predicted values, and this largely
accounts for a large value for | pgap| 2 Five possible phenomena have been considered

which could enhance D* — K*n~z*, assuming the measurements are correct:

226



Chapter 8: Conclusions

1)

2)

3)

4)

5)

The theoretical form factors may not be correct. The effect of the form
factors have been examined in Table 8.5 and Table 8.6. It is unlikely,

however, the form factors are inaccurate by a factor of ten.

Decay modes other than D* — K*p® and K*x* are contributing to the
K*n~n* final state. These additional modes would involve higher
K*n~ or n~n* resonances. The Dalitz plot analysis in Section 5-7 pro-
vides some support for this hypothesis; none of the three tagged candi-
date K*n~7* events are found to be likely either K*p® or K*Or*.

There may be some unexpected effects in three-body nonresonant
K*n~n*, where the models fail to provide any predictions.

Final state interactions may be rescattering other decay mode states
into the K*p%, K*On* and K*n~n*[nr] channelsl’!! Cabibbo allowed
decays produce final states with only an isospin 3/2 amplitude. Phase
shifts, therefore do not affect these decays (confer Section 2-2.4), and
inelastic scattering would have to occur through a 3/2 resonance, which
is considered to be an exotic state. Doubly Cabibbo suppressed final
states, however, have isospin 1/2 and 3/2 amplitudes. This allows phase
shifts to change the net amplitudes for these decays, and inelastic scat-
tering to feed in through a 1/2 resonance. Final state interactions could
thus increase B(D* — K*zn~zn*) while leaving B(D* — K~ rn*n™)
unaffected, thereby enhancing | pxn |2. Recall that in the 1/n, expan-
sion employed by Bigi, final state interactions are non-leading order ef-
fects‘, and are thus not included in the leading term calculations. Also,
in the BSW predictions calculated by this author, no corrections are
made for isospin phases since they are unknown.

Quark annihilation may be contributing. As shown by the diagram in
Figure 8.2, doubly Cabibbo suppressed decays can also occur through a
W-annihilation transition. The amplitude for this process adds to the
usual W-emission process and could therefore enhance the doubly
Cabibbo suppressed decays. As discussed in Section 2-2.4, however,
there has been no compelling evidence for large W-annihilation in the
DO or the D*; QCD sum rules suggest that annihilation contributes to
only ~20% of D9 hadronic width.

227



Chapter 8: Conclusions

c u
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Figure 82 W-annihilation in doubly Cabibbo suppressed decays.

One or some combination of these effects may increase the widths of doubly Cabibbo sup-

pressed decays relative to the Cabibbo allowed decays.

There is also a chance that the large B(D* — K*7n~7%) and | pgpy |? are reflecting
physics outside the Standard Model®¥! Before making such claims, however, it is impor-
tant to understand the final state interactions and other long range QCD effects which may
be important for understanding doubly Cabibbo suppressed decays. For this it would be
desirable to obtain predictions based on QCD sum rules, which have been developed spe-

cifically to estimate the long range non-factorizable effects.

In conclusion evidence has been found for the doubly Cabibbo suppressed decay
of the D* meson in the K*n n* final state. The branching fraction to this state is larger
than anticipated within a range of models which describe these weak decays. In particular,
it was found that B(D* — K*n~n*) = 0.39:3R*0R%, with a lower limit of B(D* —
Ktz z*) > 0.22 at 90% confidence level. This corresponds to | p K,,,,I2 = 18.313$+4.0,

with a lower limit of | p gz |2 > 9.1 at 90 % confidence level.

The significance of this result is similar to that observed for the D decays to the fi-
nal state K *2* 70 in the D%DP mixing analysis of this experiment, discussed in Section
2-3.3. Namely, if r < 3.7x1073 as quoted by E691, then the three S =2 events observed

by this experiment leads to | p gm0 12 > 1.9 at 90% confidence level. The D* measurement
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presented here lends further support that those three events are doubly Cabibbo sup-
pressed as well.

In more general terms, this analysis should point to the beauty and challenge of
charmed meson decays. Lying between the perturbative and nonperturbative regimes in
QCD, the major subprocesses appear to play significant roles in influencing and compli-
cating the decay patterns. Any detailed progress in this field will clearly require three to
four orders of magnitude increases in data, and only those experiments able to measure the
full pattern of decays will succeed in understanding the very elegant and fundamental un-
derlying physics.
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Appendix 1

Inclusive Search for D* - Kt @~
Al-1 Introduction

This appendix discusses the inclusive search performed for D* — K*#n~n*. Sec-
tion A1-2 describes the event selection procedure, including the cuts to reduce the major
backgrounds D* — K%K+ — KK+ — (n*a")K* and D* -K " n*n*. Section A1-3 yields
the results including the estimated efficiencies and background levels. Section A1-4 pro-
duces the maximum likelihood calculation for B(D* — K*z~n*), and Section A1-5 pre-

sents the maximum likelihood calculation for | pgpy |2.

A1-2 Event Selection

Given an event from the full y(3770) data set, the reconstruction of D* —

K*n~n* proceeds as follows:

* At least three charged tracks with a good helix fit must be found in the
event. The tracks must also be corrected for energy losses and have a
good beam fit.

 All tracks must have good time-of-flight information and lie within the
well-modelled region of the time-of-flight system:

|cosB] <0.76

where 0 is the polar angle of the detector. A track is given the kaon mass
assignment if

|AT 1< 1 ns (~50) | AT ¢ | <! AT |.

Analogous relations must hold for a track to be given the pion assign-
ment.
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o Tracks are combined to form D* — K*n~n* candidates. To reduce the
combinatoric background, the beam-constrained mass (My,,,) is subject-
ed to a 3o cut about the signal peak:

1.8643 < My, < 1.8743 GeV/c?

as determined from Monte Carlo.

« To remove the background from D* — KK+, K® - K 0 5 7t the
A invariant mass must satisfy

M - — Mgo| > 30 MeV/c?

The invariant mass (Mj,,) is then used to study a signal; the signal region is defined by the

2o mass cut

1.836 < My, < 1.902 GeV/c2.

Al-3 Results

Figure Al.1 shows the My, plot from the data. A small excess of events is ob-
served above the combinatoric background about the D* mass. A test is made to insure
that the excess is not dominantly due to double misidentification of D* —K~n*z*. For a
given track combination, each track is reassigned its mass hypothesis simply according to
its charge; e.g. if the tracks have charge (—++) then the (-) track is given the kaon assign-
ment and the two (+) tracks are given the pion assignments. The invariant mass of the
combination is then recalculated and plotted. The resulting distribution is shown in Figure

A1.1 where the excess of events is no longer observed.

The number of signal events is determined by a binned log likelihood fit to a Gaus-
sian function plus a third order polynomial. The fit is performed with the mean of the
Gaussian fixed at the D* mass, 1.8693 GeV/c?, and the width fixed at 0.0166 GeV, as de-

termined by Monte Carlo simulation. So obtained, the number of observed events (n4ps) is

Rgps = 37.1212.4+5.5 (AL1)
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entrles/0.01 GeV/c

M,y (GeV/c?)

Figure A1.1 Invariant mass distribution for inclusive K*z~z*.

50 I

entries/0.02 GeV/c2

| | [ | 1 |
.5 1.6 1.7 1.8 1.9 2.0 2.1 2.2

-2 O

My (GeV/c?)
Figure Al.2 Invariant mass distribution after reassigning track hypotheses
according to K~z*z*. The arrow points to the D* mass.
where the errors are statistical and systematic respectively. ‘The statistical errors are de-
rived from the parameter fit errors. The systematic error contains the uncertainty in the
background shape, the uncertainties arising from varying the fit region and the bin size,
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Table Al1.1 The systematic errors on the number of observed K*zn~n*

events.
Source Error (#events)
Fixed Gaussian mean and width +13
Background shape 5.3
Bin Size #0.3
Fit region ‘ +0.6
Total uncertainty +5.5

Table A1.2 The systematic errors on the detection efficiency for inclusive

K*nnt.
Source Absolute Error (%)
==; —— —

Charged track efficiency -0.7

Particle Identification -1.8

Mass and signal region cuts 1.1
Resonant substructure +1.8

Total Error +2.1/-3.3

and the uncertainties due to fixing the mean and width of the Gaussian function; these er-

rors are broken down in Table Al.1.

A1-3.1 Detection Efficiency
The efficiency (&,) for detecting D+ — K*z~n" is estimated to be

g,=22.0103%1% (A1.2)

The statistical error reflects the Monte Carlo statistics, and the contributing factors to the

systematic error are listed in Table A1.2.
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A1-3.2 Background Estimates

Above the combinatoric background, the decays D* — K%K+ — KK+ —

(#*7)K*, DY >K - w*nt[nr], and D* — K*07n* — (K~n*)x* are expected to contribute
to the signal. The numbers of events from each decay channel i, ny,;, are calculated ac-

cording to

npi=npBi€pi (A1.3)

where np is the number of produced charged D mesons (= 40600£5800£2200), B; is the
branching fraction for the background process i (given in Table 5.6), and €y is the accep-
tance. Table A1.3 lists the acceptances and the expected numbers of events for the three

channels. The total number of events expected is

ny=2.5+0.94}3. (AL4)

The statistical error is derived from the statistical errors on np, Bj, and €. The contribut-

ing factors to the systematic error on the total number are listed in Table A1.4.

The statistical significance of the signal is determined by subtracting ny, from ngps
and dividing the result by the sum in quadrature of the errors on ny, and n 4. S0 obtained,

the statistical significance of the signal is 2.50.

A1-4 Measurement of B(D* — K*#~7)

A maximum likelihood procedure is performed to obtain a measurement for B(D™*

— K*n~rc*). The joint likelihood function is

L= P(ops; s+ H)G(Ts &> OCIM(J; b, V)

where P represents a Poisson distribution, G a Gaussian distribution M a multivariate

Gaussian distribution and

* ngps = the number of observed events for K*z~n™.
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Table AL3 The expected numbers of background events in the signal
region for inclusive D* — K*n~n*. Acceptances are included.

Background Acceptance(%) Number of Events
D* 5K~ n*x*[nr] 0.027+0.01623:3%4 0.80325 0% B
Dt = K*0nt 5 K- nhHnt | 0.149+0.023:3%% 1.154+0.88*1:8
D* - KK+ > (wr)K* | 0363£0052:3%% |  0.52+0.1998
Total expected number of events 2.5£0.9%3

Table AL.4 The systematic errors on the total number of background

events for inclusive K*n~n™.

Source ‘ Absolute Error (#events)
Charged track efficiency ~0.07
Particle Identification +0.31 /-0.08
Mass and signal region cuts 10.02
Branching fractions #0.90
Number of produced D*’s +0.13
Total Error +1.0/-0.9

o 11 = the true number of D* — K*n™x* events.

o 7], (&) = the true (estimated) reconstruction efficiency for K *nnt.

« 1y, (ny) = the true (estimated) number of background events for K *noat.

o yp (np) = the true (estimated) number of produced D* mesons.

« Ji (b) = the two-component vector of {p and piy (np and ny).

« V = the covariance matrix (Table A1.5) of np and ny,

o 0, = the statistical standard deviation on &,

235



Appendix 1: Inclusive Search for D* — K*n~nr*

Table A1.5S The covariance matrix for np and ny,.

np np
np 33.6x10° -3660.0
ny -3660.0 0.78
500 , 7
B 400} -
[~
=
‘® 300} -
=
3 200} -
s
0 1 ) i
0 2 4 6 8 10

B(D* - K'a =" )x10"3

Figure A1.3 The likelihood function relative to B(D* — K*z™n*).

The multivariate Gaussian treats the correlation between np and ny, arising from Equation

Al.3. The constraint is

W= pip B(K*n~n*) 1

through which the limit on B(K*n~n*) is obtained. The numbers from Equations Al.1,
Al.2 and A1.4 produce the likelihood function in Figure A1.3, maximized as a function of

BK*n ).

The measured value for B(D* — K*n~n*) is that value with the largest likelihood,
and the statistical errors are those values where the likelihood has dropped by €73 of the

maximum. These points are shown by the arrows in Figure A1.3. The systematic errors on
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gated in quadrature. So obtained,

B(D* > K*r ") = 039384 R% I

A lower limit calculation, using the likelihood function, finds B(D* — K*7~n*) > 0.22%
at 90 % confidence level.

A1-5 Measurement of | py .. 12

To measure | me|2 =B(D* - K*n~n*)/B(D* = K-n*n*)tan*6,, one could sim-
ply divide the result for B(D* — K*n~n*), given above, by the published measurement
for B(D* — K-1*1*) (=9.1£1.3£0.4%241) and tan®6,. In doing so, however, the statisti-
cal significance for | Pgny |2 will suffer not only from the approximately +25% error on
B(D* - K*n~n*) but also the £14% error from B(D* — K~n*x*). The error on the lat-
ter branching fraction arises from the limited statistics in the double tag procedure used in
the determination of the absolute branching fraction!?) An improvement is made by ex-
ploiting the similarities between the two decay modes. Since both decays produce an all
charged final state with one kaon and two pions, the inclusive K *7~#* analysis procedure,
with modifications made for the charge assignments, can also be used to search for
K-m*n*. This approach significantly improves the statistics since events are not fully re-
constructed. FMermom, since | Pgnn |2 only involves the ratio of the two branching frac-
tions, then

2 BK*'rm™nhH 1
| Prmnl” = —— X
™ BE #n'm" tan‘6,

= Menn/npEgmne 1
Ng—p/ND Eg-e "6,

= PKenreEk-mom 1
4
NK-ma+Egenne  tAD 6
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Figure Al.4 Invariant mass distribution for inclusive K A AR

which avoids the systematic errors from np and several common systematic errors from

the efficiencies.

The results of the K~n*n™* analysis is shown in Figure A1.4. For this analysis the
anti-K cut is not necessary and therefore removed. The number of events found above
background is 73412215, where the effects contributing to the systematic errors are the
uncertainties from varying the bin size (+1 event) and fit region (£4 events) and the uncer-
tainty in the shaﬁe of the backéround (£3 events). The number of backgrbund events con-
tributing to the peak is found to be negligible. The reconstruction efficiency is estimated to
be 22.5+0.7t5$%, where the effects contributing to these systematic errors are charged
track efficiency (0.7 %), particle identification (~1.8%), signal region cuts (+1.1 %) and

efficiency variations according to resonant substructure *2.2%).

A maximum likelihood procedure, separate from that used to calculate B(D* =
K*n~n*), is performed to obtain a measurement for | pK,mlz. Keeping with the notation

from Section A1-4, the joint likelihood function is
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L=Lgpm Lg-mime

where

L = P P 417
G, o, ) G e,

Lo = P(HET™; [ G(nE™™, fomm | oFmmy

which are subjecfed to the constraint

[ raradl] et s
Hg-rogs Mgegme 046,

2—
Imel -

where tan26, = 0.0514 is used.

The likelihood is maximized as a function of | pg ] is shown in Figure A1.5; the
arrows indicate the most likely value for IpK,,,,I2 and the points where the likelihood has
dropped to ¢ 03 of the maximum likelihood. The systematic effects which contribute to

| melz are listed in Section Table A1.4. with their associated errors. The value obtained is
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Table A1.6 The systematic errors on | p K,,,,lz.

| Source Absolui Error
_Number of K*n~n* events :t2-.9
Number of K~ n*n* events +0.1
Level of K*n~n* background +0.5
K*n~n* mass and signal region cuts 0.9
K~ n*n* mass and signal region cuts +0.9
K*n~rn* resonant substructure 1.5
K~n*n* resonant substructure 1.8
Total Error +4.0

| Prmel” = 18.3435£4.0

A lower limit calculation, using the likelihood function, finds | p K,,,,Iz >9.1% at 90 % con-

fidence level.
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Appendix 2

Kinematically Fitting Doubly Cabibbo Suppressed
Decays

A2-1 Introduction
Separate to the tagging analyses described in Chapters 4 through 7, an analysis has

been performed for doubly Cabibbo suppressed decays to serve as an additional test of the
prior results. In this analysis, full event reconstruction is again performed to reduce the
combinatoric backgrounds for the doubly Cabibbo suppressed decays. However, instead
of tagging the events, the event reconstruction is done by kinematically fitting track com-
binations to a set of constraints which describe the topology of a given event hypothesis.
One of the constraints is an equal-mass constraint where events are assumed to be pro-

duced through the reaction

e*te~ —» X X — final state

but M(X), the mass of resonance X, is not required to equal the mass of the D* meson. In
kinematically fitting events, the 2% which compares the fitted track parameters to the mea-

sured parameters can be used to further determine the quality of a candidate event.

This appendix is organized as follows. Section A2-2 discusses the initial event se-
lection procedure. Section A2-3 discusses the method used in this analysis to estimate sig-
nal and backgrounds. Section A2-4 discusses the cuts introduced to reduce the known
backgrounds. Section A2-5 shows.the results of the selection criteria on the data and dis-
cusses the analysis tests that were performed. Finally, Section A2-6 gives the upper limit
calculations for B(D* = K*z~1*), B(D* - K*x° and B(D* — K™**1) based on this
analysis.
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A2.2 Event Salactinn

LR B ¥ WRAY bTwAW AU AR

this analysis the D * doubly Cabibbo suppressed decays searched for are

o K*nn*

« KK*rt

« K ntntn’
where K%(K% — K9 — mtn” and 70 — yy. The channel K*2°, K** — K*0 has been
omitted due the high combinatoric background anticipated from having to reconstruct two

neutral pions. The decays pair to form 21 different final states. The seven dominant modes

are the same as those used to obtain the D * tags (confer Table 4.1).
The initial event selection is performed at two levels, each including a separate se-

ries of fits. The first level uses loose selection criteria to reduce the event sample size:

« obtain an event with the correct number of charge tracks with an overall
charge sign of zero. The tracks are required to have a good helix fit and to
be corrected for energy losses.
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« require the event to contain at least the same number of isolated photons
as the desired final state. No initial restriction is made on the number of

extra showers since real events with spurious showers could be rejected.

« combine the charged and neutral tracks to obtain all possible event com-
binations. No particle identification is imposed, and therefore all charged
tracks are given both 7 and K hypotheses. All oppositely charged tracks
are tried as K9 candidates, and all isolated photon pairs are tried as 7°
candidates.

« kinematically fit the event combinations, imposing the four constraints of
energy and momentum conservation. Combinations are retained for fur-
ther consideration if 22 < 50. No mass cuts are applied.
This selection criteria reduces the number of events considered for the 21 topologies from

668,100 to approximately 56,800 events.

The second level selection criteria imposes particle identification, stricter K 9 and

70 candidate criteria, and additional constraints to the kinematic fit:

« charged track mass hypotheses must be consistent with available TOF or
dE/dx information. A track is identified as a pion by TOF if the measure-
ment has a good quality flag, and

|AT 1< 1.0ms | AT ;1 <1 AT L.

If not identified by TOF, a track is identified as a pion by dE/dx if the
measurement was obtained from six or more track hits, the track momen-
tum is less than 0.650 GeV/c, and

| AE 1< 30 |AE,| <1AEg|.

Kaon identification is the same but with the # and K indices switched in
the above relations. To maximize efficiency one track in an event is al-
lowed to be not identified; single misidentifications which can result are
largely eliminated by the fitting procedure.

« require the tracks selected as K candidates to have
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M — Mgo | < 30 MeV/c2

after recalculating the track parameters for a secondary vertex. Recon-
structing the states K 22" 7 n* and K92 must additionally have /,, >
2mm and P (¢2,) > 0.01%.

refit the event combinations. The constraint M(X) = M(X) is added, as-
suming the reaction e*e™ — X X — final state. Events containing K ?’s
and/or 7%s are subjected to mass constraints for those resonances. The
event is retained if P(xZ; nc) > 0.02% where n is the number of con-
straints (25).

following the second level fit, shower tracks selected as #° candidates are
required to have

lcos601<0.95

where 6,0 is the 70 decay angle in the 70 rest frame. This cut rejects
events where a low energy, spurious shower combines with a shower
from a high energy photon to form an asymmetric #°. Since 20’s are
pseudoscalar mesons, they decay uniformly in cosé,0, making the cut
95% efficient for real 2%’s.

Real events peak at the D * mass in the fitted mass distribution for M(X ). The signal region

is defined to be:

» 1.862 < M(X) < 1.876 GeV/c?

These cuts delimit a 30 region about the D * mass peak resulting from the reconstruction

of the Cabibbo allowed final state K~ n*#* vs. K*n~ "~ (discussed in Section A2-5.1).

A2-3 Estimating Efficiencies and Numbers of Events
Unlike the tagging approach, the fitting approach couples the kinematic topologies

of the two D decays in a DD event and therefore requires that efficiencies be determined

individually for the 21 signal topologies and the backgrounds. The number of expected

events, n§®, for mode i opposite mode j is calculated according to
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nfP =(2- 8)nppB;B;E;;

where §; is a Kronecker delta function, npp is the number of produced DD events
(=20,300+2900£1100), B; is the branching fraction for mode i, and €; is the efficiency
for reconstructing mode i opposite mode j. The factor of 2 — §; prevents double counting
events when mode i is also mode j. The formula is used when calculating signals and
backgrounds.

A2-4 Background Cuts

A2-4.1 CutsforD* > K*w w*
The M(X) distribution for the seven topologies with D+ — K*n~n* after the initial

event selection is shown in Figure A2.3. To reduce the known backgrounds--the Class 1
backgrounds D* — K~n*zt, D* = K*0z* — (K"n")#" and D* — K°K*; and the Class I
backgrounds (refer to Table 5.1 and Table 5.2)--the following cuts have been added.

The Anti-K? Cut
This cut is the same as the anti-K J cut used in the tagging analysis (Section 5-4.3.).

An event is retained if

¢ Mpr—Mgol>30 MeV/c?

thereby rcduéing the K°K* background. For this analysis this criteria removes > 96% of
the K°K* which survives the initial event selection, while retaining approximately 95% of

the signal.

The Second Level Particle Identification Cuts
Since the particle identification criteria differ between the tagging analysis and this

analysis, a different set of second level particle identification cuts are introduced to sup-
press the K™t backgrounds. In reconstructing K *2”z*, a K must be identified by TOF
and satisfy
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Figure A2.1 Double misidentification of D* — K-#'z* when
reconstructed as K*z z*. Plots (a) and (b) are PIDyop (see text)
distributions, respectively, for the K* and n~ tracks identified by TOF,
while plots (c) and (d) are PID ggjax distributions for the K* and #™~ tracks
identified by dE/dx. The solid histograms show the distributions for Monte
Carlo K"n*n* and the dashed histograms show the distributions for the
desired K*n~n* signal. The arrows indicate the second level particle

identification cuts.
. PID'POF.KE (ATK+ AT ;)2 > 0.3 ns

or be identified by dE/dx and satisfy

e PID gsx x = (AEg+ AE ;)/20> 1.5

Analogous relations must hold for a track to be given the pion assignment. (Note that a
track with PID o g = Ons or PID g4y x =0 is equally likely to be a kaon or a pion.) The
effectiveness of these criteria are demonstrated in Figure A2.1. These cuts remove > 93%
of the K~n*#* background which survives the anti-K 9 cut, while retaining approximately
62% of the signal.
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The Topology Cuts
As in the tagging analysis, the major Class II backgrounds are identified by reana-

lyzing the events for the alternate DD hypotheses. An event is discarded if any of the

combinations fits to a background topology with

o P23 n)>0.02%
. 1.862 < M(X) < 1.876 GeV/c?

Effectively all of the Class II backgrounds are found to be removed by these cuts. These
cuts retain >99% of the signal when reconstructed opposite a K 97t tag, 96% when
opposite Kr*n~n", 98% when opposite K 37*7%, >99% when opposite K 9K *, and 99%

when opposite K*K~n*.

A2-4.2 CutsforD* > K*7w"
The fitted mass distribution for the topologies with D* — K*2° after the initial

event selection is shown in Figure A2.4. Of the five Class I backgrounds found in the tag-
ging analysis for this channel, D* — K%* and D* — KK * with K — K7 are eliminat-
ed in this analysis by directly reconstructing the 7°. To remove the remaining
backgrounds--D* — K°* and D* — K°K* with K° — K9 — #°2°%, and D* — n*n’—t-

wo additional cuts are introduced.

The AM Cut
This kinematic cut is introduced to suppress all three backgrounds by comparing

the unfitted invariant mass (M,,,) with the beam constrained mass (Mpeqp) for the K +70
candidate. Distributions of AM = M;;, — My, are shown in Figure A2.2for the three
backgrounds and the signal. The requirement

e 100 < AM < 120 MeV/c2

is found to remove > 35% of the X°#*, > 60% of the K°K* and > 51% of the #*2° back-
grounds while retaining typically 74 % of the signal.
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Figure A22 Distributions of AM = M, beam fOr the K*a°
backgrounds (s) D* — K", K° 0y KO —» #070 (b)D* = w*a%; and (c)
D* - K%K*, K° — K9 — 7%2° and for (d) the signal (with all modes
generated and reconstructed opposite D~ — K*n~n"). The dashed lines
indicate the AM cuts.

The Second Level Particle Identification Cuts
These cuts are essentially the same as those for K*#"2" and are introduced to re-

move the K9z* and #*7° backgrounds. In reconstructing X *2°, the X* must be identified
by TOF and satisfy

¢ PIDqopg > 0.2 ns

Again the high momentum of the kaon prevents reliable use of dE/dx information. This
cut removes, respectively, > 80% and > 91% of the K%#* and #*#° backgrounds which

survive the initial event selection, while retaining approximately 65 % of the signal.

A2-4.3 CutsforD* - K** 7’ - (K'7 ) 7®
The fitted mass distribution for the topologies with D* = K**% — (K%7*)n0 af-

ter the initial event selection is shown in Figure A2.5. Of the seven Class I backgrounds
found in the tagging analysis for this channel, D* = ¢7*, ¢ = K 9%? is eliminated in this
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analysis by reconstructing the 7%, To reduce the remaining backgrounds--D* — K%* —
Ko%x*2%), D* = K*%z* — (K°2%at, D* — K°n*a%nr], D* — K°2*n20 D* -
K*%¢*v, — (K°r%e*v, and K*0utv, — (K70)tv,—~the following cuts have been add-

ed.

The Dalitz Cuts
These are the same cuts as those for the tagging analysis. In reconstructing

K%ntn®, the KOn* and #*#° invariant masses, formed from the fitted track momenta,

must satisfy

o 0.6 <Mp, < 1.0 (GeV/c??
o MZ;> 1.3 (GeV/c?)?

In terms of the backgrounds, these cuts remove > 97 % of K°p*, >94% of K*°z*, >91%
of K% *n%[nr], > 60% of K°w*nOx°, and effectively all of K *%¢*v, and K*°yi*v,,, and re-

tains typically 40 % of the signal.

The AM Cut
This is the same cut as that for K*70, targeted for the K+ 2%z background. It re-

moves > 75% of the KOn*n%z° events which survive the Dalitz cut and retains approxi-

mately 77 % of the signal.

A2-5 Results
D* > K*mw w?

Figure A2.3 shows the application of the cuts to the data for K*a~2*. After all cuts
are applied two candidate events remain in the signal region—-one with the topology
K-n*n versus KOt the other with the topology K*# " versus K 9n n*n. The former
event is Event B found from the tagging analysis, reconstructed in this analysis with the
same track combinations and mass assignments; M(X) = 1.8700 GeV/c? and PR =
35.1% for the event. The second event, displayed in Figure A2.6, was not found in the
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Figure A2.3 The summed M(X) distributions for K tnnt after (a) the
initial event selection, (b) the anti-X ‘s) cut, (c) the second level particle
identification cuts and (d) the topology cuts.
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Figure A24 The summed M(X) distributions for K*a° after (a) the
initial event selection, (b) the AM cut and (c) the second level particle
identification cuts.

tagging analysis, where it had been removed by the D°D° topology cut and would have

otherwise fallen outside the signal region with Mpeqy, = 1.8761 GeV/c? for the recoil;
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Figure A2.5 The summed M(X) distributions for K**7° after (a) the
initial event selection, (b) the AM cut and (c) the second level particle
identification cuts.

M(X) = 1.8746 GeV/c? and P (x3,) = 0.5% for this event. Event A from the tagging analy-
sis is not recovered here due to the more stringent particle identification requirements used
in the initial event selection, and Event B is lost after failing the kinematic fits with a 12
exceeding 50.
D* > K*w®

Figure A2.4 shows the application of the cuts to the data for K *+20. After all cuts
are applied no candidate events remain in the signal region. One event, with the topology
K*m® versus K*nn, is lost from the signal region by the second level particle
identification cuts; that event is displayed in Figure A2.7. The particle identification cuts
removed the event on the basis that it had no time-of-flight (or dE/dx) information for the
K track. The tagging analysis removed this event when the veto cut was applied; no
showers were found greater than 400 MeV within cosa > 0.98. For this event M(X) =
1.8730 GeV/c? and P (1%, = 54.8%.
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Figure A2.6 The K*n " versus K§n #* % candidate cvent.
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~~—

Figure A2.7 The K*2° signal event (versus K*7"n") lost to the kaon
identification.
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D* > K*xl

Figure A2.5 shows the application of the cuts to the data for K**n0 — (K %n+)70.

After all cuts are applied one candidate event, displayed in Figure A2.8, remains in the sig-
nal region. The topology for this event is K n*n° versus K*#~n~. The tagging analysis did
not find the event because the invariant mass of the K*7~ 2~ combination is 1.811 GeV/c2,

below the lower 1.819 GeV/c? cut applied by the tagging procedure (the corresponding
beam constrained mass is 1.8672 GeV/c2, which does pass the tagging criteria). For this
event M(X) = 1.8690 GeV/c? and P (%) = 32.9%.

A2-5.1 Analysis Tests
Two series of tests were made of the analysis procedures. The first series studies

the fitting procedure and the initial event selection criteria by searching for the Cabib-
bo-allowed channel D* — K~*z* opposite the seven dominant modes of the D*. The sec-
ond series studies the data reduction cuts by comparing the number of expected events lost

against the observed number lost.

Searchfor D" » K~ wr*m*
Figure A2.9 shows the sum of the M(X) distributions for K ~#*n* opposite X %",

K*ra, K% nn, K% 70, K°K~, K*K~n", and K*n~n~n°. Table A2.1 lists the efficien-
cies for the seven final state topologies and the number of expected events. The total num-
ber expected, 127114, is in good agreement with 115 observed events. Erors are
statisﬁcal only, reflecting the statistical uncertainties from (and correlations among) the
number of DD~ events, the branching fractions, and the Monte Carlo statistics. No signif-
icant background from charm production is found. The number of 4, d, s events expected

is 0.313939.

Test of the Background Cuts
Tables A2.2 through A2.4 list the three tests of the background cuts for K*7™z*,

K*70 and K** 70 — (KO7*)n with the total numbers of events predicted and observed to
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Figure A28 The K*70, K** — K°x* versus K*n~ 2~ candidate event.
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Figure A2.9 Sum of the M(X) distributions for X ~#*x* opposite K °x,
K*wn, Korntn, Ko, K9, K*K 7, and K*mw - n’, with KO —
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Table A2.1 Analysis test of D* — K~n*n*. The efficiencies are averages
of the efficiencies for D* — K~ n*n*[nr] and D* — k¥t = (K~ nH)n*,

weighted by the branching fractions for the two channels.

Topology Efficiency (%) | Expected Number Observi Number

K ntntvs. Kon 20.5+0.5 8.3+1.2 8
K*ra 41.840.1 70.3+13.5 64

Korrntn 11.1£0.3 9.3+2.1 10

KOz n° 8.710.2 11.3£2.7 17

K%K~ 18.6+0.4 2.4+0.7 0

KK 7 17.120.4 7.6%£3.5 7

K*nnn® 8.4+0.2 18.0+2.6 9

Total K~n*n* Events 127+14 115

be lost for a given cut. For the K*7~ " analysis, good agreement is found between an ex-
pected total number of 8.311.6 events versus an observed number of 9 events. For the

K*70 and K **20 analyses, however, excesses are found with the total observed numbers;
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for K*7° a total of 1.034 events are expected while 5 events are observed, and for K**2°

21.1%1.6 events are expected while 31 events are observed. Some or all of this excess may
be backgrounds originating from shower split-offs, albedo, and other processes not mod-
elled by the shower simulation. For both analyses the excesses occur largely at the first
cut, suggesting that these backgrounds are no longer significant after the full analyses.

A2-5.2 Detection Efficiencies
Table A2.5 gives the 21 detection efficiencies for K*n~n*, K*a° and K**2 —

(K°z*)n0 opposite the seven dominant D* decay channels. In determining the numbers,
the decays D* — K%*nnt, D* — KK *nt and D* — K~ n* 7 were generated accord-
ing to phase space. The decay D* — K~#*n" was generated according to D+ — K *On" —
(K~n")r* and D* — K~ x*[nr], since that channel is the dominant D * decay mode; the
efficiencies are weight by the respective branching fractions to obtain the number in the
table. Also, D* — K%z*n° was generated according to phase space when paired with D*
— K*mn* and D* — K*20 but generated as D* — K*Or* — (K020, D+ —» KOt —
K%x*n0), D* — K°z'20[nr] when paired with D+ — K**20 — (K °2*)7°, due to the sim-
ilarity in the final states of those decays. The errors given in the table are statistical and

systematic respectively. Discussion of the latter is postponed until Section A2-5.4.

A2-5.3 Background Estimates
Tables A2.6 through A2.8 give the sums of the background levels for the three sets

of doubly Cabibbo suppressed topologies. Included are the contributions from the i, d, s
background. The total number of events expected are 1.09+0.3284, 0.25*37+0.05 and
0.4633 2844 for K*n~n*, K*n° and K** 70, respectively.
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Table A2.2 The application of the background reduction cuts for K*n~z*
as a comparison of the observed numbers of events removed against the

expected numbers.

Cut Expected Loss Observed Loss
Anti-K? 5.0t 5
Second level particle id. 2544 3
Topology 0.8+0.1 1
Total Number 8.3+1.6 9

Table A2.3 The application of the background reduction cuts for K *nlasa
comparison of the observed numbers of events removed against the
expected numbers.

Cut Expected Loss Observed Loss
AM 0.443% 4

Second level particle id. 0.61'8;? 1
Total Number 1.0:34 5

Table A2.4 The application of the background reduction cuts for X a0
(KO7*)n° as a comparison of the observed numbers of events removed
against the expected numbers.

Cut Expected Loss Observed Loss
Dalitz 20.9£1.6 31
AM 0.24:3% 0
Total Number 21.1+1.6 31
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Table A2.5 Detection efficiencies (in percent) for the doubly Cabibbo

suppressed topologies.
Mode i K*0,

K*nnt K+ K* 5 KO,

Mode j KOt
Ko7z K® > ntn™ 12.710.3:%;9 9.9+0.213 3.2+0.1434
K*nn 13.3+0.3%] | 9.8+0.3+1.7 3.240.1134

Koz n*n KO- ntn~ | 6.5+0.241 5.1£0.249% 1.4+0.1333
K% 20, K% > ntn 5.2+0.2*10 4.1+0.1398 1.740.1433
Kk, K0 - ntn~ 1162031337 | 8.9+0.2:%1 2.6+0.1:34
K*Km~ 10.4+0.3§ 8.2+0.2+1.4 2.4+0.1433
K*nnn° 5.1+0.249 4.5+0.2%93 1.2+0.132

Table A2.6 Sums of the expected numbers of background events for D* —
K*mx* opposite Ko7, K*nn, Ko ntn, Ko 20, K°K—, K*K~n, and
K*nnn’, including the contribution from the continuum.

D Background Number of Events
D*— K*'n* —» K" nh)n* 0.008+0.00733%
D*— K~x*n*[nr] 0.0218887+958
D*— K%K+ - (zta K 0.045+0.015:33%7

Total expected D contribution | 0.074+0.018238%

Total expected u, d, s contribution 1.0240.3223:41

Total expected number of events 1.09:1:0.32?6;%}

A2-54 Systematic Errors

The following sources are considered to contribute to the systematic errors given
for the reconstruction efficiencies and numbers of background events. The errors are quot-

ed in terms of relative uncertainty.
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Table A2.7 Sums of the expected numbers of background events for D* —
K*n® oggosite KOr, K*n o, Konntn, Ko a®, K%K, K*K~n, and

K*n n 7°, including the contribution from the continuum.
D Background Number of Events
D*— Kzt — (n°2%x* 0.011+0.002+0.003
D*— K%K* — (n%2%k* 0.025:+0.0080.007
D*— gtz 0.0083-32+0.002

Total expected D contribution | 0.0441+0.010+0.012

Total expected u, d, s contribution 0.20*8:32+0.05

Total expected number of events 0.25:3:40.05

Table A2.8 Sums of the expected numbers of background events for D+ —
K**n0 o %2120 opposite K, K*n -, Ko n'n, Kon a0, KK,
K*K~7, and K*n~ 2 n°, including the contribution from the continuum.

D Background Number of Events
D*— E%" - E%x*z% 0.13:38+3%
D*— K*0nt — (K% x* 0.09+0.03£0.05
D* - K%2*nO[nr] 0.14+0.07319

Total expected D contribution | 0.37+0.09731¢

Total expected u, d, s contribution <0.28

Total expected number of events 04638314

1) Charged track reconstruction efficiency. A —1% error is attributed for
each charged track. '

2) The lack of cuts for the fiducial regions of the detector. A ~1% error is
attributed for each charged track.
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3) K9 vertex requirements. A +5% error is attributed to topologies with a
K9r*mxt or K 20 final state.

4) Photon detection efficiency. A —2.5% error is given for each recon-
structed photon. The decay channels D* — K~z 220, D* — K%* —
Ko%xn*n®), D* = K*n* — (K°2%7x*, and D* — K°z*#%nr] produce
a significant proportion of photons with energy below 100 MeV. To to-
pologies with these decays, an additional —2.5% is attributed, except
when the K%z+n0 decays are reconstructed as background to D+ —
k*n% > (KOn*)n".

5) Monte Carlo modelling of photons. A +7 % error is given for each pho-
ton.

6) Particle identification. Tracks correctly identified by the first level parti-
cle identification criteria are given a £1% error, except those resulting
from two body decays such as D* — K%z*. Because of the higher mo-
mentum, studies suggest a +7 % error for kaon identification and a -3 %
error for pion identification. The second level particle identification cri-
teria introduces an estimated +13% for kaon identification and a 4%
for pion identification. For the backgrounds, misidentified tracks are as-
signed +20 % error.

7) Mass cuts and definition of the signal regions. Errors of +1% and +5%
are given to account for possible tails in the signal and background dis-
tributions, respectively.

8) Fit x? confidence level cut. A +5% error is attributed, based on studies
of the cut with the K~7tnt test.

The following source applies only to the K *a~#* efficiencies.

9) K*m n* resonant substructure. Variations in the efficiencies for K *z~z*
due to the possible resonant decays D* — K*p% — K*(z~n*) and D*
- K*Ont - (K*n™)n* are approximately 7%
The following additional sources have been considered for the errors on the num-

ber of D background events.

261



Appendix 2: Kinematically Fitting Doubly Cabibbo Suppressed Decays

10) Branching fractions for the decay processes. Confer Table 4.1, Table
5.6, Table 6.1, and Table 7.1. for relative errors.

11) Number of produced D*D~ events. The error from this
number--20300+£2900+ 1100 events—is £5.4%.

The following source contributes to the systematic error on the number of u,d, s

background events.

12) Integrated Luminosity for the y(3770) data set. This contributes a £5%
€rTor.

The total errors quoted in Tables A2.5 through A2.8 are obtained by propagating

biased errors linearly and the remaining errors in quadrature.

A2-6 Upper Limits for B(D* — K*7~7*),B(D* — K+7Y%
and BO* - K*

Again a maximum likelihood procedure is performed to obtain upper limits for
B(D* — K*mn*), B(D* = K*x°% and B(D* = K**2%). The following notation is used
to describe likelihood function for this analysis:

« 1, = the true number of doubly Cabibbo suppressed signal events.

e iy pp (nypp) = the true (estimated) total number of background events
~ from charm production.

o Uy uas(puas) = the true (estimated) total number of background events
from u, d, s production.

* b = the observed number of signal events.
« Upp (npp) = the true (estimated) number of produced D *D~ events.

* B (b;) = the true (estimated) branching fractions for decay mode i (i =
“K0n, “K-ntn™, “KOrtn ', «KOnxtn® “KOK+, “K K*x™, and
“K-n*ntn’”).
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. I, (B) = the vector of pp, the s, and Uy, pp (7 pp., the b;’s, and ny, pp).
* V = the covariance matrix of the npp, the b;’s, and ny, pp.

* 7,(€;) = the true (estimated) reconstruction efficiency of the doubly
Cabibbo suppressed decay mode opposite decay mode i.

* 0, = the statistical standard deviations on the &;'s.
« p = the set of true quantities.
« p =the set of estimated quantities.

The joint likelihood functions used in the calculation of the three limits have the form

L(nops P P) = PN g5 s+l DD+ Hi.uds)¥

[[16(sis & O MCE: B, V) P(Ot s Ot

where P, G, and M represent Poisson, Gaussian and multivariate Gaussian distributions, re-
spectively. The multivariate distribution accounts for the correlations that exist among the
number of D background events, the number of produced D*D~ events and the branching
fractions for the seven dominant D* decay modesi?61] The data for the three covariant

matrices are provided in Table A2.9

The maximum likelihood fit for a given doubly Cabibbo suppressed mode is sub-

jected to the constraint
1 =24p5B; Y Bl
1

where B is the branching fraction for the signal channel. The likelihood function is inte-
grated numerically to find the 90% confidence level, and systematic errors are treated as
before.
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Table A2.9 The covariances among the number of produced D*D~, the Mark III branching fractions for the seven
dominant D* decays and the numbers of background D events.

nob B(E°rY) | B& ") [BKrtnat)| B(KOxa®) | B(K°K*) |BKK*n*)|BK n'n*nd)
B(K°n") ~13.4 ‘
BEK ntnH ] -36.7 5.82x1073
B(K'rtnnt)| —25.0 3.97x1075  1.09x107*
B(K°r2%) ] 419 6.80x1075 1.81x10™* 1.25x107%
B(K°k*) —4.25 793x10°% 1.85x105 1.26x1073 2.16x107
BEK*mhH]| -2.16 3.44x10°% 9.97x10°% 6.45x10°¢ 1.07x107°  1.09x10°6
BKntn'nd)] 0 0 0 0 0 0 0
agi”?_m ~26.0 470x10°5 1.20x10% 9.62x1075 1.53x107* 4.95x1075 1.29x1075 1.48x1073
?1?920) -14.0 275%x10~5  6.27x107° 4.56x1075 9.82x1075 2.80x10~° 6.00x107% 1.95x1073
?[2'2,.5”0) ~-112.1 1.86X10~% 5.04x10~¢ 4.00x107% 2.18x1073 6.34x10° 5.00x10°° 6.91x107°

shAeoe( pesseiddns oqqiqed Aignoq Bulnid Ajespeweu)) ;g xipueddy
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Upper Limit for BD* - K*w~n")
Figure A2.10(a) displays the likelihood function for B(D* — K*z~n*) without

(dashed curve) and with (solid curve) systematic errors included; the arrows indicate the
90% confidence levels. With systematic errors neglected, B(D* — K7™ 1) < 0.51%.

The systematic errors increase this limit to

B(D*—-K*n 1) <0.78% @ 90% CL

Upper Limit for B(D* — K*#%)
Figure A2.10(b) displays the likelihood function for B (D*->K +20). With system-

atic errors neglected, B (D* — K* %) < 0.35%. The systematic errors increase this limit to

B(D*->K*1%<0.51% @ 90% CL

Upper Limit for B(D* — K**x%)
Figure A2.10(c) displays the likelihood function for B(D* = K**x%). With sys-

tematic errors neglected, B(D* — K *+70) < 7.4%. The systematic errors increase this

limit to

B(D*—>K**n%<11.6% @ 90% CL

A2-7 Upper Limitsfor |pg - |, |pgo1* and | pge 02
The maximum likelihood procedure performed to obtain upper limits for the
branching fractions is also used to obtain limits on | Pgmr |2, | Prno |2 and| pgspo |2 . The

constraint for a given doubly Cabibbo suppressed mode is modified to
1= 12
1 = 21455 Piexl” Beantan®e; D Bl
1

where Bcap is the true branching fraction for the corresponding Cabibbo Allowed mode.
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Figure A2.10 The likelihood functions for (a) B(D* - K*n~zn*), (b)
B(D* - K*n% and (c) BD* — K** 7).

Upper Limit for | pg ... I
Figure A2.10(a) displays the likelihood function for Iﬁgmlz. With systematic er-

rors neglected, | p K,ml2 <22.2. The systematic errors increase this limit to

| Prmrl’ <36.0@ 90% CL

Upper Limit for | pg 0 1?

Figure A2.10(b) displays the likelihood function for | pgao |2. With systematic er-

rors neglected, | x| <43.2. The systematic errors increase this limit to

| Prl® <68.2@ 90% CL

Upper Limit for | pge 01
Figure A2.10(c) displays the likelihood function for | Pgeso| . With systematic er-

rors neglected, | pgeso |2 <109. The systematic errors increase this limit to

266



Appendix 2: Kinematically Fitting Doubly Cabibbo Suppressed Decays

7 70 T T T T g 89 T T ]
2 so (a) 1 £ 5oh (b) ~
e 50 - r
!g 40 '-g 40 ]
- - — 1

30 -
@ 30 4 2 I\
g 20 4 §2° 7]
2 10 -4 & 10 -
ox10? L -~ ox10? !

80 100 0 50 100 150 200
- 2
[ Pkxol
§ 14y T T L -J
£ 12 (c)
® 10p -
2 ;
— 8 : -
z ® N
s 4 -
2 2 -
ox10™ ¢ = | .
0 1000 2000 3000

- 2
IPK':"‘

Figure A2.11 The likelihood functions for (a) | pzrl’> (b) | P!’ and (c)
| Pr*sol.

| Premo] <1610 @ 90% CL




Appendix 3

The SLD Liquid Argon Calorimeter’

A3-1 Introduction
The SLAC Large Detector (SLD)72, shown in Figure A3.1 and Figure A3.2, is the

second high energy physics detector to study the physics of the Z 0 vector boson at the
Stanford Linear Collider (SLC) (the Mark II being the first). Designed specifically for the
SLC physics program, the SLD is comprised of five major detector subsystems: an inner
CCD vertex detector, a conventional wire drift chamber, a Cherenkov Ring Imaging De-
tector (CRID), a lead liquid argon calorimeter (LAC), and a warm iron calorimeter (WIC).

The LAC and WIC systems provide calorimetry over 95% solid angle with fine
segmentation, good energy resolution and uniformity of detector response. Together the
two systems are designed to fully contain the energy of a Z° hadronic jet, with 85% of the
energy in the LAC alone. This chapter discusses the overall design of the LAC, including

the readout electronics and data acquisition system.

A3-2 The Design of the LAC

- To optimize electromagnetic and pion-electron separation, the LAC has been de-
signed to fit inside the 0.6-A-thick aluminum solenoid coil. The LAC is divided mechani-
cally into a barrel section, which extends radially from 1.77 meters to 2.91 meters from the
beam axis, and two endcap sections, which close the ends of the barrel at £2.76 meters
from the interaction point to £3.61 meters. Together the barrel and endcaps cover 95% of

the solid angle with electromagnetic and hadronic calorimetry.

+ This appendix largely follows a paper in preparation for publication in Nuclear Instruments and Methods
by the Liquid Argon Calorimeter Group in the SLD Collaboration.
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Figure A3.1 Isometric view of the SLD.

A3-2.1 The Lead-Liquid Argon Design
Situating the calorimeter inside the magnet coil was made possible by designing it

as a liquid ionization sampling detector. Liquid ionization detectors (LID’s) were pio-
neered in 1974 by Willis and Radeka at Brookhaven] LID’s generally consist of high Z
material (the radiator) sandwiched between a liquid ionizing medium (the sampling medi-
um). Particle showers develop largely in the high Z material and deposit a fraction of their
energy by ionization in the liquid, from which the deposited charge is collected and read
out. The advantages of liquid ionization devices are[’¥): (1) a liquid sampling medium al-
lows for a compact device; (2) ionization chambers can be finely segmented arbitrarily to
provide good position resolution and information on shower development; (3) sensitivity

is uniform over the whole detector volume; (4) simple high-precision charge-sensitivity

calibration is possible; (5) calibration is stable.
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Figure A3.2 Sectional view of the SLD

The sampling medium chosen for the LAC is liquid argon. Several properties
make liquid argon a good material for the liquid sampling medium: (1) it is chemically in-
ert; (2) it is dense (1.4 g/cm2) and radiation resistant; and (3) it does not attach electrons.
The disadvantage with liquid argon is that it must be maintained in a liquid state and,
therefore must be contained in a dewar insulated at the liquid argon temperature of 86°K

and at a few psi in pressure.

The choice of radiator was made with the design goals for an electromagnetic en-
ergy resolution of 8 %/ JE and for the best hadronic resolution obtainable within approxi-

mately three interaction lengths. A series of prototype tests!’>) were performed to find the
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Table A3.1 Results of the energy resolutions on the four prototype devices
as determined from test beams of 11 GeV/c and from the Oak Ridge Calor
simulation (HETC/EGS/MORSE).

Op/ E 5 03/ E 5 e/h e/h
Test Devices
(data) (Monte Carlo) (data) (Monte Carlo)

-

Pb 0.187 0.21 1.24 1.28

U-Fe-G10 0.184 0.19 1.26 1.27
U-Pb 0.214 0.20 1.17 1.30
U-uU 0.182 0.18 1.10 1.14

best high Z radiator material and sampling dimensions. The performance of four prototype
devices were studied at SLAC with 3 to 11 GeV/c electron and pion test beams, where em-
phasis was placed on the issues of compensation, energy resolution and e/z response. The
radiator material used in the prototypes and a comparison of the test results with detailed
Monte Carlo simulations are given in Table A3.1. Based on CERN studies by Willis and

Fabjan on uranium-scintillater devices!’®! the original intention was to use a mixture of
lead and uranium for the radiator in the LAC. It was hypothesized that, with uranium, en-
ergy normally lost to nuclear breakup can be “compensated” by the presence of nuclear
fission products redepositing energy in the sensitive medium; the detection of otherwise
lost neutrons amplifies the signal for hadronic showers. However the results from both the
simulation and beam tests show that the U-Pb radiator does not perform significantly bet-
ter than pure lead. The simulation tests suggested that compensation with uranium only
works effectively with scintillating devices, where the presence of hydrogen allows fission
neutron energy to be efficiently converted to measurable ionization by elastic scattering
reactions. Similar processes are not available in liquid argon. The other aspect of “com-
pensated” calorimetry is suppression of the electromagnetic shower fluctuations in a
hadronic shower. High Z materials are best suited for this as well. These studies and test
results therefore prompted the choice of lead for the LAC radiator.
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Table A3.2 The longitudinal structure of the LAC. An EM cell is defined
as: 2.0mm Pb, 2.75mm Ar, 2.0mm Pb, 2.75mm Ar; a HAD cell is defined
as: 6.0mm Pb, 2.75mm Ar, 2.0mm Pb, 2.75mm Ar

B:;gel pxeor pﬁr Nm;}ber Integral Integral
Endcaps cell cell cells %o A
EM Section 1 0.75 0.030 8 6.0 0.24
EM Section 2 0.75 0.030 20 210 0.84
HAD Section 1 - 0.077 13 - 1.84
HAD Section 2 - 0.077 13 - 2.84

A3-2.2 The Tower Design
The LAC provides approximately 21 radiations lengths (yg) of electromagnetic

calorimetry and 3 interaction lengths (A) of hadronic calorimetry. In both the barrel and
endcaps the radiator-sampling structures of the electromagnetic (EM) and hadronic
(HAD) sections are similar. In the EM sections, planes of 2mm thick lead sheets are alter-
nated with smaller, 2mm thick lead tiles. The sheets and tiles are separated by 2.75mm
gaps, which provide the volume for the liquid argon. Connected electrically in parallel, the
lead tiles define a tower geometry that projects to the interaction point (see Figure A3.2).
For the HAD section, the tower structure is longitudinally the same as that for the EM, ex-
cept for an incrcése to 6mm in the tile and plate thicknesses. Both EM and HAD sections
are subdivided in depth to supply information on longitudinal shower development. These
subdivisions are referred to as EM1, EM2, HAD1 and HAD?2. Table A3.2 details the lon-
gitudinal structure of the towers. The EM section has a sampling fraction of about 18% of
the deposited energy and an expected intrinsic energy resolution of about 8%/ JE. The
HAD section has about a 7% sampling fraction and, when combined with the WIC, is
expected to achieve an average resolution of about 60%! JE. The readout structure of the

towers is discussed in Section A3-2.6.
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Towers are segmented transversely to provide a constant projective area with re-
spect to the interaction point. This scheme was chosen so that the energy collected would
be the same for each tower, providing z-independent resolutions in shower position. The
barrel is segmented azimuthally into 192 electromagnetic towers, with opening angle 8¢ =
33mr, and 96 hadronic towers, with opening angle 6¢ = 66mr. In the polar angle, 78 divi-
sions in the barrel electromagnetic section vary in angular size to provide constant project-
ed area; the opening angle decreases from 86 = 36mr at 8= 90° to 86 = 18mr at 6= +35°
at the ends of the barrel. In the hadronic section, tower opening angles are twice as large.
In the endcaps the azimuth is divided into 192 segments at the outer radius, but the seg-
mentation decreases to 96 and then to 48 at smaller radii to maintain an approximate con-
stant projective area. Seventeen segments in 6 continue the constant area projection down

to 89,

A3-2.3 The LAC Modules
Assembly and testing of the calorimeter was simplified by constructing it in sub-

units or modules. The division of the barrel is three modules in z (one central module and
two end modules) by two modules, radially (one EM and one HAD module) by 48 mod-
ules in ¢. The endcaps are each divided into 16 modules in ¢, with the EM and HAD sec-
tions together in each module. Table A3.3 summarizes the number of modules and towers

for all parts of the LAC.

Figure A3.3 shows the general designs of the barrel EM and HAD modules. An
EM module has an aluminum base plate at the inner surface followed by the alternating
layers of lead tiles and plates. Plastic spacers separate the plates and tiles. After the last
plate is a copper clad G10 PC board, which provides the passive elements for carrying
charge from the module towers to the front-end electronics (Section A3-2.6). On top of the
PC board is an aluminum plate with regions cut out to provide space for the PC board cir-
cuit components. Stainless steel bands, 1.25 cm wide, strap the assembly together. The
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Table A3.3 Module and tower counts for the LAC

Bamel | Number Chamels | Chanoels | Chanels | Chamels Sum
Endcaps Modules Mg:\:le Mg:lflle Mlcigfﬂe Mﬁfﬂe
Central Barrel 48 112 112 24 24 13056
End Barrel 96 84 80 20 18 19392
Total Barrel 288 13440 13056 3072 2880 32448
EndCap 16 117 105 27 21 4320
Total Endcaps 32 3744 3360 864 672 8640

tension is distributed throughout the stack by spring bars on the aluminum plate above the
PC board and by the plastic spacers throughout the stack.

The structure of a barrel hadronic module is similar. Starting from the outer sur-
face, an aluminum strongback is followed by a PC board, then alternating layers of tiles

and planes separated by spacers. Stainless steel bands strap the stack together.

Figure A3.4 shows the general design of the LAC endcap modules. These modules
contain both the EM and HAD radiator structures. An endcap module begins at the outer 2
surface with an ahumnum strongback, referred to as the “shoe”. Alternating layers of lead
tiles and plates follow, and a 1/4” thick aluminum “top plate” ends the structure at the in-
ner surface. Located after each of the four longitudinal readout sections, EM1, EM2,
HAD1, and HAD?2, are the endcap PC boards. The entire assembly is strapped together by
steel bands. At the inner and outer radial surfaces, two straight aluminum support bars
align the tiles and plates along Z.

A3-2.4 The Mechanical Support Structures

To maintain the liquid argon temperature of 86 °K, the barrel and endcap calorime-

ters are housed in separate dewars consisting of an inner argon vessel and an outer vacuum
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Figure A3.3 The barrel LAC modules.

vessel. Both vessels are constructed from aluminum. The argon vessel contains and sup-
ports the liquid argon and lead radiator structure (a total of ~750 tons), while the vacuum
vessel provides the insulation. The vacﬁum vessel is designed to handle not only the nor-
mal vacuum load but also the weight of the liquid argon in the event of a spill from the in-
ner vessel. The barrel dewar is suspended at the ends by slings from the support arches of

the SLD, while the endcap dewars are mounted to the detector end-doors.

The barrel argon vessel, about eight meters long, is divided in three equal sections
along Z: one central and two end sections. The sections are separated by two aluminum
annular rings, or washers, which are welded to the inner wall of the argon vessel. These

washers serve as stiffeners for the vessel and mounting supports for the barrel modules

275



Appendix 3: The SLD Liquid Argon Calorimeter

»— Toe Bar

| EM 1

Signal Highway
gM 2 Board
Top : £ HAD 1
Piate . i -
HAD 2
Heel
Bar

HV Ribbon
Cables

]
.
y
b
oy
hes
&
o
K
o
§‘
Ry
5
B
2y
&
g
b
¥
S
¥
%
3

EEEESERR s, BEEEEEEEERESEEI

CFEETE S E LT Tt T O TR 14111

ZC'apaczitor Boards eTeohd

Figure A3.4 The endcap LAC modules.

described above. On the washers and the vessel endplates are equally spaced radially ori-
énted guide rails which aligned the modules during insertion and provide some of the sup-
port. The electromagnetic modules are bolted by their endplates to the washers and dewar
walls. Each electromagnetic module is also fastened to the inner vessel wall by a bolt at
the center of its base plate. The hadronic modules are bolted to the washers and dewar
endplates by finger on the strongbacks which extend over the outer edges of the washers

and endplates.

The endcap argon vessels can be thinned by the additional support provided by

sixteen, 2cm aluminum rods arranged azimuthally. The rods tie the inner and outer faces
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of the vessel, together. The endcap modules themselves are doweled inside the argon ves-

sel, to carry the shear load.

A3-2.5 The Cryogenic System
The refrigerant for the LAC is liquid nitrogen. A detailed schematic of the cryo-

genic system is shown in Figure A3.5. The barrel and endcap sections form three distinct
units to facilitate the control and distribution. Separate distribution systems are provided

for the liquid argon and the liquid nitrogen.

The outer argon vessel wall of the barrel contains 60KW ceramic heaters and 11
series of tubes and manifolds for the LN; cooling system. The cryogenic lines for the lig-
~ uid argon penetrate the barrel vacuum vessel radially at the ends of the cylinder and con-
tinue into the argon vessel through the endplates. In the endcaps the lines penetrate the
vessels through the backplates.

The argon distribution system consists of a 50,000 liter storage dewar with an as-
sociated liquid nitrogen condenser system for temperature and pressure regulation. A
smaller 300 liter tank (the Argon Head Tank in Figure A3.5) supplies the detector with a

reference pressure for the gas phase of the argon.

The nitrogen distribution system consists of a 100,000 liter storage dewar, which
supplies LN to the cooling loops welded to the outside surface of the argon vessels. The
temperature of the LN, in the loops is regulated by the nitrogen pressure via liquid hydro-

static head or exhaust valve back pressure.

The process of cooling down the LAC involves injecting cold liquid nitrogen into
the argon vessel cooling loops while also having the argon volume filled with helium gas
to provide good heat transfer. To minimize thermal stresses, the nitrogen is pulsed through
the loops every fifteen minutes and allowed to vaporize.From room temperature, cooling

typically takes seven days to reach 100°K. The helium is then pumped out, and argon gas

is introduced. The condensation and vaporization of the gas further cools the internal
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Figure A3.6 The circuit of a signal highway board for a LAC module.

structure down to ~86°K. When the liquid argon temperature has been reached, the vessel
is filled with the liquid argon, and the cooling loops are filled less frequently with the lig-
uid nitrogen. Refrigeration is then ideally maintained by the removal of heat through the

vaporization of the liquid nitrogen. The total thermal load is approximately 1000 watts.

A3-2.6 Electrical Interconnections

Signal Connections
In the barrel, EM tower tiles are ganged together electrically by printed traces on a

Kapton substrate, with pigtail wires soldered between the tiles and the traces. The traces
carry the signals up the sides of the tower to the PC signal highway boards. The HAD tow-
ers are wired directly.

The basic circuit of the PC signal highway boards is shown in Figure A3.6. These
boards transfer the signal from a LAC tower to the cabling which leads to the front-end

electronics outside the cryostat. A highway board has a high voltage bus which provides
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the towers with the 1.5KV DC bias voltage. A board also has traces to transfer the signal
from each connected tower to the teflon ribbon cables which carry the signal to the
frontend electronics. The signal traces are ac coupled to the frontend preamps by a set of
two or four blocking capacitors. These capacitors isolate the preamps from the high volt-
age, which gets applied to the tower tiles. The capacitors have values ranging from 1.5nf
to 28 nf to provide at least four times the tbwer capacitance at 86 °K. Each trace also has a

300MQQ high voltage resistor and a 3 M2 bleeder resistor.

From the PC board the signals are transported by 26 and 34 conductor PTFE Te-
flon ribbon cables with alternating signal and ground wires. The cables run along the top
of the module to printed adapter circuit boards (“transition boards”), which are mounted to
flanges on the inner wall of the dewar endplates. The transition boards transfer the signals
outside the dewar via 55-pin connectors plugged into hermetic feedthroughs in the flanges
on the dewar walls. Through the vacuum space between the inner argon vessel and the
outer vacuum vessel, the signals are carried by 1m of 0.0126 Nickel Alloy 180 wire with
polyurethane coating. These wires are connected to D-style feedthroughs which transfer
the signals directly to the front-end electronics mounted on the opposite side of the wall.

In the endcaps, tower tiles are connected via a wire that runs perpendicular through
the tiles and grouhd planes. The wires are soldered to the tiles but insulated from the
ground planes by nylon insulators. These wires transfer the tower signals to the signal
highway boards, which are functionally the same as the barrel highway boards. Beldon
Teflon ribbon cables carry the signals from the highway boards to transition boards locat-
ed on flanges on the dewar wall next to the shoe. The transition boards route the signals to
55-pin connectors plugged into feedthroughs in the flanges on the argon wall. The balance
of the signal path is the same as that for the barrel. |
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High Voltage Connections
In the barrel and endcaps, a two layer composite of Teflon-insulated wire is used to

transfer high voltage to the towers through the vacuum space and the argon. The high volt-
age is transferred through additional feedthroughs in the vacuum and argon dewars and is
distributed to the towers via the signal highway boards. In the barrel, one HV line supplies
high voltage to 2x(1% modules) while in the endcaps, one line supplies high voltage to

two. To prevent total module failures, connections inside the argon are made redundant.

The Argon and Vacuum Flanges
In the barrel the argon and vacuum vessel endplates have 24 flanges, each contain-

ing fifteen feedthroughs for the electrical signals, two feedthroughs for the high voltage
and one feedthrough for thermocouple and RTD instrumentation--a total of 18
feedthroughs. Signals from the central modules are divided in half between the opposite
ends of the detector, so each flange serves effectively 6 modules--two end electromagnet-
ic, two end hadronic, two half central electromagnetic and two half central hadronic. The
12” argon flanges are made of the same aluminum alloy as the vessel, while the 16” vacu-

um flanges are made from stainless steel.

In the endcaps the vessel backplates have 16 flanges, 6 in diameter. The endcap
flanges contain only four feedthroughs each but are grouped in units of four to correspond

functionally to a barrel flange.

A3-3 The LAC Front-end Electronics

This section discusses the architecture of the electronics which receives the signals
from the LAC towers and performs the initial on-line data processing. Also described are

results from performance tests of the electronics in the lab and on the detector.
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Table A3.4 Tower capacitances and preamplifier electronic noise values.

Tower Electronic Minimum .S./N
Capacitance Noise Tonizing Signal ’”I‘“‘“. num
onizing
Cmin Cmax Cmm Cmax - .
®H OF @€ @ © o Conax
EM1___ 250 450 3000 3200 150000 50 48
EM2 1000 1800 3900 5400 450000 117 84
HAD1 3200 4900 8500 12500 300000 35 24
HAD2 4400 6300 11300 16000 300000 27 19

A3-3.1 The Architecture of the Front-end Electronics

General Considerations
Because the liquid argon medium provides no gain, the charge signals from the

towers must be amplified. Amplification, however, introduces electronic noise which can
effect the energy measurement resolution. Conventionally!174! the signal-to-noise ratio
(S/N) is improved by introducing an n:1 transformer which matches amplifier input capac-
itance to tower capacitance. The noise in such devices goes as JE_ , and S/N improves by a
factor of 1/n. Disadvantages in using transformers, however, are: (1) they are large and ex-
pensive; (2) they can also contribute noise; and (3) they cannot operate in a magnetic field,
therefore requiring more cabling which can lead to additional capacitance and noise. Since
tower capacitances are small, it was therefore decided not to use transformers in the
preamplification circuits for the LAC. Sufficient S/N values were obtained with charge
sensitive preamplifiers providing 0.1V/pC gain. Table A3.4 summarizes the capacitance of

eight different calorimeter towers and the associated noise.

The LAC electronics contain some unique architectural designs features. Without
transformers the electronics are able to be mounted directly onto dewar and operate within
the magnetic field, avoiding the problem of extra cabling. The control and readout signals
are multiplexed, further reducing cabling requirements. The preamplifiers are turned off

282



Appendix 3: The SLD Liquid Argon Calorimeter

Prowciion 3 Preamp/Calbration Hybrid COU Hybrid At D Board
(1616 a:nﬂg {1 of 8 Channels) (1 of 16 Channels) {for 720 Channels)

ol +
va (Nghpass)  Drwer oowp-u:' ) Che
o 4ms —D—" » D—
-J_ S Other
CDUs
Coar (£1/4%) | ' 1 a

—ie—
1—»t—

I

LAC
Tower

5]
h
— '
| outpun !
Oj__ . v gﬁun-ls . o 2B ?
— . x4 o L
. Samples) * hd 7
pu— [
Channel Puised
}—.— Select Power (32"9"")_ (8 pareliol ——I :
ADCs) —d 7
T T %ul
22 EE | ] ] e
Control Write Strobes y ot
Ptcﬁ_o ine, Driver
/r Read Strobes
CAL
SAL Strobe "
from Strobes
e okage (Strobes Controller) (Svuhult.v%m o from

Figure A3.7 Block diagram of the LAC front-end electronics.

between the long (8.3 ms) beam-crossings to reduce power consumption. The data is con-

verted from electronic to optical after the digitization.

Figure A3.7 lays out a simple block diagram of the electronics. Processing of a sig-
nal pulse involves preamplification, shaping, dual gain post-amplification, sampling and

storage, digitization, serialization, and optical conversion for readout.

The Tophats
The front-end electronics are installed directly on the feedthroughs of the vacuum

vessel flanges in units referred to as “tophats”. A barrel tophat consists of a printed circuit-
ed mother board enclosed in a aluminum cylinder, 41 cm in diameter, 13cm in height. The
enclosure provides mechanical protection and electrical shielding for the various compo-
nents and also acts as a heat sink with chilled water circulated through tubing around the
base. The endcap tophats are mechanically different due to the differing flange arrange-
ment, but they are functionally identical to the barrel tophats. There are a total of 48
tophats on the barrel (one per flange) and 8 tophats on each endcap (one per flange group).

Barrel tophats process a total of 720 channels while the endcap tophats process 576.
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Figure A3.8 Layout of the electronics for a LAC tophat.

Figure A3.8 shows the layout of the electronics in a barrel tophat. Each tophat con-
tains: (1) a controller board; (2) a power supply board; (3) a cryogenics/monitor board; (4)
an analogue-to-digital (A/D) board; and (5) 15 daughterboards. The description of these

components follows.

The Controller Board
This board regulates the operations of the various components of the tophat. It in-

terprets and executes commands received from a Fastbus Timing and Control Module (re-
fer to Section A3-4). The commands, for example, specify the run mode (normal or
calibration) or a DAC voltage for calibration. The controller board also recéivcs and dis-

tributes timing signals for the various tophat components.

The Cryogenics/Monitor Board
This board extracts various status parameters of the calorimeter and tophat compo-

nents, including power supply voltages and currents, temperatures and liquid levels inside
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the cryostat (via the instrumentation feedthroughs on the dewar), and daughterboard tem-

peratures.

The Power Supply Board
This board regulates the voltage to the preamplifiers, which are turned on and off

between beam-crossings. An external power supply provides the board with only an aver-
age current, while local capacitors store the electrical energy. This scheme lowers cable

costs and reduces power consumption from approximately SO0W to 60 W per tophat.

The Daughter Boards
The daughterboards perform the primary functions for analogue processing the

~ data. They contain three types of custom circuit hybrids: three 16-channel input protection
hybrids, six 8-channel preamplifier and calibration hybrids, and three 16-channel analog

storage and multiplexing hybrids.

The Preamplifier Hybrids: These hybrids provide the circuitry for amplifying and
pulse shaping the charge signals. The preamplifiers used are low noise, Hitachi 25K190
field-effect transistors. Ringing (in the LC circuit arising from the tower capacitance in se-
ries with the inductance from the lead wires) is damped by a feedback scheme called an

‘electronically cooled resistor’l’"}

Unipblar' pulse shaping in the preamplifier hybrid channels is performed by a CR
high pass filter followed by an RC low pass filter. Since the collision rate of the SLC is
only 120Hz, bipolar shaping was deemed unnecessary. A shaping time of 4 s was chosen
to optimize the signal-to-noise ratio for the second electromagnetic section, which has the

best intrinsic resolution.

Each preamplifier hybrid also contains a circuit for calibrating the electronics. A
reference voltage specified by a 12-bit 0-2.5 volt DAC on the tophat controller board, is
switched onto a calibration capacitor on the preamp which converts the voltage into the

charge that gets injected into the preamplifier inputs. The calibration capacitors have been
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laser-trimmed to provide a 0.25 % accuracy in the injected charge. More than one channel

can be calibrated at a time, the group of channels being specified by the controller board.

As mentioned above, to reduce power consumption the amplifiers are powered
down between beam crossings. Out of the 8.3ms beam-crossing time, approximately one

millisecond is required to power up and stabilize the electronics before the beams collide.

Input Protection Hybrids: The inputs to the FET’s on the preamps are protected
against large current spikes which might occur from high voltage breakdown in the LAC
towers or blocking capacitors. This protection is provided by two stages of diode pairs to
ground. The first stage diodes are packaged in a custom hybrid separate from the preamp
hybrid and are designed to handle almost 200 amperes for several microseconds. They ab-
sorb most of the energy, while the remainder is absorbed by the second stage diodes,
which are incorporated into the preamplification hybrids. High current, low noise diodes
had to be selected.

CDU Hybrids: Signals are amplified further and then sampled in the 16 channel
CDU hybrids. Each signal is split into a pair of post-amplifiers which provide gains of x1
and x8. The two amplified signals are then sampled twice to obtain a measurement at the
baseline and at the signal peak. One input signal therefore yields four measurements, or
data “buckets”, Sampling for the 16X2 channels is performed in parallel by a custom inte-
grated circuit, the Calorimeter Data Unit (CDU). Sampling times for the baseline and sig-
nal are specified by clock signals from the tophat controller board. Sampled signals are
stored in analogue form in capacitors in the CDU until the controller board specifies the
readout command and generates the clocking pulses. The 64 analogue outputs are then de-

livered to a serial data stream of 1.6us intervals.

The A/D Board
The analogue signals out of the daughter boards are digitized by the tophat A/D

board. The CDU output is digitized by a 3.2us per conversion 12-bit CMOS A/D

286



Appendix 3: The SLD Liquid Argon Calorimeter

converter. After digitization, a parity bit and three framing bits are added to produce a
16-bit data word.The A/D board has eight channels for parallel processing, with each
channel servicing two daughterboards. The converted data from the eight channels are
loaded into a chain of parallel/serial shift registers, which are clocked at 32 MHz by pulses
from the controller board. The serial bit stream is then converted into a series of light puls-
es by an optical driver, and the optical data is sent to the Fastbus data acquisition system
over optical fibers. For redundancy, each A/D board has two drivers; only one, however, is

read out.

In terms of ADC counts the gain of the electronics is 1400 ADC counts/8.4pC at
low gain, and 7.6 times that at high gain. One ADC count at high gain is therefore about

5000 electrons.

A3-3.2 Performance of the LAC Frontend Electronics

Using the internal calibration circuits, tests were performed in the 1ab[78 to study
linearity, gain, noise and crosstalk in the frontend electronics. The results of the tests are
shown in Figure A3.9 through Figure A3.12. The gain is linear 6ver the entire signal
range, with residuals from a straight line fit under 1% at the high end and 1 ADC count at
the low end. The noise is a linear function of input capacitance with a slope of 2600 ¢~ /nF
and an offset of about 2500 €~; the non-zero offset is the intrinsic noise of the readout sys-
tem from preamplification to digitization, and it corresponds to approximately 0.8 ADC
counts. Crosstalk measurements, performed by pulsing one tophat channel and recording
the response from all 720 channels, found less than 0.6% crosstalk between neighboring
channels within a preamplifier hybrid and negligible crosstalk between daughterboards.
(Crosstalk in the detector, however, is significant due to the capacitive coupling between

neighboring towers.)
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Figure A3.9 (a) Response of the electronics to large calibration voltages.
A 2 V pulse corresponds to the largest signal expected in the LAC. (b) The
residuals from a least squares fit of the low gain response.

A3-4 The Fastbus Data Acquisition System
Online data acquisition for the SLD is based on Fastbus with an 8800 VAX serving

as the host computer. The organization of the full SLD system is shown in Figure A3.13,
and the organization of the LAC part is shown in Figure A3.14. The LAC Fastbus system
requires only three types of modules (other than the standard system interconnect and sys-
tem extender modules): 32 Calorimeter Data Modules (CDM’s), one Timing and Control

Module (TCM)! and one Aleph Event Builder (AEB)!®¥ This section discusses the de-
signs and functions of these modules and the data acquisition process for the LAC.
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A3-4.1 The Calorimeter Data Modules
The CDM’s perform the actual function of acquiring and processing the digitized

data from the front-end electronics. A block diagram in Figure A3.15 provides a simplified
view of the CDM architecture. An auxiliary card in the Fastbus backplane of a CDM re-
ceives the optical data, converts the signals from optical to electrical, deserializes and de-
multiplexes the signals, and deliveries them to the CDM. Each CDM contains four

channels for parallel processing data, with two channels for every tophat.

In each CDM channel, the data is processed by a custom chip called the Digital

Correction Unit!8] (DCU). In normal data taking mode, the DCU performs the operations
of (1) selecting the gain by comparing the raw data with a reference threshold value; (2)
calibrating the data by applying a 16 segment piece-wise linear correction; and (3) sub-
tracting the baseline from the signal for the selected gain. The DCU can be also set to a
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Figure A3.13The SLD Fastbus system.

“pass-through” mode where all four buckets of information are effectively unprocessed.

This mode is required for diagnostics and calibration measurements.

Each CDM channel also contains a Motorola 68020 microprocessor CPU, clocked
at 16MHz, for additional analysis of the data from the DCU. Such analysis includes
calculating the calibration constants, applying corrections for crosstalk, and various ener-
gy sums used in the trigger.

The CDM'’s contain memory for storing processed data and the calibration con-
stants used by the DCU,
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A3-4.2 The Timing and Control Modules
The TCM performs two major functions: (1) it provides slow (32MHz) timing sig-

nals for the frontend electronics and the CDM modules and (2) it transmits command op-
erations to the front-end electronics. The timing signals include the pulses which specify
when the preamps should power up or power down, the pulses which specify to the CDU
when to sample the baseline and signal, and clock pulses for reading out the CDU sample
and hold units. The command operations include those which specify a DAC voltage for
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Figure A3.15 Block diagram of the CDM and its auxiliary card.

calibration and the run mode in which the electronics are to operate. The TCM synchro-
nizes all timing and command signals relative to a signal it receives from the SLC approx-
imately 1ms prior to a collision.

Communication from the TCM is transmitted over two paths. To the CDM’s it is
transmitted over the Fastbus backplane. To the front-end electronics, specifically to the
tophat controller board, it is sent over a standard three-wire SLD protocol which consists

of lines referred to as COMMAND, CLOCK, and DATA.

Timing and command sequences are specified and constructed through sequencer
programs. Software!®3 on the host VAX and in the AEB provide routines for constructing
a sequencer program and for subsequently downloading a program to the TCM. In the
TCM a state machine and various fast timers coordinate the execution of the programs af-

ter each beam crossing.
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A3-4.3 The Aleph Event Builder
The AEB was designed at CERN for the ALEPH experiment, and adopted for the

SLD. It is a general purpose Fastbus computer which serves as a master module to the
~ TCM and CDM slave modules. The CPU in the AEB is also the Motorola 68020 micro-
processor (MC68020), but, unlike in the CDM’s, a Fastbus coprocessor is included. From
the view of the programmer, this coprocessor provides the instructions for various Fastbus
operations as simply additional instructions to the set from the MC68020. It also causes
Fastbus errors to be viewed as additional MC68020 exceptions, which are handled by the

operating system.

VThc main functions of the AEB are (1) to coordinate and control the operations of
the TCM and CDM’s and (2) to collect the data from the CDM’s and forward them to the
VAX.

A3-4.4 The Data Acquisition Run Modes and Online Software
The LAC data acquisition system has four major run modes: (1) normal data ac-

quisition, (2) cosmic data acquisition, (3) calibration and (4) diagnostic testing.

In normal data acquisition mode, the run command and timing signals are sent
from the TCM to the tophats as specified from the VAX. Data from the tophats is sent to
the CDM?’s, where the DCU'’s are set to perform the gain selection, calibration and peak--
‘minus-baseline éubtraction. The calibrated data is then further processed in the CDM
CPU’s to form energy sums for the SLD trigger system. If the trigger accepts the event,
threshold cuts are applied to compact the data. The AEB synchronizes the data from all
CDM'’s, appends channel labels and acquisition information, and delivers the event to the
VAX.

In cosmic data mode, the configuration and acquisition process is the same except
for the TCM pulse which specifies to the CDU chips when to sample the signal peak. In

the TCM two internal timers define a 100us gate or “cosmic window” in which the
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front-end electronics await a cosmic trigger. The CDU sample-peak signal is sent if the

trigger signal arrives, otherwise a time-out signal is sent after the window closes.

In calibration mode, the electronic channels are injected with reference charges
from the preamplifier hybrid calibration system. The DAC voltages are specified from the
AEB through a command operation sent from the TCM. The resulting data is analyzed in
the CDM’s, with the DCU registers set in pass-through mode. Calibration constants are
calculated in the CDM and loaded into the CDM calibration memory. Summary statistics
are delivered to the VAX for inspection.

In diagnostic test mode, the DCU is again run in pass-through mode. The 1X and
8x peak and baseline raw data are sent directly to the VAX for functionality tests and

crosstalk measurements.
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