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#### Abstract

The first measurement of the left-right cross section asymmetry $\left(A_{L R}\right)$ in $Z^{\circ}$ boson production has been made with the SLAC Large Detector (SLD) at the SLAC Linear Collider (SLC). The measurement was performed at a center-of-mass energy ( $E_{c m}$ ) of 91.55 GeV with a longitudinally polarized electron beam. The average beam polarization was ( $22.4 \pm 0.6$ ) \%. Using a sample of $10,224 Z^{\circ}$ decays, $A_{L R}$ is measured to be $0.102 \pm 0.044$ (stat) $\pm 0.003$ (syst), which determines the effective electroweak mixing angle to be $\sin ^{2} \theta_{W}^{e f f}=0.2375 \pm 0.0056$ (stat) $\pm 0.0004$ (syst).
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## Chapter 1

## Introduction

The left-right asymmetry, $A_{L R}$, is a direct manifestation of the parity violating nature of the weak interaction. The neutral-weak gauge boson, $Z^{\circ}$, couples differently to the left-handed component of the weak-neutral current, $J_{\mu}^{N C}$, than to its right-handed component. The difference arises from the $V-A$ (vector minus axial-vector) characteristic of the weak isotriplet currents, $J_{\mu}^{i}(i=1,2,3)$. A pure $V-A$ interaction allows for the existence of only a left-handed weak-neutral current, $J_{\mu}^{3}$. However, the observed weak-neutral current, $J_{\mu}^{N C}$, is an admixture of the $V-A$ interaction with the purely $V$ interaction of the weak-hypercharge current, $J_{\mu}^{Y}$. The $V$ interaction contained in the weak-hypercharge current is responsible for the introduction of the right-handed component into the observed weak-neutral current. The amount of mixing between the $V-A$ and $V$ interactions is parameterized as $\sin ^{2} \theta_{W}$, where $\theta_{W}$ is the Weinberg mixing angle. Measuring the difference in the coupling of the lefthanded component of the weak-neutral current to the $Z^{\circ}$ relative to the coupling of the right-handed component of the weak-neutral current to the $Z^{\circ}$ is a direct measure of $\sin ^{2} \theta_{W}$.

At high energies, when the center-of-mass energy $\left(E_{c m}\right)$ is $\sim 100 \mathrm{GeV}$, radiative corrections resulting from virtual electroweak loops of particles, both known and unknown, cause the value of $A_{L R}$ to vary from its tree level (without radiative corrections) value. Thus, a precision measurement of $A_{L R}$ is sensitive to the masses of the top quark $\left(m_{t}\right)$ and the Higgs boson $\left(M_{H}\right)$, as well as to contributions from new
particles to these radiative loop corrections.
An overview of this thesis is as follows. This chapter will define terms and concepts used in the measurement of $A_{L R}$. In chapter 2, the accelerator, polarimeter and the SLD are described. The importance of the electron polarization and the detection of the $Z^{\circ}$ decays to the measurement of $A_{L R}$ are highlighted in the sections describing the generation, transport and detection of the electron polarization, along with the section describing the lead-liquid argon calorimeter, used to detect the $Z^{\circ}$ decays. The criteria used to select events for this analysis are described in chapter 3. In chapter 4, the various systematic and theoretical uncertainties that go into the measurement are discussed and the result is calculated. Finally, in chapter 5, a comparison with other measurements is made and future prospects for the measurement are presented.

### 1.1 Definitions

Before becoming too involved with detailed calculations, it is important to develop some concepts and equations that will be used throughout this thesis.

### 1.1.1 Helicity States

### 1.1.1.1 Fermions

The equation of motion for a free fermion, of mass $m$, is derived from the Dirac equation

$$
\begin{equation*}
H \psi=(\boldsymbol{\alpha} \cdot \mathbf{p}+\beta m) \psi \tag{1.1}
\end{equation*}
$$

The four-component wavefunction $\psi$ is an eigenstate of both the Hamiltonian $H$ and the momentum operator $p$. The $4 \times 4$ matrices $\alpha$ and $\beta$ are related to the Dirac $\gamma$ matrices through the expression: $\gamma^{\mu} \equiv(\beta, \beta \alpha)$.

There is a two-fold degeneracy in the Dirac equation that gives rise to an additional observable. The operator

$$
\mathbf{\Sigma} \cdot \hat{\mathbf{p}}=\left(\begin{array}{cc}
\boldsymbol{\sigma} \cdot \hat{\mathbf{p}} & 0  \tag{1.2}\\
0 & \boldsymbol{\sigma} \cdot \hat{\mathbf{p}}
\end{array}\right)
$$

where $\hat{\mathbf{p}} \equiv \mathbf{p} /|\mathbf{p}|$ and $\boldsymbol{\sigma} \cdot \hat{\mathbf{p}}$, which gives the projection of the fermion's spin along its momentum direction, commutes with both $H$ and $\mathbf{p}$. The operator $\frac{1}{2} \boldsymbol{\Sigma} \cdot \hat{\mathbf{p}}$ is called the helicity operator and has two eigenvalues, $\lambda= \pm \frac{1}{2}$, corresponding to the two helicity states in Fig. 1.1. Both Figs. 1.1(a) and 1.1(b) describe longitudinally


Figure 1.1: Fermion helicity states for (a) $\lambda=+\frac{1}{2}$ and (b) $\lambda=-\frac{1}{2}$.
polarized fermions. The $\lambda=+\frac{1}{2}$ state is referred to as a right-handed polarized (RH) state, where the spin is parallel to the direction of motion. Similarly, the $\lambda=-\frac{1}{2}$ state is referred to as a left-handed polarized ( LH ) state, where the spin is anti-parallel to the direction of motion.

For free particles, the wavefunction $\psi$ can be written as

$$
\begin{equation*}
\psi=u(\mathbf{p}) e^{-i p \cdot x} \tag{1.3}
\end{equation*}
$$

where $u(\mathbf{p})$ is a four-component spinor that will be written in the shorthand notation $u$ ( or $u_{f}$ for a specific fermion).

It is useful to define the chirality projection operators

$$
\begin{equation*}
\mathbf{P}_{R} \equiv \frac{1}{2}\left(1+\gamma^{5}\right) \quad \text { and } \quad \mathbf{P}_{L} \equiv \frac{1}{2}\left(1-\gamma^{5}\right) \tag{1.4}
\end{equation*}
$$

where the chirality operator $\gamma^{5}$ is equal to the product of the Dirac $\gamma$ matrices: $i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3} . \mathbf{P}_{R}$ and $\mathbf{P}_{L}$ project out the right- and left-handed chirality states of $u$ :

$$
\begin{equation*}
u_{R} \equiv \frac{1}{2}\left(1+\gamma^{5}\right) u \quad \text { and } \quad u_{L} \equiv \frac{1}{2}\left(1-\gamma^{5}\right) u \tag{1.5}
\end{equation*}
$$

At high energies, $E \gg m$, the chirality operator is equal to $\boldsymbol{\Sigma} \cdot \hat{\mathbf{p}}$ [to $O(m / E)$ ] and the right- and left-handed chirality states are equal to the two respective helicity states. The vector current $\bar{u} \gamma^{\mu} u$ (where $\bar{u} \equiv u^{\dagger} \gamma^{0}$ describes the state of the scattered fermion) can be decomposed into RH and LH helicity states:

$$
\begin{equation*}
\bar{u} \gamma^{\mu} u=\bar{u}_{R} \gamma^{\mu} u_{R}+\bar{u}_{L} \gamma^{\mu} u_{L} \tag{1.6}
\end{equation*}
$$




Figure 1.2: Helicity decomposition of vector and axial-vector interactions.
which are pictured schematically in Fig. 1.2. A similar decomposition can be done for axial-vector currents $\bar{u} \gamma^{5} \gamma^{\mu} u$. Thus, at high energies, both vector and axial-vector interactions conserve the helicity of the scattered fermion.

### 1.1.1.2 Gauge Bosons

Whereas $\lambda$ described the spin-angular momentum states of $j_{z}= \pm 1 / 2$ for fermions, in the case of gauge bosons, the relevant longitudinal polarization or helicity states correspond to $j_{z}= \pm 1 .^{1}$ The two polarization states are commonly called rightcircularly polarized ( RH ), with $j_{z}=+1$, and left-circularly polarized (LH), with $j_{z}=-1$. Fig. 1.3 is a graphic representation of the two states.

(a)

(b)

Figure 1.3: Gauge boson helicity states for (a) right-circularly polarized bosons and (b) left-circularly polarized bosons.

### 1.1.1.3 Polarization

The longitudinal polarization $P$ of an ensemble of particles is defined as

$$
\begin{equation*}
P \equiv \frac{(\text { Number of RH particles })-(\text { Number of LH particles })}{(\text { Number of RH particles) }+(\text { Number of LH particles })} \tag{1.7}
\end{equation*}
$$

obviously, $-1 \leq P \leq+1$.
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### 1.1.2 Motion in Electromagnetic Fields

The equation of motion of the intrinsic spin $s$ of an electron in the laboratory system is given by the Thomas equation [1]

$$
\begin{align*}
\frac{d \mathbf{s}}{d t} & =\frac{e}{m c} \mathbf{s} \\
& \times\left[\left(\frac{g-2}{2}+\frac{1}{\gamma}\right) \mathbf{B}-\left(\frac{g-2}{2}\right) \frac{\gamma}{\gamma+1}(\boldsymbol{\beta} \cdot \mathbf{B}) \boldsymbol{\beta}-\left(\frac{g}{2}-\frac{\gamma}{\gamma+1}\right) \boldsymbol{\beta} \times \mathbf{E}\right] \tag{1.8}
\end{align*}
$$

where $t, \mathrm{~B}$ and E are the time, magnetic field and electric field in the lab frame, $e$ and $m$ are the electron's charge and mass, $\boldsymbol{\beta}$ and $\gamma$ are the Lorentz boost parameters and $g$ is the gyromagnetic ratio of the electron.

The electron's equation of motion is

$$
\begin{equation*}
\frac{d \mathbf{p}}{d t}=e(\mathbf{E}+\boldsymbol{\beta} \times \mathbf{B}) \tag{1.9}
\end{equation*}
$$

The solutions to these equations for two specific cases are of interest at the SLC.
$\beta$ Colinear to $B$ and/or $E$ When the motion of the particle is along the direction of $\mathbf{B}$ and/or $\mathbf{E}$, as is the case for linear accelerators,

$$
\begin{align*}
\frac{d \mathbf{s}}{d t} & =\mathbf{s} \times\left[\frac{e \mathbf{B}}{m \gamma}\right]  \tag{1.10}\\
\frac{d \mathbf{p}}{d t} & =e \mathbf{E} \tag{1.11}
\end{align*}
$$

The spin precesses about the direction of motion and the particle is accelerated along the direction of motion.
$\beta$ Transverse to $B$ At the SLC, particles are steered by passing them through dipole magnets, where the direction of motion is transverse to the magnetic field. Thus, the equations of motion reduce to

$$
\begin{align*}
\frac{d \mathbf{s}}{d t} & =\mathbf{s} \times\left[\frac{e}{m c}\left(\frac{g-2}{2}+\frac{1}{\gamma}\right) \mathbf{B}\right]  \tag{1.12}\\
\frac{d \mathbf{p}}{d t} & =\mathbf{p} \times\left[\frac{e}{m c \gamma} \mathbf{B}\right] \tag{1.13}
\end{align*}
$$

Both $s$ and $p$ precess in the plane perpendicular to $B$. However, they precess at different frequencies. Assuming $s$ and $p$ lie in the same plane, for every bend of angle $\theta_{b}$ that the momentum vector undergoes, $s$ will precess an additional $\Delta \theta$. The two are related through the relation

$$
\begin{equation*}
\Delta \theta=\left(\frac{g-2}{2}\right) \gamma \theta_{b} . \tag{1.14}
\end{equation*}
$$

For $(g-2) / 2=(1.159652209 \pm 0.000000031) \times 10^{-3}$ and typical $\gamma^{\prime}$ 's of 2,320 (energy of electron equal to 1.16 GeV , in the damping rings) and 88,063 (energy of electron equal to 45 GeV , in the arcs) this can lead to an appreciable deviation between the direction of the momentum vector and the spin vector.

### 1.2 Theoretical Background

The state of particle physics in 1993 can be accurately described by the $S U(3)_{C} \times$ $S U(2)_{L} \times U(1)_{Y}$ theory of strong and electroweak interactions [2, 3]. This theory, combined with an isospin doublet of complex scalar fields that generates massive fermions and weak gauge bosons through the Higgs mechanism, makes up what is commonly called the minimal standard model (MSM).

At tree level, the dynamics of electroweak interactions in the MSM is determined by the three theoretical parameters: $g$, the weak-isospin coupling strength; $g^{\prime}$, the weak-hypercharge coupling strength; and $\left\langle\phi_{0}\right\rangle$, the Higgs field vacuum expectation value. They are related to three observables that have been measured to high precision: $\alpha$, the fine structure constant; $G_{F}$, the Fermi coupling constant; and $M_{Z}$, the mass of the $Z^{\circ}$ boson (see Table 1.1).

Because $\alpha$ and $G_{F}$ are measured at lower energies than $M_{Z}$, one cannot directly solve the expressions for the three experimental observables in Table 1.1 for the three theoretical parameters. Before any comparison between the experimental observables and the theoretical parameters can be made, the effects of radiative corrections, resulting from virtual electroweak loops, to the tree level expressions must be included. These corrections introduce two more unknown parameters, the masses of the top quark ( $m_{t}$ ) and the Higgs boson $\left(M_{H}\right)$. In lieu of direct measurements of $m_{t}$ and $M_{H}$,

| Experimental <br> quantity | Theoretical <br> expression [4] | Measured value [5, 6] | Relative <br> error (ppm) |
| :---: | :---: | :---: | :---: |
| $\alpha$ | $\frac{1}{4 \pi} \frac{g^{2} g^{\prime 2}}{\sqrt{g^{2}+g^{\prime 2}}}$ | $1 / 137.0359895(61)$ | 0.045 |
| $G_{F}$ | $\frac{1}{\sqrt{2}\left\langle\phi_{0}\right\rangle^{2}}$ | $1.16639(2) \times 10^{-5} \mathrm{GeV}^{-2}$ | 17 |
| $M_{Z}$ | $\frac{1}{2}\left\langle\phi_{0}\right\rangle \sqrt{g^{2}+g^{\prime 2}}$ | $91.187(7) \mathrm{GeV}$ | 77 |

Table 1.1: Standard model observables.
by making high precision measurements of two additional quantities, $m_{t}$ and $M_{H}$ can be constrained to be within certain values (in the absence of new physics).

Two quantities are prime candidates to be measured at the same energy as $M_{Z}$. The first is the mass of the $W$ boson, $M_{W}$. At tree level, it is related to $\left\langle\phi_{0}\right\rangle$ and $g$ through the expression:

$$
\begin{equation*}
M_{W}=\frac{1}{2}\left\langle\phi_{0}\right\rangle g . \tag{1.15}
\end{equation*}
$$

When higher order loop corrections are included, $M_{W}$ becomes sensitive to $m_{t}$ and $M_{H}$.

The second quantity comes from the coupling of the vector and axial-vector components of a fermion-antifermion pair ( $f \bar{f}$ ) weak-neutral current to the $Z^{\circ}$. The vector and axial-vector coupling constants are

$$
\begin{align*}
v_{f} & =I_{f}^{3}-2 Q_{f} \frac{g^{\prime 2}}{g^{2}+g^{\prime 2}}  \tag{1.16}\\
& =I_{f}^{3}-2 Q_{f} \sin ^{2} \theta_{W},  \tag{1.17}\\
a_{f} & =I_{f}^{3}, \tag{1.18}
\end{align*}
$$

where $I_{f}^{3}$ is the third component of the weak isospin multiplet $I$ (see Table 1.2) and $Q_{f}$ is the charge of the fermion. ${ }^{2}$ The ratio $g^{2} /\left(g^{2}+g^{\prime 2}\right)$ is equal to $\sin ^{2} \theta_{W}$.
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### 1.2.1 Electroweak Interactions

Electroweak interactions can be described by the symmetry group $S U(2)_{L} \times U(1)_{Y}$. The $S U(2)_{L}$ structure is made up of a weak-isotriplet of vector fields, $W_{\mu}^{i}(i=1,2,3)$, that couple with strength $g$ to weak-isotriplet currents, $J_{\mu}^{i}(i=1,2,3)$. The $U(1)_{Y}$ weak-hypercharge symmetry group describes the coupling, with strength $g^{\prime}$, of the weak-hypercharge vector field $B_{\mu}$ to the weak-hypercharge current $J_{\mu}^{Y}$.

Weak-charged vector fields are created from linear combinations of $W_{\mu}^{1}$ and $W_{\mu}^{2}$ :

$$
\begin{equation*}
W_{\mu}^{ \pm}=\sqrt{\frac{1}{2}}\left(W_{\mu}^{1} \mp i W_{\mu}^{2}\right) . \tag{1.19}
\end{equation*}
$$

A positive (negative) weak-charged current interaction of $W_{\mu}^{+}\left(W_{\mu}^{-}\right)$with an electron and neutrino is given by

$$
\begin{align*}
\text { positive current: }-i \frac{1}{\sqrt{2}} g\left(J_{+}^{\mu} W_{\mu}^{+}\right) & =-i \frac{1}{\sqrt{2}} g\left[\bar{u}_{\nu} \gamma^{\mu} \frac{1}{2}\left(1-\gamma^{5}\right) u_{e}\right] W_{\mu}^{+}  \tag{1.20}\\
\text {negative current: }-i \frac{1}{\sqrt{2}} g\left(J_{-}^{\mu} W_{\mu}^{-}\right) & =-i \frac{1}{\sqrt{2}} g\left[\bar{u}_{e} \gamma^{\mu} \frac{1}{2}\left(1-\gamma^{5}\right) u_{\nu}\right] W_{\mu}^{-} \tag{1.21}
\end{align*}
$$

Fig. 1.4 shows a schematic representation of weak-charged current interactions with the vertex factor shown. The presence of $P_{L}$ in $J_{\mu}^{ \pm}$correctly describes the inherent left-hand nature of weak-charged currents.


Figure 1.4: Weak-charged current interactions for (a) positive currents and (b) negative currents.

The neutral current interactions for any fermion-antifermion pair are expressed as

$$
\begin{equation*}
-i g J_{3}^{\mu} W_{\mu}^{3}=-i g\left[\bar{u}_{f} \gamma^{\mu} \frac{1}{2}\left(1-\gamma^{5}\right) I^{3} u_{f}\right] W_{\mu}^{3} \tag{1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
-i g^{\prime} J_{Y}^{\mu} B_{\mu}=-i g^{\prime}\left[\bar{u}_{f} \gamma^{\mu} Y u_{f}\right] B_{\mu} \tag{1.23}
\end{equation*}
$$

where the hypercharge $Y$ is defined by the equation:

$$
\begin{equation*}
Q=I^{3}+Y \tag{1.24}
\end{equation*}
$$

The electric charge of the particle is $Q$. Table 1.2 lists the values of $I, I^{3}, Q$, and $Y$ for the first generation of quarks and leptons (the quantum numbers for the remaining generations are the same).

| Leptons | $I$ | $I^{3}$ | $Q$ | $Y$ |
| :---: | :---: | ---: | ---: | ---: |
| $\nu_{L}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | $-\frac{1}{2}$ |
| $e_{L}^{-}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | -1 | $-\frac{1}{2}$ |
|  |  |  |  |  |
| $e_{R}^{-}$ | 0 | 0 | -1 | -1 |


| Quarks | $I$ | $I^{3}$ | $Q$ | $Y$ |
| :---: | :---: | ---: | ---: | ---: |
| $u_{L}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{2}{3}$ | $\frac{1}{6}$ |
| $d_{L}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | $-\frac{1}{3}$ | $\frac{1}{6}$ |
| $u_{R}$ | 0 | 0 | $\frac{2}{3}$ | $\frac{2}{3}$ |
| $d_{R}$ | 0 | 0 | $-\frac{1}{3}$ | $-\frac{1}{3}$ |

Table 1.2: Weak quantum numbers for leptons and quarks.
The physically observed neutral interactions are not accurately described by $W_{\mu}^{3}$ and $B_{\mu}$. Instead, the physical fields are composed of linear combinations of $W_{\mu}^{3}$ and $B_{\mu}$ :

$$
\begin{align*}
A_{\mu} & =B_{\mu} \cos \theta_{W}+W_{\mu}^{3} \sin \theta_{W}  \tag{1.25}\\
Z_{\mu} & =-B_{\mu} \sin \theta_{W}+W_{\mu}^{3} \cos \theta_{W} \tag{1.26}
\end{align*}
$$

The electromagnetic field $A_{\mu}$ is mediated by a massless vector boson, the photon. The neutral weak field $Z_{\mu}$ is mediated by the massive $Z^{\circ}$ vector boson. The amount of mixing between the neutral weak-isospin and weak-hypercharge fields is parameterized by $\theta_{W}$.

Thus, by writing the electroweak-neutral interaction as

$$
\begin{align*}
-i g J_{3}^{\mu} W_{\mu}^{3}-i g^{\prime} J_{Y}^{\mu} B_{\mu}= & -i\left(g \sin \theta_{W} J_{3}^{\mu}+g^{\prime} \cos \theta_{W} J_{y}^{\mu}\right) A_{\mu} \\
& -i\left(g \cos \theta_{W} J_{3}^{\mu}-g^{\prime} \sin \theta_{W} J_{y}^{\mu}\right) Z_{\mu}  \tag{1.27}\\
= & -i e J_{e m}^{\mu} A_{\mu}-i \frac{g}{\cos \theta_{W}} J_{N C}^{\mu} Z_{\mu} \tag{1.28}
\end{align*}
$$

the term multiplying $A_{\mu}$ is identified as $e J_{\mu}^{e m}$. The left-right symmetric electromagnetic current $J_{\mu}^{e m}$ is

$$
\begin{align*}
J_{\mu}^{e m} & =J_{\mu}^{3}+J_{\mu}^{Y}  \tag{1.29}\\
& =\bar{u}_{f} \gamma^{\mu} Q_{f} u_{f} \tag{1.30}
\end{align*}
$$

while the coupling strength $e$ is

$$
\begin{equation*}
e=g \sin \theta_{W}=g^{\prime} \cos \theta_{W} \tag{1.31}
\end{equation*}
$$

The weak-neutral current $J_{\mu}^{N C}$ can then be written as

$$
\begin{align*}
J_{\mu}^{N C} & =J_{\mu}^{3}-\sin ^{2} \theta_{W} J_{\mu}^{e m}  \tag{1.32}\\
& =\bar{u}_{f} \frac{1}{2}[\underbrace{\gamma^{\mu}\left(I_{f}^{3}-2 \sin ^{2} \theta_{W} Q_{f}\right)}_{V}-\underbrace{\gamma^{\mu} \gamma^{5} I_{f}^{3}}_{A}] u_{f}  \tag{1.33}\\
& =\bar{u}_{f} \gamma^{\mu} \frac{1}{2}\left[v_{f}-a_{f} \gamma^{5}\right] u_{f} \tag{1.34}
\end{align*}
$$

where the $V$ and $A$ components have been isolated. Its coupling strength is $g / \cos \theta_{W}$.
The coupling strengths $g$ and $g^{\prime}$ are not predicted by theory and must be determined by experiment. In practice, their values are inferred by experimental measurement of $e$ and $\sin ^{2} \theta_{W}$.

A schematic representation of the neutral interactions is shown in Fig. 1.5 with the appropriate vertex factors. The vector and axial-vector coupling constants determine

(a)

(b)

Figure 1.5: Neutral current interactions for (a) electromagnetic current interaction and (b) weak current interaction.
the relative strength that the $V$ and $A$ components of the fermion spinor couple to the $Z^{\circ}$. To highlight the difference in the coupling of the RH and LH components of the fermion spinor to $Z_{\mu}$, it is helpful to introduce the RH and LH coupling constants, $g_{R}^{f}$ and $g_{L}^{f}$, that are linear combinations of $v_{f}$ and $a_{f}$ :

$$
\begin{equation*}
g_{R}^{f} \equiv v_{f}-a_{f} \quad \text { and } \quad g_{L}^{f} \equiv v_{f}+a_{f} \tag{1.35}
\end{equation*}
$$

Thus, the relevant portion of the vertex factor can be written as

$$
\begin{equation*}
v_{f}-a_{f} \gamma^{5}=g_{R}^{f} \mathbf{P}_{R}+g_{L}^{f} \mathbf{P}_{L} \tag{1.36}
\end{equation*}
$$

where the $V-A$ character of the vertex has been rewritten as a sum of RH and LH projection operators, each with its own coupling strength. Table 1.3 lists the values of $v_{f}, a_{f}, g_{R}^{f}$, and $g_{L}^{f}$ for the different particle flavors (for $\sin ^{2} \theta_{W}=0.232$ ). Comparison of the magnitudes of $g_{R}^{f}$ and $g_{L}^{f}$ clearly shows the difference in the coupling of the RH and LH particles to the $Z^{\circ}$, which gives rise to the left-right asymmetry.

| Fermion flavor | $v_{f}$ | $a_{f}$ | $g_{R}^{f}$ | $g_{L}^{f}$ |
| :--- | ---: | ---: | ---: | ---: |
| $\nu_{e}, \nu_{\mu}, \nu_{\tau}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | 1 |
| $e^{-}, \mu^{-}, \tau^{-}$ | $-\frac{1}{2}+2 \sin ^{2} \theta_{W}=-0.04$ | $-\frac{1}{2}$ | 0.46 | -0.54 |
| $u, c, t$ | $\frac{1}{2}-\frac{4}{3} \sin ^{2} \theta_{W}=$ | 0.19 | $\frac{1}{2}$ | -0.31 |
| $d, s, b$ | $-\frac{1}{2}+\frac{2}{3} \sin ^{2} \theta_{W}=-0.35$ | $-\frac{1}{2}$ | 0.69 |  |

Table 1.3: Vector and axial-vector coupling constants.

### 1.3 Longitudinally Polarized Cross Section

In section 1.1 it was shown that at energies where $E \gg m$, vector and axial-vector interactions conserve the helicity of the incident fermion. Redrawing Fig. 1.2 in terms of the $s$-channel annihilation process exhibits the only allowed helicity combinations (see Fig. 1.6).

At the end of section 1.2 .1 , it was shown that the $e_{L}^{+} e_{R}^{-}$and $e_{R}^{+} e_{L}^{-}$couple with different strengths to the $Z^{\circ}$. Those couplings are microscopic quantities. One infers


Figure 1.6: Allowed neutral current $s$-channel helicity combinations for $e_{L}^{+} e_{R}^{-} \rightarrow$ $\gamma$ or $Z^{\circ}$ and $e_{R}^{+} e_{L}^{-} \rightarrow \gamma$ or $Z^{\circ}$.
those microscopic quantities by measuring the macroscopic properties of electron and positron ensembles. This is done by polarizing the ensembles and measuring their cross section.

Consider the neutral current $s$-channel annihilation process $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$(the discussion will be the same for any $f \bar{f}$ pair except the $e^{+} e^{-}$that can scatter through the $t$-channel). The lowest order diagrams that contribute to the process are the electromagnetic and weak-neutral current interactions shown in Fig. 1.7.


Figure 1.7: Lowest order (a) electromagnetic and (b) weak-neutral current diagrams for $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$.

There are four different helicity combinations that make up the total cross section for the process. In the limit of negligible lepton masses $\left(\sqrt{s} \gg m_{l}\right)$ their differential cross sections are [4]

$$
\begin{align*}
\frac{d \sigma_{L 1}}{d \Omega} & \equiv \frac{d \sigma}{d \Omega}\left(e_{R}^{+} e_{L}^{-} \rightarrow \mu_{R}^{+} \mu_{L}^{-}\right)=\frac{\alpha^{2}}{4 s}(1+\cos \theta)^{2}\left|Q_{\mu}+r g_{L}^{\mu} g_{L}^{e}\right|^{2}  \tag{1.37}\\
\frac{d \sigma_{L 2}}{d \Omega} & \equiv \frac{d \sigma}{d \Omega}\left(e_{R}^{+} e_{L}^{-} \rightarrow \mu_{L}^{+} \mu_{R}^{-}\right)=\frac{\alpha^{2}}{4 s}(1-\cos \theta)^{2}\left|Q_{\mu}+r g_{R}^{\mu} g_{L}^{e}\right|^{2}  \tag{1.38}\\
\frac{d \sigma_{R 1}}{d \Omega} & \equiv \frac{d \sigma}{d \Omega}\left(e_{L}^{+} e_{R}^{-} \rightarrow \mu_{L}^{+} \mu_{R}^{-}\right)=\frac{\alpha^{2}}{4 s}(1+\cos \theta)^{2}\left|Q_{\mu}+r g_{R}^{\mu} g_{R}^{e}\right|^{2} \tag{1.39}
\end{align*}
$$

$$
\begin{equation*}
\frac{d \sigma_{R 2}}{d \Omega} \equiv \frac{d \sigma}{d \Omega}\left(e_{L}^{+} e_{R}^{-} \rightarrow \mu_{R}^{+} \mu_{L}^{-}\right)=\frac{\alpha^{2}}{4 s}(1-\cos \theta)^{2}\left|Q_{\mu}+r g_{L}^{\mu} g_{R}^{e}\right|^{2} \tag{1.40}
\end{equation*}
$$

where

$$
\begin{align*}
r & =\frac{\sqrt{2} G_{F} M_{Z}^{2}}{s-M_{Z}^{2}+i M_{Z} \Gamma_{Z}}\left(\frac{s}{e^{2}}\right)  \tag{1.41}\\
s & =E_{c m}^{2} \tag{1.42}
\end{align*}
$$

$\Gamma_{Z}$ is the width of the $Z^{\circ}$ resonance, $Q_{\mu}$ is the charge of the $\mu$ in units of $e$ (this is left explicitly in the equations so that the generalization to all fermions will be easier) and $\theta$ is the angle the $\mu^{-}$scatters relative to the direction of the incident $e^{-}$.

The unpolarized cross section is found by averaging over the initial states and summing over the final states. This is based on the assumption that all initial states are equally probable. When the initial state has a preferred orientation, as is the case with polarized beams, the initial states are added, weighted by the probability that the ensembles of electrons and positrons were prepared in that specific helicity configuration. Those probabilities are simply the number of RH (LH) electrons $N_{R}^{-}\left(N_{L}^{-}\right)$ and positrons $N_{R}^{+}\left(N_{L}^{+}\right)$divided by the total number of electrons $N^{-}$and positrons $N^{+}$, respectively. Thus, the cross section for polarized electrons and positrons is

$$
\begin{align*}
& \frac{d \sigma}{d \Omega}= \\
& \quad\left(\frac{N_{L}^{-}}{N^{-}}\right)\left(\frac{N_{R}^{+}}{N^{+}}\right)\left(\frac{d \sigma_{L 1}}{d \Omega}+\frac{d \sigma_{L 2}}{d \Omega}\right)+\left(\frac{N_{R}^{-}}{N^{-}}\right)\left(\frac{N_{L}^{+}}{N^{+}}\right)\left(\frac{d \sigma_{R 1}}{d \Omega}+\frac{d \sigma_{R 2}}{d \Omega}\right) . \tag{1.43}
\end{align*}
$$

$N_{R}^{-}, N_{L}^{-}, N_{R}^{+}$and $N_{L}^{+}$are related to the electron and positron polarizations, $P_{-}$and $P_{+}$, through the expressions:

$$
\begin{equation*}
P_{-} \equiv \frac{N_{R}^{-}-N_{L}^{-}}{N_{R}^{-}+N_{L}^{-}} \quad \text { and } \quad P_{+} \equiv \frac{N_{R}^{+}-N_{L}^{+}}{N_{R}^{+}+N_{L}^{+}} \tag{1.44}
\end{equation*}
$$

Eq. 1.43 can be rewritten as

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{1}{4}\left[\left(1-P_{-} P_{+}\right) \frac{d \sigma_{u}}{d \Omega}+\left(P_{+}-P_{-}\right) \frac{d \sigma_{p}}{d \Omega}\right] \tag{1.45}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{d \sigma_{u}}{d \Omega} & \equiv \frac{1}{4}\left[\left(\frac{d \sigma_{L 1}}{d \Omega}+\frac{d \sigma_{L 2}}{d \Omega}\right)+\left(\frac{d \sigma_{R 1}}{d \Omega}+\frac{d \sigma_{R 2}}{d \Omega}\right)\right]  \tag{1.46}\\
\frac{d \sigma_{p}}{d \Omega} & \equiv \frac{1}{4}\left[\left(\frac{d \sigma_{L 1}}{d \Omega}+\frac{d \sigma_{L 2}}{d \Omega}\right)-\left(\frac{d \sigma_{R 1}}{d \Omega}+\frac{d \sigma_{R 2}}{d \Omega}\right)\right] \tag{1.47}
\end{align*}
$$

Each of the differential cross sections $\frac{d \sigma_{u}}{d \Omega}$ and $\frac{d \sigma_{p}}{d \Omega}$ has a contribution from the pure $\gamma$ and $Z^{\circ}$ exchanges and the $\gamma-Z^{\circ}$ interference term. They can be decomposed into the following components:

$$
\begin{equation*}
\frac{d \sigma_{u}}{d \Omega}=\frac{d \sigma_{u}^{\gamma}}{d \Omega}+\frac{d \sigma_{u}^{\gamma} Z}{d \Omega}+\frac{d \sigma_{u}^{Z}}{d \Omega} \tag{1.48}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{d \sigma_{u}^{\gamma}}{d \Omega}= & \left(\frac{\alpha^{2}}{4 s}\right) Q_{\mu}^{2}\left[1+\cos ^{2} \theta\right]  \tag{1.49}\\
\frac{d \sigma_{u}^{\gamma}}{d \Omega}= & \left(\frac{\alpha^{2}}{4 s}\right) \frac{1}{2} Q_{\mu}^{2} \operatorname{Re}(r)\left\{\left[1+\cos ^{2} \theta\right]\left[g_{L}^{e}+g_{R}^{e}\right]\left[g_{L}^{\mu}+g_{R}^{\mu}\right]\right. \\
& \left.+2 \cos \theta\left[g_{L}^{e}-g_{R}^{e}\right]\left[g_{L}^{\mu}-g_{R}^{\mu}\right]\right\}  \tag{1.50}\\
\frac{d \sigma_{u}^{Z}}{d \Omega}= & \left(\frac{\alpha^{2}}{4 s}\right) \frac{1}{4}|r|^{2}\left\{\left[1+\cos ^{2} \theta\right]\left[\left(g_{L}^{e}\right)^{2}+\left(g_{R}^{e}\right)^{2}\right]\left[\left(g_{L}^{\mu}\right)^{2}+\left(g_{R}^{\mu}\right)^{2}\right]\right. \\
& \left.+2 \cos \theta\left[\left(g_{L}^{e}\right)^{2}-\left(g_{R}^{e}\right)^{2}\right]\left[\left(g_{L}^{\mu}\right)^{2}-\left(g_{R}^{\mu}\right)^{2}\right]\right\} \tag{1.51}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d \sigma_{p}}{d \Omega}=\frac{d \sigma_{p}^{\gamma}}{d \Omega}+\frac{d \sigma_{p}^{\gamma Z}}{d \Omega}+\frac{d \sigma_{p}^{Z}}{d \Omega} \tag{1.52}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{d \sigma_{p}^{\gamma}}{d \Omega}= & 0  \tag{1.53}\\
\frac{d \sigma_{p}^{\gamma Z}}{d \Omega}= & \left(\frac{\alpha^{2}}{4 s}\right) \frac{1}{2} Q_{\mu}^{2} \operatorname{Re}(r)\left\{\left[1+\cos ^{2} \theta\right]\left[g_{L}^{e}-g_{R}^{e}\right]\left[g_{L}^{\mu}+g_{R}^{\mu}\right]\right. \\
& \left.+2 \cos \theta\left[g_{L}^{e}+g_{R}^{e}\right]\left[g_{L}^{\mu}-g_{R}^{\mu}\right]\right\}  \tag{1.54}\\
\frac{d \sigma_{p}^{Z}}{d \Omega}= & \left(\frac{\alpha^{2}}{4 s}\right) \frac{1}{4}|r|^{2}\left\{\left[1+\cos ^{2} \theta\right]\left[\left(g_{L}^{e}\right)^{2}-\left(g_{R}^{e}\right)^{2}\right]\left[\left(g_{L}^{\mu}\right)^{2}+\left(g_{R}^{\mu}\right)^{2}\right]\right. \\
& \left.+2 \cos \theta\left[\left(g_{L}^{e}\right)^{2}+\left(g_{R}^{e}\right)^{2}\right]\left[\left(g_{L}^{\mu}\right)^{2}-\left(g_{R}^{\mu}\right)^{2}\right]\right\} \tag{1.55}
\end{align*}
$$

with

$$
\begin{align*}
\operatorname{Re}(r) & =\frac{\sqrt{2} G_{F} M_{Z}^{2}\left(s-M_{Z}^{2}\right)}{\left(s-M_{Z}^{2}\right)^{2}+M_{Z}^{2} \Gamma_{Z}^{2}}\left(\frac{s}{e^{2}}\right)  \tag{1.56}\\
|r|^{2} & =\frac{2\left(G_{F} M_{Z}^{2}\right)^{2}}{\left(s-M_{Z}^{2}\right)^{2}+M_{Z}^{2} \Gamma_{Z}^{2}}\left(\frac{s}{e^{2}}\right)^{2} \tag{1.57}
\end{align*}
$$

When $\sqrt{s}=M_{Z}$ the $\gamma-Z^{\circ}$ interference terms drop out and $\frac{d \sigma_{Z}^{Z}}{d \Omega} \gg \frac{d \sigma_{\tilde{L}}^{\gamma}}{d \Omega}$. At the SLC, only the electrons are polarized ( $P_{+}=0$ ). Generalizing eq. 1.45 to all fermion final states (exclusive of the $e^{+} e^{-}$final state), the cross section for longitudinally polarized electrons can be written as

$$
\begin{align*}
\frac{d \sigma}{d \Omega}=\left(\frac{\alpha^{2}}{4 s}\right) & \frac{1}{2} \frac{\left(G_{F} M_{Z}^{2}\right)^{2}}{\left(s-M_{Z}^{2}\right)^{2}+M_{Z}^{2} \Gamma_{Z}^{2}}\left(\frac{s}{e^{2}}\right)^{2} \times \\
& \left\{\left[\left(g_{L}^{e}\right)^{2}+\left(g_{R}^{e}\right)^{2}\right]\left[\left(g_{L}^{f}\right)^{2}+\left(g_{R}^{f}\right)^{2}\right]\left(1+\cos ^{2} \theta\right)\right. \\
& +\left[\left(g_{L}^{e}\right)^{2}-\left(g_{R}^{e}\right)^{2}\right]\left[\left(g_{L}^{f}\right)^{2}-\left(g_{R}^{f}\right)^{2}\right](2 \cos \theta) \\
& -P_{-}\left[\left(g_{L}^{e}\right)^{2}-\left(g_{R}^{e}\right)^{2}\right]\left[\left(g_{L}^{f}\right)^{2}+\left(g_{R}^{f}\right)^{2}\right]\left(1+\cos ^{2} \theta\right) \\
& \left.-P_{-}\left[\left(g_{L}^{e}\right)^{2}+\left(g_{R}^{e}\right)^{2}\right]\left[\left(g_{L}^{f}\right)^{2}-\left(g_{R}^{f}\right)^{2}\right](2 \cos \theta)\right\} . \tag{1.58}
\end{align*}
$$

It is interesting to note that two of the terms have even spatial parity and two have odd parity, while two terms are even under a sign change in the polarization and two are odd.

### 1.4 Electroweak Asymmetries

Given the polarized cross section in eq. 1.58, one can isolate the various coupling constants by measuring asymmetries of the cross section.

### 1.4.1 Left-Right Asymmetry

The left-right asymmetry $A_{L R}$ is defined as the ratio of the difference of the helicity cross sections, $\sigma_{L} \equiv \sigma\left(e_{R}^{+} e_{L}^{-} \rightarrow Z^{\circ}\right)$ and $\sigma_{R} \equiv \sigma\left(e_{L}^{+} e_{R}^{-} \rightarrow Z^{\circ}\right)$, for $Z^{\circ}$ production to the total cross section.

This is simply the ratio of odd to even polarization components, with even spatial parity:

$$
\begin{align*}
A_{L R} & \equiv \frac{\sigma_{L}-\sigma_{R}}{\sigma_{L}+\sigma_{R}}  \tag{1.59}\\
& =\frac{\left(g_{L}^{e}\right)^{2}-\left(g_{R}^{e}\right)^{2}}{\left(g_{L}^{e}\right)^{2}+\left(g_{R}^{e}\right)^{2}}=\frac{2 v_{e} a_{e}}{v_{e}^{2}+a_{e}^{2}}=\frac{2\left(1-4 \sin ^{2} \theta_{W}\right)}{1+\left(1-4 \sin ^{2} \theta_{W}\right)^{2}}  \tag{1.60}\\
& =A_{e}, \tag{1.61}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{L} \equiv \int_{-1}^{+1} \frac{d \sigma\left(P_{-}=-1\right)}{d(\cos \theta)} d(\cos \theta) \text { and } \sigma_{R} \equiv \int_{-1}^{+1} \frac{d \sigma\left(P_{-}=+1\right)}{d(\cos \theta)} d(\cos \theta) \tag{1.62}
\end{equation*}
$$

$A_{L R}$ has been expressed in several common notations. For the present discussion, the most illuminating notation is that of the RH and LH coupling constants. It clearly shows that $A_{L R}$ is a direct measure of the difference in the strength that the $Z^{\circ}$ couples to LH electrons versus its coupling to RH electrons. For $\left|P_{-}\right|<1$, the experimentally measured asymmetry is

$$
\begin{equation*}
A_{L R}^{e x p}=P_{-} A_{L R}=\frac{N_{L}-N_{R}}{N_{L}+N_{R}} \tag{1.63}
\end{equation*}
$$

where $N_{R}\left(N_{L}\right)$ is the number of RH (LH) $Z^{\circ}$ decays observed in the detector. In addition, it has been assumed that the luminosities for RH and LH electrons are equal. The case when this assumption is not valid will be dealt with in section 4.1.2.

In practice, the integrals of eq. 1.62 must be modified to include the effects of the detector's response function ${ }^{3} \epsilon_{f}(\theta, \phi)$ to the final state fermion. The integrands in eq. 1.62 are replaced with the product of the differential cross section and the detector's response function. The integrals of terms in the expression for the differential cross section (eq. 1.58) that are linear in $\cos \theta$ will equal zero only if either:

- $\epsilon_{f}(\theta, \phi)=\epsilon_{f}(\pi-\theta, \pi+\phi)$ : the detector's response function has even spatial parity,
or
- $\epsilon_{f}(\theta, \phi)=\epsilon_{f}(\theta, \phi)$ : the detector's response function to fermions is equal to that of antifermions, $\epsilon_{\bar{f}}(\theta, \phi)$.

Quantitatively, all that is being said is that the two $Z^{\circ}$ decay modes depicted in Fig. 1.8 have an equal probability of being detected. The SLD has an azimuthally symmetric solenoidal magnetic field which ensures the equality of the response to particles and antiparticles, even in the presence of detector nonuniformities. In addition,
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Figure 1.8: $Z^{\circ}$ decays with the final state fermion in the (a) forward and (b) backward regions of the detector.
the SLD calorimeter has a high degree of uniformity and polar symmetry so that the detector's response function is even under parity transformations. Therefore, both conditions are satisfied and the integrals of terms in the differential cross section that are linear in $\cos \theta$ are equal to zero.

### 1.4.2 Forward-Backward Asymmetry

For unpolarized beams, the forward-backward asymmetry for a final state fermion $f$, $A_{F B}^{f}$, is defined as the ratio of the difference of cross sections between detecting the final state fermion in the forward region ( $\cos \theta>0$ ) and backward region $(\cos \theta<0)$ to the total cross section (see Fig. 1.8). This is just the ratio of odd parity to even parity components that are even in polarization:

$$
\begin{align*}
A_{F B}^{f} & \equiv \frac{\sigma_{F}-\sigma_{B}}{\sigma_{F}+\sigma_{B}}  \tag{1.64}\\
& =\frac{3}{4}\left[\frac{\left(g_{L}^{e}\right)^{2}-\left(g_{R}^{e}\right)^{2}}{\left(g_{L}^{e}\right)^{2}+\left(g_{R}^{e}\right)^{2}}\right]\left[\frac{\left(g_{L}^{f}\right)^{2}-\left(g_{R}^{f}\right)^{2}}{\left(g_{L}^{f}\right)^{2}+\left(g_{R}^{f}\right)^{2}}\right]  \tag{1.65}\\
& =\frac{3}{4} A_{e} A_{f}, \tag{1.66}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{F} \equiv \int_{0}^{+1} \frac{d \sigma}{d(\cos \theta)} d(\cos \theta) \text { and } \sigma_{B} \equiv \int_{-1}^{0} \frac{d \sigma}{d(\cos \theta)} d(\cos \theta) \tag{1.67}
\end{equation*}
$$

To measure $A_{F B}^{f}$ one must be able to identify the final state decay particles. This has only been done for the three lepton channels and the heavier quarks, $b$ and $c$,
whose presence can be separated, with limited efficiency and purity, from the other quark channel decays.

### 1.4.3 Polarized Forward-Backward Asymmetry

When the electrons are polarized, it is possible to isolate the coupling constants of the final state fermion $f$ by forming the polarized forward-backward asymmetry $A_{F B}^{\text {pol, } f}$ that is the ratio of terms that are odd and even in the product of the spatial parity and polarization:

$$
\begin{align*}
A_{F B}^{\text {pol }, f} & \equiv \frac{\left[\sigma_{F}\left(P_{-}=-1\right)-\sigma_{F}\left(P_{-}=+1\right)\right]-\left[\sigma_{B}\left(P_{-}=-1\right)-\sigma_{B}\left(P_{-}=+1\right)\right]}{\left[\sigma_{F}\left(P_{-}=-1\right)+\sigma_{F}\left(P_{-}=+1\right)\right]+\left[\sigma_{B}\left(P_{-}=-1\right)+\sigma_{B}\left(P_{-}=+1\right)\right]} \\
& =\frac{\sigma\left(P_{-} \cos \theta<0\right)-\sigma\left(P_{-} \cos \theta>0\right)}{\sigma\left(P_{-} \cos \theta<0\right)+\sigma\left(P_{-} \cos \theta>0\right)}  \tag{1.68}\\
& =\frac{3}{4}\left[\frac{\left(g_{L}^{f}\right)^{2}-\left(g_{R}^{f}\right)^{2}}{\left(g_{L}^{f}\right)^{2}+\left(g_{R}^{f}\right)^{2}}\right]  \tag{1.69}\\
& =\frac{3}{4} A_{f} \tag{1.70}
\end{align*}
$$

where $\sigma\left(P_{-} \cos \theta\right)$ is shorthand notation for the integrals of the preceding equation.

### 1.4.4 Discussion of $A_{L R}$

The following are some of the highlights of the $A_{L R}$ measurement:

- It is a simple measurement. One just has to detect $Z^{\circ}$ decays and the corresponding initial electron polarization state, independent of the final state ${ }^{4}$ (excluding the $e^{+} e^{-}$final state ${ }^{5}$ ).
$-96 \%$ of all visible decays contribute. This is compared to only $\sim 4 \%$ of visible decays for either $A_{F B}^{\mu}$ or $A_{F B}^{b} .{ }^{6}$

[^4]Since virtually all final states contribute, there is almost no systematic error that results from measuring a specific $Z^{\circ}$ decay mode. The only significant source for systematic errors in $A_{L R}$ is from the measurement of the electron polarization which is completely decoupled from the measurement of the $Z^{\circ}$ 's. The uncertainty in measuring $A_{L R}$ is given by

$$
\begin{equation*}
\delta A_{L R}=\sqrt{\frac{1-\left(A_{L R}^{e x p}\right)^{2}}{\left(P_{-}\right)^{2} N}} \oplus A_{L R}\left(\frac{\delta P_{-}}{P_{-}}\right) \tag{1.71}
\end{equation*}
$$

where $N$ is the total number of $Z^{\circ}$ 's detected. The first term is the statistical error and the second is the systematic error resulting from the measurement of the polarization. With enough statistics, one is limited only by the precision of measuring the electron polarization.

- It is a robust measurement that is insensitive to:
- Acceptance effects (as long as one isn't preferentially accepting RH or LH polarized $Z^{\circ}{ }^{\prime}$ s).
- Resolution effects: one does not need to have a high resolution detector, one only needs to be able to differentiate between $Z^{\circ}$ decays and any background event present in the detector.
- Luminosity inefficiency: one does not necessarily have to detect an extremely high percentage of the events, as long as there is no left-right bias in the detected events.
- There is a small theoretical uncertainty (see section 4.2 ), dominated by the uncertainty in calculating the value of $\alpha$ at the $Z^{\circ}$ mass:

$$
\begin{equation*}
\delta A_{L R}^{\text {theory }}=0.0025 \tag{1.72}
\end{equation*}
$$

- It is insensitive to initial state radiative corrections.
- Compared with the other asymmetries, it combines three desired traits in the most favorable way.
- Magnitude: $A_{L R}$ is larger than the other asymmetries (except for $A_{F B}^{\text {pol,b }}$ ) making it easier to measure experimentally.
- Sensitivity to $\sin ^{2} \theta_{W}: A_{L R}$ is the most sensitive of all asymmetries to $\sin ^{2} \theta_{W}$ (see Fig. 1.9).


Figure 1.9: Electroweak asymmetries versus $\sin ^{2} \theta_{W}$.

- Independence of final states: Because $A_{L R}$ is virtually independent of the final state, it is the least sensitive of the asymmetries to QCD corrections, making it perfectly suited for precision tests of the electroweak sector of the MSM.
- The enhanced sensitivity to $\sin ^{2} \theta_{W}$ makes $A_{L R}$ very sensitive to virtual electroweak corrections and new particles that come into the loop corrections shown in Fig. 1.10. This point will be discussed in section 1.4.4.1.

(o)


(b)

Figure 1.10: (a) Oblique electroweak radiative corrections and (b) Higgs loops corrections.

### 1.4.4.1 Radiative Corrections

It has become conventional to absorb the effects of radiative corrections into the vector and axial-vector coupling constants, thereby creating "effective" coupling constants [8]. Redefining the couplings in such a manner allows the different observables to maintain their tree-level forms. Using these effective couplings $A_{L R}$ becomes

$$
\begin{equation*}
A_{L R}=\frac{2 v_{e}^{e f f} a_{e}^{e f f}}{\left(v_{e}^{e f f}\right)^{2}+\left(a_{e}^{e f f}\right)^{2}}=\frac{2\left(1-4 \sin ^{2} \theta_{W}^{e f f}\right)}{1+\left(1-4 \sin ^{2} \theta_{W}^{e f f}\right)^{2}} \tag{1.73}
\end{equation*}
$$

where

$$
\begin{align*}
a_{e}^{e f f} & =-\frac{1}{2}\left(1+\frac{\Delta \rho}{2}\right),  \tag{1.74}\\
v_{e}^{e f f} & =a_{e}^{\text {eff }}\left[1-4(1+\Delta k) s_{0}^{2}\right]  \tag{1.75}\\
& =a_{e}^{\text {eff }}\left[1-4 \sin ^{2} \theta_{W}^{e f f}\right] . \tag{1.76}
\end{align*}
$$

The quantities $\Delta \rho$ and $\Delta k$ contain all the electroweak radiative corrections not included in the photon vacuum polarization contribution. The quantity $s_{0}^{2}$ is equal to the tree level $\sin ^{2} \theta_{W}$ (defined in eq. 1.17) corrected only for photon vacuum polarization effects (contained in $\Delta \alpha$ ) in the following manner:

$$
\begin{equation*}
s_{0}^{2}\left(1-s_{0}^{2}\right)=\frac{\pi}{\sqrt{2} G_{F} M_{Z}^{2}}\left(\frac{\alpha}{1-\Delta \alpha}\right) \tag{1.77}
\end{equation*}
$$

For $(1-\Delta \alpha) / \alpha=128.8 \pm 0.1[9], s_{0}^{2}=0.23136$. Thus, $\sin ^{2} \theta_{W}^{e f f}$ is given by

$$
\begin{equation*}
\sin ^{2} \theta_{W}^{e f f}=s_{0}^{2}(1+\Delta k) \tag{1.78}
\end{equation*}
$$

The electroweak radiative corrections are related by the expression:

$$
\begin{equation*}
\Delta \rho \approx-\left(\frac{c_{0}^{2}-s_{0}^{2}}{c_{0}^{2}}\right) \Delta k \tag{1.79}
\end{equation*}
$$

In the limit of large $m_{t}, \Delta \rho$ can be broken up into two components:

$$
\begin{equation*}
\Delta \rho=\Delta \rho_{t}+\Delta \rho_{H} \tag{1.80}
\end{equation*}
$$

with

$$
\begin{align*}
\Delta \rho_{t} & \approx \frac{3 G_{F}}{8 \pi^{2} \sqrt{2}} m_{t}^{2} \\
& =0.0026\left(\frac{m_{t}}{M_{Z}}\right)^{2},  \tag{1.81}\\
\Delta \rho_{H} & \approx-\frac{3 G_{F} M_{W}^{2} \tan ^{2} \theta_{W}}{8 \pi^{2} \sqrt{2}} \ln \left(\frac{M_{H}^{2}}{M_{Z}^{2}}\right) \\
& =-0.0006 \ln \left(\frac{M_{H}^{2}}{M_{Z}^{2}}\right) . \tag{1.82}
\end{align*}
$$

Note the quadratic dependence on $m_{t}$ while there is only a logarithmic dependence on $M_{H}$. The difference arises from the way each is accounted for in the loop calculations of Fig. 1.10. Table 1.4 shows how various values of $m_{t}$ and $M_{H}$ contribute to $\Delta k$.

| $m_{t}(\mathrm{GeV})$ | $\Delta \bar{k}$ |
| :---: | :---: |
| 100 | -0.0045 |
| 150 | -0.0101 |
| 200 | -0.0179 |


| $M_{H}(\mathrm{GeV})$ | $\Delta k$ |
| :---: | :---: |
| 100 | +0.0002 |
| 200 | +0.0014 |
| 1000 | +0.0041 |

Table 1.4: $m_{t}$ and $M_{H}$ contributions to the radiative corrections of $\sin ^{2} \theta_{W}^{e f f}$.
Thus, to be sensitive to $m_{t}$ and $M_{H}, \sin ^{2} \theta_{W}^{e f f}$ must be measured to a precision of $\sim 0.1 \%$. As previously stated, this measurement alone is not enough to "measure" $m_{t}$ and $M_{H}$, it is only one piece of the puzzle and must be aided by other measurements. Ideally, if the top quark were discovered, a precision measurement of $\sin ^{2} \theta_{W}^{\text {eff }}$ would then place constraints on possible values of $M_{H}$. Any inconsistencies with other measurements would signal new physics beyond the MSM.

## Chapter 2

## Experimental Apparatus

### 2.1 SLAC Linear Collider

During the 1980's, SLAC's (Stanford Linear Accelerator Center) two-mile-long linear accelerator (linac) was modified to simultaneously accelerate bunches of longitudinally polarized electrons and unpolarized positrons to an energy of approximately 50 GeV and then collide them head-on. The modified linear collider (SLC) [10, 11] produces $Z^{\circ}$ 's at rest, which promptly decay. The decay properties of the $Z^{\circ}$ are measured by the detector surrounding the interaction point (IP). Average values for some basic SLC parameters, measured at the IP during the 1992 run, are listed in Table 2.1.

| $E_{\text {cm }}$ | 91.55 GeV |
| :--- | :---: |
| Number of $e^{-9} \mathrm{~s} / \mathrm{bunch}$ | $3 \times 10^{10}$ |
| Number of $e^{+\prime} \mathrm{s} /$ bunch | $3 \times 10^{10}$ |
| Bunch area $\left(e^{-}\right.$and $\left.e^{+}\right)$ | $2 \mu \mathrm{~m} \times 2 \mu \mathrm{~m}$ |
| Bunch length $\left(e^{-}\right.$and $\left.e^{+}\right)$ | 1.2 mm |
| Luminosity | $0.9 \times 10^{29} / \mathrm{cm}^{2} \mathrm{~s}$ <br>  <br> $e^{-}$polarization $\mathrm{Z}^{\circ} \mathrm{s} / \mathrm{hr}$ |

Table 2.1: The SLC beam parameters measured during the 1992 run.

### 2.1.1 Polarized Electron Source

Longitudinally polarized electron bunches are created by directing a photon beam, of a given helicity state, at a Gallium-Arsenide (GaAs) photocathode. The photocathode emits polarized bunches of electrons that are fed into the accelerator.

### 2.1.1.1 Polarized Light Source

The polarized light source (PLS) [12] component of the polarized electron source, is shown in Fig. 2.1. The laser is a flashlamp-pumped dye laser which produces a 5 mJ pulse for 750 ns at a rate of 120 Hz and a wavelength of 715 nm .


Figure 2.1: Polarized electron source [12].
As will be described in section 2.1.2, for each electron bunch that reaches the IP, another electron bunch is needed to create a positron bunch. In order to create two electron bunches from one laser pulse, each pulse is divided into two pulses by the laser pulse chopper (LPC). The LPC consists of two orthogonal polarizers separated by a Pockels cell. ${ }^{1}$ When turned on, the Pockels cell turns the linearly polarized

[^5]light into circularly polarized light, which then has a component along the axis of the second polarizer. When the Pockels cell is off, no light passes through the LPC because the light remains linearly polarized, perpendicular to the second polarizer. By toggling the voltage applied to the Pockels cell, the original laser pulse has been divided into two 2 ns pulses, separated by 60 ns .

The intensity of light striking the photocathode is regulated by the bunch intensity control (BIC). The BIC is composed of the same components as the LPC, except that the polarizers are aligned. By varying the voltage of the Pockels cell, one can add a component to the polarized light that will be removed when the light passes through the second polarizer. The laser beam energies are typically reduced to $5 \mu \mathrm{~J}$.

To produce circularly polarized light, the linearly polarized light passes through another Pockels cell. In order to reduce systematic effects, the voltage applied to the cell is randomly toggled between positive and negative voltages, giving positive- and negative-helicity states (respectively). The applied voltage is recorded and used in the later stages of the analysis.

The circularly polarized light enters a 20 m long transport line where it is focused by a 6 m focal length lens and redirected to the photocathode by 4 polarization compensating mirrors (the photons remain in the same helicity state).

The laser light striking the photocathode is $99 \%$ circularly polarized. By monitoring the emitted electron beam, it is determined that the helicity intensity has an asymmetry of less than $5 \times 10^{-4}$.

### 2.1.1.2 Polarized Electron Cathode

The photocathode is a 5 mm thick piece of GaAs, 18 mm in diameter, cut from a 3 in wafer. Absorption of the PLS photons raises the electrons in the valence band to the conduction band (Fig. 2.2) where a 120 kV voltage applied to the cathode removes the electrons from the cathode and begins to accelerate them [13, 14].

The left diagram in Fig. 2.2 shows the energy band structure versus the crystal momentum. ${ }^{2}$ At the bottom of the diagram are the valence bands. The conduction
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Figure 2.2: GaAs conduction bands [14].
band is separated from the valence band by a 1.52 eV band gap. The right diagram shows the allowed energy transitions for the absorption of a spin one photon with the relative transition rates in circles. The solid (dashed) arrows correspond to the absorption of a RH (LH) photon. The different transition rates between the angular momentum states are calculated using Clebsch-Gordan coefficients.

Absorption of a RH photon with $j_{z}=+1$ and energy between 1.52 eV and 1.86 eV (PLS photons have an energy of 1.73 eV ) will lead to the transition of an electron from the $P_{3 / 2}\left(m_{j}=-3 / 2\right)$ state to $S_{1 / 2}\left(m_{j}=-1 / 2\right)$ state three times more often than the transition $P_{3 / 2}\left(m_{j}=-1 / 2\right)$ to $S_{1 / 2}\left(m_{j}=1 / 2\right)$. This produces a net polarization of the electrons in the conduction band of $50 \%\left(\frac{3-1}{3+1}\right)$. The direction of the emitted electron is opposite that of the incident photon. Thus, an emitted electron with spin $m_{j}=-1 / 2(+1 / 2)$ corresponds to a RH (LH) electron.

Once the electrons have been raised to the conduction band, they need to be extracted from the crystal. To accomplish this, the work function must be overcome (Fig. 2.3(a)). Because GaAs is a poor emitter, increasing the electric field does not
momentum. The electron's crystal momentum is defined to account only for the time derivative of momentum due to external fields and not the periodic fields of the lattice [15].


Figure 2.3: Effect of cesium on the electron work function [14].
help very much. Coating the cathode with cesium lowers the free electron state ( $E_{\infty}$ ) to the conduction band (Fig. 2.3(b)). Coating the cathode with a thin layer of $\mathrm{Cs}_{2} \mathrm{O}$ causes $E_{\infty}$ to become lower than the conduction band, allowing the electrons to be easily removed (Fig. 2.3(c)). In practice, cesium and $\mathrm{NF}_{3}$ were deposited in alternate layers on the GaAs to lower the gap below the conduction band.

Fig. 2.4 is a plot of the polarization of several photocathodes versus the laser wavelength. For the 1992 run, it was decided to be conservative and use the bulk GaAs cathode which had given consistent results in test setups (the other cathodes were still under development and were not deemed reliable enough to be used for the actual run). The photoelectrons, created within the crystal, interact with the atoms of the crystal as they make their way to the surface. These interactions lead to a depolarization of the electrons. The maximum polarization attained with the bulk GaAs cathode was $28 \%$.

The other photocathodes shown in the plot achieve higher polarization by using a thinner cathode and/or straining the cathode, in order to break the degeneracy of the $P_{3 / 2}$ state. In the 1993 SLD run, the strained GaAs source was used in conjunction


Figure 2.4: Polarization of photoelectrons emitted from photocathodes.
with a higher wavelength laser producing an average polarization of $\sim 62 \%$ at the IP.
Aside from polarization, another unit of merit used to judge a photocathode is its quantum efficiency $(Q E)$. The quantum efficiency is defined as

$$
\begin{equation*}
Q E \equiv \frac{\text { number of photoemitted electrons }}{\text { number of incident photons }} \tag{2.1}
\end{equation*}
$$

The quantum efficiency of the bulk GaAs photocathode varied between ( $8-10$ )\%, directly after cesiation, and $3 \%$, before the cathode was recesiated. The process is repeated every 5 to 7 days. The cathode produced $4 \times 10^{10}$ electrons per pulse [11].

### 2.1.2 Linear Accelerator

At any given moment there are several electron and positron bunches in the accelerator. In order to understand the full cycle of operation at the SLC (see Fig. 2.5), begin with one positron bunch followed by two electron bunches as they are extracted from their respective damping rings and fed into the linac. The first two bunches (one of positrons and the leading electron bunch) continue down the linac and are accelerated to 47 GeV . At the end of the linac, they are separated, the positrons go into the right arc, while electrons are steered into the left arc. In the left arc, the electron spin precesses a net 26 times, arriving longitudinally polarized at the IP. The final


Figure 2.5: Schematic of the SLC. Arrows indicate the electron spin orientation, while the loops represent the electron spin precession in the arc.
focus magnets reduce the beam spot sizes from $250 \mu \mathrm{~m} \times 30 \mu \mathrm{~m}$, to $2 \mu \mathrm{~m} \times 2 \mu \mathrm{~m}$ before colliding the bunches at the IP. The particles that do not interact are transported to a beam dump where their energy is measured (see section 2.1.3). Before the electrons reach the beam dump, their polarization is measured by the Compton polarimeter (see section 2.2.1).

The third bunch (of electrons) is accelerated to 30 GeV and then diverted from the linac to a tungsten-rhenium target. The interaction of the bunch with the target creates a shower of electrons, positrons and photons. Low energy positrons ( $\sim 1 \mathrm{MeV}$ ) are selected and brought back to the beginning of the linac. Then, along with the two electron bunches from the polarized source, they are accelerated to 1.16 GeV and sent into their respective damping rings.

The 35 m circumference damping rings are designed to reduce the emittance of the electron (positron) bunches by a factor of 10 (30). One (two) machine cycle, 8 (16) msec, passes before the electrons (positrons) are fed back into the linac and the process is repeated.

For electrons, an additional beam parameter that needs to be dealt with in the damping ring is the longitudinal polarization. In eq. 1.14 , it was shown that the electron spin does not rotate the same amount as the momentum vector when passing through a bend magnet. For an electron bunch of a single energy, this is not catastrophic. One needs to count the number of times the bunch goes around the ring in order to calculate the direction of the electron spin upon exiting the ring. However, in reality, the electrons arrive at the damping ring with an energy spread, which would cause the bunch to become depolarized. To remedy this problem, the electron spin is rotated from the horizontal plane to the vertical plane, where it maintains its polarization, in spite of the rotations in the damping ring (see eq. 1.12).

To rotate the electron spin, the electrons are sent through a series of five dipole magnets in the linac-to-ring (LTR) transfer line (see Fig. 2.6). Each rotates the momentum vector by $32.8^{\circ}$, thereby rotating the electron spin by $90^{\circ}$. After passing through the five magnets, the electron spin has precessed $450^{\circ}$ in the horizontal plane and is perpendicular to the direction of motion. The electrons then pass through a

$\int \bar{B} d \rho=6.34 \mathrm{Tm}$



Figure 2.6: The SLC damping ring.
superconducting magnet with a solenoidal field, which rotates the spin into the vertical direction. Upon exiting the damping ring, the electrons pass through two more solenoids in the ring-to-linac (RTL) transfer line. Between the two RTL solenoids, virtually any spin orientation is achievable. This large degree of freedom is necessary because the arcs are aplanar and the spin precesses in both the horizontal and vertical planes. The RTL solenoids are tuned to match the arc rotations so that the spin will be longitudinally polarized at the IP.

It is worthwhile to note that electrons and positrons, when held in storage rings, can become transversely polarized through the emission of synchrotron radiation [14]. The asymptotic limit (in time) for transverse polarization is $92.38 \%$. It would take on the order of an hour for the transverse polarization to reach the $90 \%$ level in the SLC
damping rings. At the SLC, the electrons (positrons) spend only one (two) machine cycles, 8 (16) msec, in the damping ring. This results in a negligible increase in the transverse polarization of less than $\left(2 \times 10^{-3}\right) \%$ for either the electrons or positrons. Thus, the electron's polarization will not increase by a noticeable amount and the positrons will effectively remain unpolarized.

Depolorizing Effects There are three sources for spin depolarization at the SLC. The first is a result of running the damping rings below their design energy of 1.21 GeV . Because the magnets saturate at the design energy, the damping rings were run at 1.16 GeV . This caused the electron spin to rotate only $431.7^{\circ}$ (instead of $450^{\circ}$ ) in the LTR. The component of the spin left parallel to the direction of motion was lost in the damping ring. The transmission factor of $\cos \left(18.3^{\circ}\right)=0.95$ leads to a relative decrease in the polarization of $5 \%$. The second source of depolarization comes from the arcs. The mean bunch energy has a $\sim 0.25 \mathrm{GeV}$ spread [16], while the energy spread within a bunch is $\sim 0.14 \mathrm{GeV}$ [17]. After precessing a net $26 \times 2 \pi$ radians, the transmission factor for the arc is $\sim 0.85$. The third and least significant depolarization effect arises from beam-beam interactions at the IP. The beams deflect each other by $\sim 1 \operatorname{mrad}[18]$. From eq. 1.14, the transmission factor is found to be $\sim 0.995$.

The overall transmission factor is the product of the three, $\sim 0.80$. Thus, for an electron bunch with $28 \%$ polarization at the photocathode, the polarization after the IP is $\sim 22 \%$.

### 2.1.3 Energy Spectrometer

The electron and positron beam energies are measured by a pair of energy spectrometers (one for each beam) [19]. Each spectrometer is located 150 m past the IP, just before the beam dumps. The energy of the beam is measured by bending the beams through an analyzing magnet and measuring the angle by which the beams are deflected (see Fig. 2.7). The beam energy is related to the deflection angle $\theta$ by the


Figure 2.7: Schematic of the SLC beam-energy spectrometer.
expression:

$$
\begin{equation*}
E_{b e a m}=\frac{e}{\theta} \int|d \mathbf{l} \times \mathbf{B}| \tag{2.2}
\end{equation*}
$$

where $B$ is the magnetic field of the analyzing magnet and 1 lies along the path length.
To measure the angle of deflection, the beam is sent through a series of three dipole magnets. The first and third magnets bend the beam in the same plane, causing the beam to radiate parallel stripes of synchrotron radiation, while the second (analyzing) magnet bends the beam in the perpendicular plane by 18.286 mrad . The synchrotron stripes hit the wire imaging synchrotron radiation detector (WISRD) 15 m away. By measuring the distance between the two synchrotron stripes, one measures the scattering angle and thus, the energy.

Each WISRD detector is made up of two screens. Each screen contains 96 copper wires that are $75 \mu \mathrm{~m}$ wide and are spaced $100 \mu \mathrm{~m}$ apart (center to center). The wires are strung parallel to the synchrotron stripes. The synchrotron radiation Compton scatters electrons in the wires. The residual charge on the wires is sampled by a charge sensitive preamplifier, then amplified, shaped, digitized and read out. Typically, the synchrotron stripes will be spread out over 10 to 30 wires.

The quadrupole magnets located before the dipole magnets focus the beams to a point on the second screen in order to minimize the effect of the beams going through the screen.

A simulation of the beam transport system, predicts that 47.8 MeV is lost due to synchrotron radiation when 45.7 GeV beams are transported from the IP to the energy spectrometer. It is estimated that the absolute systematic uncertainty in measuring $E_{c m}$ is 40 MeV .

### 2.2 Polarimetery at SLAC

The two techniques used at the SLC to measure the electron polarization are $e^{-} e^{-}$ (Møller) and $e^{-} \gamma$ (Compton) scattering. Because of the poorer resolution of the Møller polarimeter ( $\Delta P_{-} / P_{-}=5 \%$ ), it was only used as a diagnostic check of the Compton polarimeter ( $\Delta P_{-} / P_{-}=2.7 \%$ ) and will not be described here (see ref. [14] for a thorough presentation of the technique). In addition, the location of the Compton polarimeter, relative to the IP, makes it a more desirable choice. The Møller polarimeter, located at the end of the linac, ${ }^{3}$ does not measure spin depolarization in arcs (see Fig. 2.5).

### 2.2.1 Compton Polarimeter

The Compton polarimeter measures the polarization of the electron beam by measuring the asymmetry in scattering RH and LH circularly polarized photons off polarized electrons.

### 2.2.1.1 Theoretical Background

Compton scattering is the scattering of photons off electrons. To lowest order, the process can be described by two Feynman diagrams, the $s$-channel (Fig. 2.8(a)) and the $u$-channel (Fig. 2.8(b)).

Electron polarization is measured by studying electrons that are back-scattered (at an angle of $180^{\circ}$ relative to the angle of incidence) in the cm frame. Before discussing the specific measurement, some of the expected physical properties are calculated [14, 20].
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(a)

(b)

Figure 2.8: Compton scattering Feynman diagrams for (a) s-channel and (b) $u$ channel processes.

First, because of some existing incorrect and ambiguous derivations in the literature for polarized compton scattering, a short derivation, as described in ref. [20] is presented. It will be shown that the differential cross section for back-scattered electrons is larger for parallel incident helicity states ( $j_{z}= \pm 3 / 2$ ) than for anti-parallel helicity states ( $j_{z}= \pm 1 / 2$ ).

The derivation consists of three steps. The first step is to show that for the special case of back-scattered electrons in the center of mass (cm) frame, the amplitude for the $u$-channel is larger. The Feynman propagator in the $u$-channel is proportional to $1 /\left(u-m_{e}^{2}\right)$ while the $s$-channel propagator is proportional to $1 /\left(s-m_{e}^{2}\right)$. In the cm frame, the four-vectors describing the interaction are

$$
\begin{align*}
p_{\mu}^{c m} & =\left(E_{c m}, 0,0, p_{c m}\right) \\
k_{\mu}^{c m} & =\left(k_{c m}, 0,0, k_{c m}\right)  \tag{2.3}\\
\left(p_{\mu}^{c m}\right)^{\prime} & =\left(E_{c m}, 0,0,-p_{c m}\right) \\
\left(k_{\mu}^{c m}\right)^{\prime} & =\left(k_{c m}, 0,0,-k_{c m}\right)
\end{align*}
$$

A schematic representation of this information is shown in Fig. 2.9. By definition, in the cm frame $p_{c m}$ equals $-k_{c m}$. The denominator of the $u$-channel propagator is given by

$$
u-m_{e}^{2}=\left[p_{\mu}^{c m}-\left(k_{\mu}^{c m}\right)^{\prime}\right]^{2}-m_{e}^{2}=m_{e}^{2}-2 p_{c m}\left(E_{c m}-p_{c m}\right)-m_{e}^{2}
$$


(a)

(b)

Figure 2.9: Back-scattered Compton interaction in the (a) initial state and (b) final state.

$$
\begin{align*}
& \approx-m_{e}^{2}  \tag{2.4}\\
& =-2.6 \times 10^{-7} \mathrm{GeV}^{2}
\end{align*}
$$

The invariant $s$ is the total energy squared in any frame. In the lab frame, for a 45.7 GeV electron $(E)$ and 2.33 eV photon $(k)$, the four-vectors used to calculate $s$ are

$$
\begin{align*}
p_{\mu} & =(E, 0,0, p) \\
k_{\mu} & =(k, 0,0, k)  \tag{2.5}\\
p_{\mu}^{\prime} & =\left(E^{\prime}, 0,0,-p^{\prime}\right) \\
k_{\mu}^{\prime} & =\left(k^{\prime}, 0,0,-k^{\prime}\right)
\end{align*}
$$

The denominator of the $s$-channel propagator is

$$
\begin{align*}
s-m_{e}^{2} & =\left(p_{\mu}+k_{\mu}\right)^{2}-m_{e}^{2}=(E+k)^{2}-(\vec{p}+\vec{k})^{2}-m_{e}^{2} \\
& \approx 4 E k  \tag{2.6}\\
& =4.3 \times 10^{-7} \mathrm{GeV}^{2}
\end{align*}
$$

Therefore, the $u$-channel amplitude is larger than that of the $s$-channel.
Next, the coupling of the electron and photon helicity states to each channel is analyzed. Since the electron-photon system does not have orbital angular momentum, the spin angular momentum must be conserved ( $\Delta j_{z}=j_{z}^{\text {initial }}-j_{z}^{\text {final }}=0$ ). The photon has a spin of one and the electron has a spin of $1 / 2$. If angular momentum is to be conserved when the electron is back-scattered, both particles must flip their helicity. This can be seen by considering $j_{z}$ of the incident photon. If the helicity does not flip, then $\Delta j_{z}^{\gamma}= \pm 2$. To conserve angular momentum, the electron would
need 2 units of spin to compensate, which it does not have ( $\Delta j_{z}^{e}= \pm 1$ or 0 ). A similar argument shows that if the electron were to remain in the same helicity state ( $\Delta j_{z}^{e}= \pm 1$ ), then the photon would be unable to compensate for it. The only angular momentum conserving process occurs when $\Delta j_{z}^{\gamma}=\Delta j_{z}^{e}=0$, that is, they both flip their helicity. ${ }^{4}$

The last step of the derivation associates each channel with an angular momentum state. There are four angular momentum states that the electron and photon can be in. They are the $j_{z}= \pm 3 / 2$ states, where the spins are parallel (Fig. 2.10(a)), and the $j_{z}= \pm 1 / 2$ states, where the spins are anti-parallel (Fig. 2.10(b)). In Fig. 2.11,


Figure 2.10: Compton scattering angular momentum diagrams for (a) $j_{z}=3 / 2$ (parallel spins) and (b) $j_{z}=1 / 2$ (anti-parallel spins) states.
this information is overlayed on the Feynman diagrams of Fig. 2.8. The numbers in parenthesis are the values of $j_{z}$ in each leg in the diagram. In $s$-channel processes, $j_{z}$ for the intermediate electron is the sum of $j_{z}^{e}$ (initial) and $j_{z}^{\gamma}($ initial $)$, while in the $u$-channel process, it is the difference between $j_{z}^{e}($ initial $)$ and $j_{z}^{\gamma}$ (final).

Both the $s$-channel, $j_{z}=3 / 2$ configuration (Fig. 2.11(a)), and the $u$-channel, $j_{z}=1 / 2$ configuration (Fig. 2.11(d)), proceed through the exchange of a spin $3 / 2$ electron and are not allowed. Combining this result with that of the comparison between the $u$ and $s$ propagators, shows that the cross section for back-scattered electrons in the $u$-channel, with $j_{z}=3 / 2$ (Fig. 2.11(b)), will be larger than that of electrons in the $s$-channel, with $j_{z}=1 / 2$ (Fig. 2.11(c)).
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Figure 2.11: Angular momentum conservation in Compton back-scattering for the (a) $s$-channel, $j_{z}=3 / 2$, (b) $u$-channel, $j_{z}=3 / 2$, (c) $s$-channel, $j_{z}=1 / 2$ and (d) $u$-channel, $j_{z}=1 / 2$.

### 2.2.1.2 Kinematics of Compton Scattering

In the specific case of the Compton polarimeter, 2.33 eV photons collide with the 45.7 GeV electron beam at an angle of incidence of 10 mrad . Because of the large mismatch in energy, the velocity of the $\mathrm{cm}, \beta_{c m}$, is larger than the velocity of the electrons in the $\mathrm{cm}, \beta_{e}=p_{c m} / E_{c m}$. Therefore, all the scattered electrons will continue to propagate along the direction of the incident electrons. The relevant kinematic variables of the interaction, in the lab frame, are shown in Fig. 2.12. The largest angle they can scatter in the lab is given by

$$
\begin{equation*}
\left(\tan \theta_{e}\right)_{\max }=\frac{p_{c m}}{\gamma_{c m} E_{c m}} \frac{1}{\sqrt{\left(\beta_{c m}\right)^{2}-\frac{\left(p_{c m}\right)^{2}}{\left(E_{c m}\right)^{2}}}} \tag{2.7}
\end{equation*}
$$



Figure 2.12: Compton interaction in the lab frame.
where $\beta_{c m}$ is the velocity of the cm , while $E_{c m}$ and $p_{c m}$ refer to the electron in the cm , as defined in eq. 2.3. In the limit of $E \gg m_{e} \gg k$, substitution of the beam parameters into this equation gives $\left(\theta_{e}\right)_{\max }=9.3 \mu \mathrm{rad}$. Therefore, all the scattered electrons will remain parallel to the beam direction and $\cos \left(\theta_{e}+\theta_{k}\right) \approx \cos \theta_{k}$.

Using the variables defined in Fig. 2.12, the final state variables can be calculated as a function of the initial state variables. In terms of the initial variables, $s$ was found in eq. 2.6 to be

$$
\begin{equation*}
s=(E+k)^{2}-(\vec{p}+\vec{k})^{2} \approx m_{e}^{2}+4 E k \tag{2.8}
\end{equation*}
$$

After the interaction, $s$ is given by

$$
\begin{equation*}
s=\left(E^{\prime}+k^{\prime}\right)^{2}-\left(\overrightarrow{p^{\prime}}+\vec{k}^{\prime}\right)^{2}=m_{e}^{2}+4 E^{\prime} k^{\prime}-2 p^{\prime} k^{\prime} \cos \theta_{k} . \tag{2.9}
\end{equation*}
$$

First, consider the special case of back-scattered electrons in the cm frame. This corresponds to $\theta_{k}=0$. Both the photon and electron are collinear and propagate along the direction of the initial electron. The electron has the smallest energy allowed kinematically ( $E_{\min }^{\prime}$ ) and the photon is scattered with its largest energy ( $k_{\max }^{\prime}$ ). Eqs. 2.8 and 2.9 can be solved for the ratio:

$$
\begin{equation*}
\alpha \equiv \frac{k_{\max }^{\prime}}{E_{\min }^{\prime}}=\frac{4 k E}{m_{e}^{2}} \tag{2.10}
\end{equation*}
$$

From the conservation of energy, $E \approx E^{\prime}+k^{\prime}, E_{\min }^{\prime}$ and $k_{\max }^{\prime}$ are found to be

$$
\begin{equation*}
E_{\min }^{\prime}=E \frac{1}{1+\alpha}=E y \tag{2.11}
\end{equation*}
$$

$$
\begin{equation*}
k_{\max }^{\prime}=E \frac{\alpha}{1+\alpha}=E(1-y) \tag{2.12}
\end{equation*}
$$

where $y$ is defined as

$$
\begin{equation*}
y \equiv \frac{1}{1+\alpha}=\frac{1}{1+\frac{4 k E}{m_{e}{ }^{2}}} \tag{2.13}
\end{equation*}
$$

The variable $y$ represents the largest kinematically allowed fractional energy loss the electron can undergo.

In the general case when the two final particles are not colinear, eqs. 2.8 and 2.9 can be set equal to each other and written as

$$
\begin{equation*}
m_{e}^{2}+4 k E=m_{e}^{2}+2 k^{\prime} E^{\prime}-2 k^{\prime} p^{\prime} \cos \theta_{k} . \tag{2.14}
\end{equation*}
$$

For small $\theta_{k}$, as will be the case when the electron is back-scattered,

$$
\begin{align*}
k^{\prime} & =E y \frac{1}{1+y\left(\frac{E \theta_{k}}{m_{e}}\right)^{2}}  \tag{2.15}\\
& =E y x  \tag{2.16}\\
& =k_{\max }^{\prime} x \tag{2.17}
\end{align*}
$$

and

$$
\begin{align*}
E^{\prime} & =E-k^{\prime}  \tag{2.18}\\
& =E(1-x y) \tag{2.19}
\end{align*}
$$

where $x$ is defined as

$$
\begin{equation*}
x \equiv \frac{1}{1+y\left(\frac{E \theta_{k}}{m_{e}}\right)^{2}} \tag{2.20}
\end{equation*}
$$

The angular dependence of the photon's fractional energy loss is contained in $x$.
To develop sensitivity to these variables, substitute the relevant beam parameters at the SLC. For a 45.7 GeV electron and 2.33 eV photon, $y=0.38$ which gives $E_{\text {min }}^{\prime}=17.4 \mathrm{GeV}$ and $k_{\text {max }}^{\prime}=28.4 \mathrm{GeV}$. Photons can scatter at all angles, although, as $\theta_{k}$ increases, their energy drastically decreases relative to their maximum. Photons scattered at $95 \mu \mathrm{rad}$ are down to 1 GeV , while at 3 mrad , they have an energy of only 1 MeV .

The longitudinal electron polarization $P_{-}$and the photon polarization $P_{\gamma}$ are related to the polarized Compton differential cross section, $d \sigma_{p} / d x$, through the expression [21]:

$$
\begin{equation*}
\frac{d \sigma_{p}}{d x}=\frac{d \sigma_{u}}{d x}\left[1-P_{\gamma} P_{-} A(x)\right] \tag{2.21}
\end{equation*}
$$

where the unpolarized differential cross section $d \sigma_{u} / d x$ is given by

$$
\begin{equation*}
\frac{d \sigma_{u}}{d x}=2 \pi r_{e}^{2} y\left\{1+\frac{x^{2}(1-y)^{2}}{1-x(1-y)}+\left[\frac{1-x(1+y)}{1-x(1-y)}\right]^{2}\right\} \tag{2.22}
\end{equation*}
$$

the asymmetry function $A(x)$ is given by

$$
\begin{equation*}
A(x)=2 \pi r_{e}^{2} y[1-x(1+y)]\left\{1-\frac{1}{[1-x(1-y)]^{2}}\right\}\left(\frac{d \sigma_{u}}{d x}\right)^{-1} \tag{2.23}
\end{equation*}
$$

and $r_{e}$ is the classical electron radius. Note, for back-scattered electrons, $A(x=1)$ is greater than zero and eq. 2.21 displays the correct helicity dependence discussed in section 2.2.1.1, that is, parallel spin states have a larger differential cross section than anti-parallel spin states.

### 2.2.1.3 Measuring the Electron Longitudinal Polarization (Overview)

The Compton polarimeter has two major components: a polarized light source and an electron spectrometer. The polarimeter measures the electron beam polarization continuously throughout the SLD run in intervals of 20,000 SLC cycles (approximately three minutes). For each polarimeter run, the value of $P_{-}$is determined.

Fig. 2.13 gives an overview of how the Compton polarimeter fits into the SLC/SLD configuration, while Fig. 2.14 is a simple schematic of the detector, highlighting its essential components. The electrons that did not interact at the SLC $e^{+} e^{-}$IP are transported 33 m along a straight path, in order to preserve their polarization, to the $e^{-} \gamma$ (Compton) IP, CIP. There, they collide with a circularly polarized laser beam (see section 2.2.1.4) [22]. The crossing angle between the incident electrons and photons is 10 mrad (this has a negligible affect on the kinematic expressions derived in section 2.2.1.2). The scattered electrons range in energy from 17.4 GeV to


Figure 2.13: Overview of the SLD and the Compton polarimeter.


Figure 2.14: Schematic of the Compton polarimeter.
45.7 GeV . Because they are scattered at angles on the order of the angular dispersion of the beam (which is approximately $11 \mu \mathrm{rad}$ ), they remain colinear to the incident electron beam. The electron bunch then passes through two bend magnets that give the electrons a combined transverse momentum kick of $833 \mathrm{MeV} / \mathrm{c}$, dispersing them in the horizontal plane. The deflected electrons pass through a thin stainless steel
window, leaving the SLC vacuum. They are detected by a pair of multichannel detectors, a 9 -channel Cherenkov detector and a 16 -channel proportional tube detector. ${ }^{5}$ The detectors are located 3.57 m and 3.87 m past the bend center of the magnets, respectively (see Fig. 2.15). The angle of deflection and thus the distance from the undeflected beamline, $t$, are related to the energy through eq. 2.2. By a transformation of variables, eq. 2.21 can be expressed as

$$
\begin{equation*}
\frac{d \sigma_{p}}{d t}=\frac{d \sigma_{u}}{d t}\left[1-P_{\gamma} P_{-} A(t)\right] \tag{2.24}
\end{equation*}
$$

The measurement of $P_{-}$is simplified by measuring the Compton asymmetry $A^{c}(t)$, rather than the differential cross section. $A^{c}(t)$ is defined as

$$
\begin{align*}
& A^{c}(t) \equiv \\
& \\
& \quad \frac{\sigma\left(P_{\gamma} \text { parallel to } P_{-}, j_{z}= \pm 3 / 2 ; t\right)-\sigma\left(P_{\gamma} \text { anti-parallel to } P_{-}, j_{z}=\mp 1 / 2 ; t\right)}{\sigma\left(P_{\gamma} \text { parallel to } P_{-}, j_{z}= \pm 3 / 2 ; t\right)+\sigma\left(P_{\gamma} \text { anti-parallel to } P_{-}, j_{z}=\mp 1 / 2 ; t\right)}  \tag{2.25}\\
& =P_{\gamma} P_{-} A(t),
\end{align*}
$$

where $\sigma$ is a short-hand notation referring to the differential cross section evaluated at $t$. $A^{c}(t)$ is measured twice, once for each electron spin state. For a given distance $t$, by measuring $A^{c}(t)$ and $P_{\gamma}$ and calculating $A(t)$, the electron polarization can be deduced from eq. 2.25. The sign of the polarization is determined by measuring the absolute sign of $A^{c}(t)$. For electrons that are back-scattered in the cm frame, $A^{c}(t)$ is positive.

For a set $P_{-}$, the number of scattered electrons seen in the $i^{\text {th }}$ channel of the multichannel detector is given by

$$
\begin{equation*}
N_{i}^{ \pm}=N_{i}^{0}+\mathcal{L}_{c}^{ \pm} \int \frac{d \sigma_{u}}{d t}\left[1 \pm\left|P_{\gamma} P_{-}\right| A(t)\right] r_{i}(t) d t \tag{2.26}
\end{equation*}
$$

where: $+/$ - refers to the photon helicities that are parallel/anti-parallel to those of the electron; $N_{i}^{0}$ is the background reading of the channel; $\mathcal{L}_{c}^{ \pm}$is the luminosity at the CIP; $r_{i}(t)$ is the response function of the channel; and the integral is over all $t$. Ideally, $r_{i}(t)$ is a step function, equal to 1 across the width of the channel and
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## Compton Detectors



Figure 2.15: Compton electron detectors.
zero elsewhere. In practice, material in front of the detector and in between the channels causes $r_{i}(t)$ to deviate from being a perfect step function. The experimental asymmetry $A_{i}^{c}$ measured in the $i^{\text {th }}$ channel is

$$
\begin{equation*}
A_{i}^{c} \equiv \frac{N_{i}^{+}-N_{i}^{-}}{N_{i}^{+}+N_{i}^{-}-2 N_{i}^{0}} \tag{2.27}
\end{equation*}
$$

Assuming $\mathcal{L}_{c}^{+}=\mathcal{L}_{c}^{-}$, eq. 2.27 reduces to

$$
\begin{align*}
A_{i}^{c} & =P_{\gamma} P_{-} \frac{\int \frac{d \sigma_{u}}{d t} A(t) r_{i}(t) d t}{\int \frac{d \sigma_{u}}{d t} r_{i}(t) d t} \\
& =P_{\gamma} P_{-} a_{i} \tag{2.28}
\end{align*}
$$

The value of the asymmetry function $A(t)$ averaged over the $i^{\text {th }}$ channel, weighted by the unpolarized cross section and the channel response function, is called the analyzing power of the $i^{\text {th }}$ channel, $a_{i}$, which is defined as

$$
\begin{equation*}
a_{i} \equiv \frac{\int \frac{d \sigma_{u}}{d t} A(t) r_{i}(t) d t}{\int \frac{d \sigma_{u}}{d t} r_{i}(t) d t} \tag{2.29}
\end{equation*}
$$

Solving eq. 2.28 for the electron polarization gives a measurement of $P_{-}$for each detector channel:

$$
\begin{equation*}
P_{-}=\frac{A_{i}^{c}}{P_{\gamma} a_{i}} \tag{2.30}
\end{equation*}
$$

In the more general case, $\mathcal{L}_{c}^{+}$and $\mathcal{L}_{c}^{-}$are unequal. Defining the Compton luminosity asymmetry $A_{\mathcal{L}}^{c}$ as

$$
\begin{equation*}
A_{\mathcal{L}}^{c} \equiv \frac{\mathcal{L}_{c}^{+}-\mathcal{L}_{c}^{-}}{\mathcal{L}_{c}^{+}+\mathcal{L}_{c}^{-}} \tag{2.31}
\end{equation*}
$$

leads to a generalization of eq. 2.28:

$$
\begin{equation*}
A_{i}^{c}=\frac{A_{\mathcal{L}}^{c}+P_{\gamma} P_{-} a_{i}}{1+A_{\mathcal{L}}^{c} P_{\gamma} P_{-} a_{i}} . \tag{2.32}
\end{equation*}
$$

Solving eq. 2.32 for the electron polarization gives

$$
\begin{equation*}
P_{-}=\frac{A_{\mathcal{L}}^{c}-A_{i}^{c}}{P_{\gamma} a_{i}\left(A_{i}^{c} A_{\mathcal{L}}^{c}-1\right)} \tag{2.33}
\end{equation*}
$$

No detectable luminosity asymmetry was observed, so eq. 2.30 will be used. This point will be addressed in section 2.2.1.6.

### 2.2.1.4 Compton Polarized Light Source (CLS)

The photons that scatter off the electrons are generated by a frequency doubled Nd:YAG laser. The laser produces a $7 \mathrm{~ns}, 50 \mathrm{~mJ}$ pulse at 532 nm . The laser is pulsed once every 11 beam crossings. The ten intermediate crossings are used to measure the beam background. The light passes through a linear polarizer followed by a $\lambda / 4$ Pockels cell, whose voltage is randomly switched between positive and negative voltages, producing RH- and LH-circularly polarized light. Directly after the Pockels cell, the polarization of the laser light is measured. The RH polarization is measured to be $(99.7 \pm 0.1) \%$, while the LH polarization is measured to be $(99.2 \pm 0.1) \%$.

The photons are transported down to the SLC beampipe, 40 m away, through an evacuated transport line. The transport line contains a series of four phasecompensating pairs of mirrors, a focusing lens and four vacuum windows.

The RMS width of the photon beam is $750 \mu \mathrm{~m}$ (which is larger than the $350 \mu \mathrm{~m}$ of the electron beam). The timing of the laser and its direction, relative to the electron beam, can be varied. They are continuously monitored and optimized so that the signal in the electron detector is maximized.

The photon polarization is measured directly at the CIP [23] by removing the section of the SLC beampipe surrounding the CIP. It is replaced by a rotating linear polarizer followed by either a joule-meter or a photodiode to measure the intensity of the transmitted light. Because of phase shifts caused by elements in the transport line, the light at the CIP is elliptically polarized. The polarizer is rotated in order to find the minimum and maximum intensities reaching the joule-meter. The minimum (maximum) intensity is a measure of the semi-minor (semi-major) axis of the ellipse.

The net circular polarization is given as ${ }^{6}$ :

$$
\begin{equation*}
P_{\gamma}=2 \frac{\sqrt{I_{\max } I_{\min }}}{I_{\max }+I_{\min }}, \tag{2.37}
\end{equation*}
$$

where $I_{\min }\left(I_{\max }\right)$ is the intensity measured by the joule-meter when the polarizer is aligned with the semi-minor (semi-major) axis of the ellipse. By rotating the polarizer $180^{\circ}$ relative to the initial measurement, two measurements are made for both $I_{\max }$ and $I_{\text {min }}$. The complete set of measurements was carried out twice, once at the beginning of the run and then at the end. The first time, the intensity was measured with a joule-meter and the second time, it was measured with a photodiode.

The photon polarization is measured for both RH- and LH- photon helicities. $P_{\gamma}$ is the average of the two measurements. The systematic error on $P_{\gamma}$ is taken to be the difference between $P_{\gamma}$ and the separate helicity measurements ( $\Delta P_{\gamma} / P_{\gamma}=1 \%$ ). The values of $P_{\gamma}$ measured before and after the run were the same.

There are additional uncertainties that result from fluctuations in the system that arise from the degradation and misalignment of the many optical components over time. The laser polarization is monitored continuously throughout the run both on the laser bench (directly after the Pockels cell) and at the analysis box (located after the CIP). On the laser bench, the light passing through the Pockels cell is partially reflected towards a prism. The prism splits the elliptically polarized light along its semi-major and semi-minor axes. The prism is aligned with the elliptical axes of the light in order to maximize $I_{\max }$ and minimize $I_{\min }$. Two joule-meters simultaneously measure $I_{\text {max }}$ and $I_{\text {min }}$ for each pulse. The photons arriving at the analysis box

$$
\begin{align*}
& \quad{ }^{6} \text { Elliptically polarized light can be expressed as a superposition of } R H \text { and } L H \text { polarized light. } \\
& \text { The electromagnetic waves describing } R H \text { and LH light propagating along the } z \text { axis can be written } \\
& \text { as } \\
& \qquad \begin{array}{l}
\vec{E}_{R}=E_{R}^{0}[\hat{i} \cos (k z-\omega t)+\hat{j} \sin (k z-\omega t)], \\
\vec{E}_{L}=E_{L}^{0}[\hat{i} \cos (k z-\omega t)-\hat{j} \sin (k z-\omega t)],
\end{array} \tag{2.34}
\end{align*}
$$

with $\vec{E}_{\text {elliptic }}=\vec{E}_{R}+\vec{E}_{L}$. The intensity of a beam is $I=1 / 2|\vec{E}|^{2}$. Thus, the polarization is simply

$$
\begin{equation*}
P_{\gamma}=\frac{I_{R}-I_{L}}{I_{R}+I_{L}}=\frac{E_{R}^{2}-E_{L}^{2}}{E_{R}^{2}+E_{L}^{2}}=2 \frac{\sqrt{I_{\max } I_{\min }}}{I_{\max }+I_{\min }}, \tag{2.36}
\end{equation*}
$$

where $I_{\text {min }}=1 / 2\left(E_{R}-E_{L}\right)^{2}$ and $I_{\text {max }}=1 / 2\left(E_{R}+E_{L}\right)^{2}$.
undergo an additional uncompensated phase shift relative to their state at the CIP. In addition, the prism in the analysis box is not optimally aligned with the elliptical axes of the photon polarization. Therefore, only the laser bench polarization measurements are used to track the time dependent shifts of the CLS. These fluctuations add an additional $1 \%$ to the relative systematic error.

The overall absolute systematic error is conservatively estimated to be $2 \%$ and the photon polarization is measured to be ( $93 \pm 2$ ) \% .

### 2.2.1.5 Cherenkov Detector

The nine-channel threshold Cherenkov detector [22, 24] is located 355.8 cm downstream from the bendpoint of the analyzing magnets. Each of the channels projects back to the bendpoint and covers a constant opening angle. The dimensions of the fifth channel are $1 \mathrm{~cm} \times 1.5 \mathrm{~cm} \times 20 \mathrm{~cm}$. Mirrored aluminum walls, $250 \mu \mathrm{~m}$ wide, separate the channels. The channels are filled with a non-scintillating gas, $\beta$-butylene, held at a pressure of 1.0 atm . The threshold for producing Cherenkov photons in the gas is approximately 10 MeV . It is estimated that the photon collection efficiency for 253.7 nm photons is over $50 \%$. The photons are detected at the end of the channel by a Hamamatsu R1398 photomultiplier tube.

A retractable 8 mm piece of lead (1.4 radiation lengths) is placed between the detector and the incident electrons. The lead preradiator serves two purposes: first, it reduces the noise caused by beam-related photons and second, it increases the signal from the incident electron's shower by a factor of approximately four. One side effect of the lead is that the shower can spread to neighboring channels.

In eq. 2.30 , it was shown that the measured asymmetry, $A_{i}^{c}$, was divided, in part, by the analyzing power, $a_{i}$, in order to deduce $P_{-}$. Each channel makes a separate measurement of $P_{-}$. However, it was not possible to extract the channel-to-channel correlations since only polarimeter run time averaged values (and not the pulse-bypulse values) of $N_{i}^{ \pm}$and $N_{i}^{0}$ are written to tape. Since $A_{7}^{c}$ has the largest asymmetry, it was used to calculate $P_{-}$, while the other channels served as a consistency check. In the beginning of the run, channel 7 was not active, so channel 6 was used. ${ }^{7}$

[^10]The analyzing powers are completely determined by the theoretical functions, $d \sigma_{u} / d t$ and $A(t)$, the simulated detector response function and knowledge of the distance of the channel, $t$, from the undeflected beamline. The measured asymmetries are sensitive to detector linearity and the effects of electronic noise.

Spectrometer Calibration The first step in calculating the analyzing powers is to develop a simulation of the detector and the interacting particles. An EGS Monte Carlo was used to simulate the electromagnetic interactions and model the response function for each detector channel. The simulation took into account the beam parameters and detector components.

In addition to the response function, knowledge of the magnet bend strength and the location of the detector are needed. The bend strength provides information on the deflection of the electrons from the beamline, according to their energy. The detector location, together with the bend strength give the expected value of $A(t)$ in each channel.

The location of the detector is determined by measuring two "landmarks" of the asymmetry function $A(t)$. The landmarks correspond to two final state electron energies. The first is the kinematic endpoint to which the electrons with the lowest final state energy ( 17.36 GeV ) are scattered. Beyond that point, only beam backgrounds are measured. The second point is located where $A(t)$ is zero, corresponding to scattered electrons with a final state energy of 25.16 GeV . Here, the measured asymmetry is insensitive to electron beam polarization fluctuations. Of the nine detector channels, the first six are completely contained within the kinematically allowed region of $A(t)$, while the seventh channel straddles the kinematic endpoint. The eighth and ninth only measure beam related backgrounds.

To calibrate the position of the detector relative to the beamline, a scan of the kinematic endpoint is carried out using the sixth channel. The detector is moved away from its nominal position and the response of channel 6 is measured. As it passes through the endpoint, the response begins to drop off. This point can be measured to a precision of 0.03 cm .
channel 7.

Between channels 2 and $3, A(t)$ is approximately linear. The location of the zero-asymmetry point, is calculated using the expression:

$$
\begin{equation*}
A_{0}=\left|\frac{A_{2}}{A_{3}-A_{2}}\right| \tag{2.38}
\end{equation*}
$$

where $A_{2}\left(A_{3}\right)$ is the measured asymmetry in the second (third) channel and $A_{0}$ is the location of the zero-asymmetry point expressed as the fractional channel width deviation from the center of channel 2. $A_{0}$ was measured to be $0.22 \pm 0.1$. An additional 0.01 is added to this to account for the nonlinearity of $A(t)$ and $d \sigma_{u} / d x$, and the effects of showering, as indicated by the EGS simulation. Thus, the zeroasymmetry point has been measured to be 0.23 cm away from the center of channel 2 .

As a consistency check, the momentum kick supplied by the bend magnet can be measured and compared to its nominal value (measured independently by the SLC). Given the dimensions of the detector, the distance between these two points is $5.26 \pm 0.03 \mathrm{~cm}$. Therefore, the transverse momentum kick the electrons receive at the bend magnet is measured by the Cherenkov detector to be: $(827.9 \pm 5.3) \mathrm{MeV} / \mathrm{c}$. The nominal value of the bend magnet is $833 \mathrm{MeV} / \mathrm{c}$, giving a difference of $0.6 \%$.

The $\pm 0.03 \mathrm{~cm}$ uncertainty in the determination of the endpoint corresponds to a relative error of $\pm 0.49 \%$ ( $\pm 0.18 \%$ ) in the analyzing power of channel $6(7)$. The weighted relative uncertainty in the analyzing powers is $0.2 \%$.

In Fig. 2.16, the calculated analyzing powers for each channel are overlayed on the asymmetry function, $A(t)$.

Stability of the kinematic endpoint is monitored by comparing the ratio of the background subtracted signals in channel 7 to those of channel 2. Channel 2 is one of the inner channels and is less sensitive to movement of the endpoint. The deviation in the ratio of signals measured over the course of the run constrains the endpoint to be within 0.025 cm of the position defined in the endpoint scan. This uncertainty is approximately the same size as the uncertainty of the endpoint scan.

Combining these uncertainties in determining the position of the detector corresponds to relative uncertainty in the analyzing powers of $0.4 \%$.

The average relative uncertainty in the measured asymmetries due to the nonlinearity in the response of the photomultiplier tube is $1.5 \%$.


Figure 2.16: Compton analyzing powers [24].

Two types of electronic cross-talk are observed in the channel readouts. The first is a result of pickup of the laser switch. The second is due to cross-talk between the channels themselves. They contribute $0.3 \%$ and $0.1 \%$, respectively, to the relative error of the measured asymmetries.

The discrepancy between the run averaged polarization measured for channels 6 and 7 , leads to a relative error of $0.9 \%$ in the polarization. The reason for this discrepancy has not been determined and it will be treated as part of the overall systematic error.

### 2.2.1.6 Compton Polarimeter Results

Quality cuts were placed on the results of each polarimeter run. Runs were discarded for the following reasons: the total signal and background subtracted signal were too low, the number of events per laser-electron orientation in a run was less than 5 and the absolute error on the measured electron polarization was greater than $5 \%$. Table 2.2 lists the average systematic errors on the quantities measured by the

Compton polarimeter per polarimeter run. In Fig. 2.17, the 1992 SLD run averaged values of the measured asymmetries, $\left\langle A_{i}^{c}\right\rangle$, are overlayed on the theoretically expected asymmetry function, $A(t)$, multiplied by the measured laser polarization of $93 \%$ and electron polarization of $22.4 \%$. The errors on $\left\langle A_{i}^{c}\right\rangle$ are negligible. If $\mathcal{L}_{c}^{+}$did not equal $\mathcal{L}_{c}^{-}$, as was assumed, then the measured values of $\left\langle A_{i}^{c}\right\rangle$ would be displaced relative to the theoretically derived quantity $P_{-} P_{\gamma} A(t)$ (see eq. 2.33). This effect is not observed.

| Source of Error | $\delta P_{-} / P_{-}(\%)$ |
| :--- | :---: |
| Laser polarization | 2.0 |
| Position calibration | 0.4 |
| Linearity | 1.5 |
| Electronic cross-talk | 0.4 |
| Channel consistency | 0.9 |
| Total | 2.7 |

Table 2.2: Relative systematic errors of the Compton polarimeter [23, 24].

### 2.3 SLAC Large Detector

The decay products of the $Z^{\circ}$ are measured in the SLAC Large Detector (SLD), a $4 \pi$ detector optimized for precision measurements of these particles [25]. The SLD is composed of several subsystems (see Fig. 2.18), each designed to measure a specific part of the decay. A vertex detector (VXD) and drift chamber placed in a 0.6 T axial magnetic field provide high precision charged particle tracking and momentum measurements. Charged particle identification is made with the Cherenkov ring imaging detector (CRID). Three different sampling calorimeters ${ }^{8}$ measure the energy of the particles. They are the silicon-tungsten calorimeter (LUM), the lead-liquid argon calorimeter (LAC) and the iron-streamer tube calorimeter (also called the warm iron
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Figure 2.17: Measured Compton asymmetry in the Cherenkov detector [24]. The lower horizontal axis is the distance from the undeflected beamline (what was defined as the variable $t$ in section 2.2.1.3). The upper horizontal axis is the energy of the scattered electrons.
calorimeter or WIC). The LUM measures the luminosity of the accelerator. The LAC is sensitive to electromagnetic and hadronic showers. The WIC is used for additional hadronic calorimetry, muon tracking and flux return of the magnetic field.

Even though the detector is cylindrically symmetric, because the experimental observables are readily expressed in spherical coordinates, the detector is segmented in spherical coordinates. The polar angle $\theta$ is measured relative to the beam axis. The azimuthal angle $\phi$ describes rotations around the beam axis. The longitudinal or radial direction describes distances from the IP. In the usual right-handed cartesian coordinate system, $z$ is defined to be along the beam axis, $\theta=0, x$ coincides with $\phi=0$ and $y$ is perpendicular to $x$ and $z$.

The drift chamber, CRID, LAC and WIC are made up of barrel and endcap components which cover the central $(|\cos \theta| \lesssim 0.82)$ and forward/backward $(|\cos \theta| \gtrsim 0.82)$ regions of the volume around the IP.
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Figure 2.18: Quadrant view of the SLD. Dashed lines indicate the boundaries of the projective tower geometry.

### 2.3.1 Vertex Detector

Immediately surrounding the IP is the VXD [25, 26]. The VXD uses silicon pixels to increase the tracking resolution of the drift chamber by making high precision measurements of particle tracks around the IP. This added precision enables one to distinguish between secondary and primary vertices in the decays of heavy quarks and taus. Typically, the vertices are separated by 2 to 4 mm .

Making use of charge-coupled devices (CCD), the VXD is able to measure 3D information on the tracks. A CCD is semiconductor device consisting of a matrix of pixels, where each pixel has a surface area of a few $\mu \mathrm{m}^{2}$ [27]. Each pixel is a potential
well, storing the ionization information of the particle which traversed it. Charge coupling refers to the ability to transfer that information to the neighboring pixel by manipulating the voltage of the potential well. To read out a CCD, all the rows are shifted by one so that row $i$ becomes row $i-1$. The first row is transferred to a shift register which then reads out each column. The process is repeated until all the rows have been processed. This takes approximately 50 msec per CCD.

The VXD contains 480 CCDs arranged in groups of eight on ladders (see Table 2.3). The ladders are arranged in four concentric cylinders of radii 29.5, 33.5, 37.5 and 41.5 mm around the beampipe. The cylinders are aligned such that any particle emitted at an angle $|\cos \theta| \leq 0.77$ will pass through at least two cylinders.

|  | CCD Parameters |
| :--- | :---: |
| Pixel cell size | $22 \mu \mathrm{~m} \times 22 \mu \mathrm{~m}$ |
| Area of CCD | 385 pixels $\times 578$ pixels $\left(8.5 \times 12.7 \mathrm{~mm}^{2}\right)$ |
| Number of pixels $/ \mathrm{CCD}$ | 222,530 |
| Track cluster size | $80 \%$ of charge deposited in 1 to 2 pixels |


| VXD Parameters |  |
| :--- | :---: |
| Active area of ladder | $8.5 \times 100 \mathrm{~mm}^{2}$ |
| Number of ladders | 60 |
| Total number of pixels | 107 Mpixels |
| Readout time | $152 \mathrm{~ms}(19$ beam crossings $)$ |
| Spatial resolution $(x y)$ | $10 \mu \mathrm{~m}$ |
| Spatial resolution $(r z)$ | $8 \mu \mathrm{~m}$ |

Table 2.3: Vertex detector parameters [25].
During event reconstruction, drift chamber tracks are extrapolated back through the VXD and are linked to hits in the vertex detector. The efficiency for linking tracks is approximately $96 \%$.

### 2.3.2 Drift Chamber

Most of the charged particle tracking is carried out by the drift chambers. There is a central drift chamber (CDC) covering the barrel region [25, 28] and four endcap
drift chambers (ECDC) covering the forward/backward regions. The large amount of beam backgrounds made it hard to extract useful data from the ECDCs.

The CDC is a cylindrical annulus, centered around the beampipe. It is 2 m long with an inner radius of 0.2 m and an outer radius of 1.0 m . The volume is filled with a $\mathrm{CO}_{2}$-Ar-Isobutane gas.

The building blocks of the detector are cells that create electric fields (see Fig. 2.19). As the particles pass through the gas, they ionize the molecules. Applying voltages to the guard and field-shaping wires will cause the liberated electrons to drift towards a series of high resistance anode sense wires at a constant velocity of $9 \mu \mathrm{~m} / \mathrm{ns}$. As they near the guard wire, they are accelerated by the field around it towards the sense wire. This increase in energy leads to secondary ionization of the gas, which in turn leads to an avalanche of $\sim 10^{5}$ electrons that are detected by the sense wire. There are


Figure 2.19: Central drift chamber cell [25]. Sense wires are shown as $\times$, guard wires as - and field wires as .
eight sense wires per cell. The CDC is made up of 640 cells arranged in 10 concentric superlayers. The layers alternate between giving axial and stereo information. The stereo layers are angled at $\pm 41$ mrad with respect to the beam axis:

The cells provide $x y$ information by measuring the drift time to the wire ( $\leq 3.3 \mu \mathrm{sec}$ ). For a constant drift velocity, the drift distance is then calculated.

The spatial resolution (in $x y$ ) for each wire is approximately $100 \mu \mathrm{~m}$. Each wire is read out at both ends. Therefore, by measuring the charge division on the wire, the $z$ position is determined. The error in determining the $z$ position is $\pm 4 \mathrm{~cm}$.

Charge Division The charge division technique enables one to determine the location of the avalanche along the sense wire. The method requires a high resistance wire with amplifiers attached at each end. When an avalanche occurs at some point along the wire, it produces a current in the wire. Each amplifier integrates the current passing through it , thus measuring the charge. The measured charge in each amplifier is inversely proportional to the resistance along its path. For an avalanche occurring a distance $x$ left of the center of a wire of length $L$, the relative charge measured by each amplifier is

$$
\begin{equation*}
\frac{Q_{\text {Right }}}{Q_{\text {Left }}}=\frac{\frac{1}{2} L-x}{\frac{1}{2} L+x}, \tag{2.39}
\end{equation*}
$$

which can be solved for $x$ to give

$$
\begin{equation*}
x=\frac{L}{2}\left(\frac{Q_{\text {Left }}-Q_{\text {Right }}}{Q_{\text {Left }}+Q_{\text {Right }}}\right) . \tag{2.40}
\end{equation*}
$$

### 2.3.3 Cherenkov Ring Imaging Detector

Charged particle identification is obtained from the Cherenkov ring imaging detector (CRID) [25,29]. It is based on the principle that particles traveling faster than the speed of light in a medium will emit light at a constant angle, relative to the direction of motion. The angle of emission is related directly to the particle's velocity. Thus, measurement of the particle's momentum in the drift chamber, combined with a measurement of its velocity in the CRID, enables the identification of the mass of the particle.

As a particle passes through a dielectric medium, at velocities above the speed of light in that medium, $c / n$, where $n$ is the index of refraction of the medium, it polarizes nearby atoms, which coherently emit photons at an angle, $\theta$, relative to its path. The emission angle is determined by the particle velocity, $\beta c$, and the index of refraction of the medium. They are related through the equation:

$$
\begin{equation*}
\cos \theta=\frac{1}{\beta n} . \tag{2.41}
\end{equation*}
$$

The effect only takes place when $\beta>1 / n$.
For a given medium, there is a velocity threshold, $\beta_{t}=1 / n$, below which no photons will be radiated coherently. When the particle's velocity passes that threshold $\left(\beta>\beta_{t}\right)$, the opening angle increases. It saturates at $\theta_{\max }=\cos ^{-1}(1 / n)$, when $\beta$ equals 1 . The opening angle at the saturation point, for a given gas, will be the same for all particle types. Particle identification takes place only in the region where the velocity is above threshold and below saturation. Since the saturation point is defined by $n$, use of media with different $n$ varies the range of velocities that one is sensitive to.

The barrel CRID uses two media (see Table 2.4). Particles pass through both liquid and gas radiators. The liquid radiator is able to differentiate between low energy particles, while the gas radiator was chosen to be sensitive to the higher energy particles.

|  | Liquid | Gas |
| :---: | :---: | :---: |
| Radiator material | $\mathrm{C}_{6} \mathrm{~F}_{14}$ | $70 \% \mathrm{C}_{5} \mathrm{~F}_{12}$ and $30 \% \mathrm{~N}_{2}$ |
| Index of refraction (for $\lambda=190.7 \mathrm{~nm}$ ) | 1.277 | 1.001725 |
| Thickness of radiator | 1 cm | $\sim 45 \mathrm{~cm}$ |
| Cherenkov Angle (for $\beta=1$ ) | 672 mrad | 59 mrad |
| Radius of Cherenkov ring (for $\beta=1$ ) | 17 cm | 2.9 cm |
| Local angle resolution | $\sim 12 \mathrm{mrad}$ | $\sim 4 \mathrm{mrad}$ |
| Cumulative misalignment resolution | $\sim 10 \mathrm{mrad}$ | $\sim 10 \mathrm{mrad}$ |
| Number of photoelectrons (for $\beta=1$ ) | $\sim(13-16)$ | $\sim(7-9)$ |
| Momentum threshold: |  |  |
| $e$ | $\sim 1 \mathrm{MeV} / \mathrm{c}$ | $\sim 9.5 \mathrm{MeV} / \mathrm{c}$ |
| $\pi$ | $0.23 \mathrm{GeV} / \mathrm{c}$ | $2.6 \mathrm{GeV} / \mathrm{c}$ |
| $K$ | $0.80 \mathrm{GeV} / \mathrm{c}$ | $9.1 \mathrm{GeV} / \mathrm{c}$ |
| $p$ | $1.5 \mathrm{GeV} / \mathrm{c}$ | $17.3 \mathrm{GeV} / \mathrm{c}$ |
| Particle separation at $90^{\circ}$ (@ 3 $\sigma$ level) | Both radiators |  |
| $e / \pi$ | $0.2-6.2 \mathrm{GeV} / \mathrm{c}$ |  |
| $\mu / \pi$ | $\left\{\begin{array}{l}0.2-1.1 \mathrm{GeV} / \mathrm{c} \text { liquid } \\ 2.1-3.8 \mathrm{GeV} / \mathrm{c} \text { gas }\end{array}\right.$ |  |
| $\pi / K$ | $0.23-23 \mathrm{GeV} / \mathrm{c}$ |  |
| $K / p$ | $0.80-37 \mathrm{GeV} / \mathrm{c}$ |  |

Table 2.4: Barrel CRID parameters [25, 29].


Figure 2.20: Schematic of the barrel CRID [29].
Photons created in both media are detected in a drift box (see Fig. 2.20). Photons produced in the liquid radiator simply propagate into the drift box, while the photons produced in the gas radiator are focused back to the drift box by a series of spherical mirrors (of focal length $\sim 50 \mathrm{~cm}$ ). The drift box (active area $126.8 \mathrm{~cm} \times 30.7 \mathrm{~cm} \times 5.6 \mathrm{~cm}$ ) is filled with a gaseous mixture of $\mathrm{C}_{2} \mathrm{H}_{6}$ and $0.1 \%$ TMAE (Tetrakis Dimethyl Amino Ethylene). The photons pass through the quartz faces of the drift box and photoionize the TMAE. TMAE has a high quantum efficiency ( $\sim 40 \%$ ) in the range of 170 to 220 nm . An electric field ( $400 \mathrm{~V} / \mathrm{cm}$ ) enclosing the drift box causes the liberated electrons to drift at a constant velocity ( $\sim 4.385 \mathrm{~cm} / \mu \mathrm{s}$ ) towards a series of anode sense wires. As in the case of the drift chamber, when the electrons near the sense wires, they are accelerated, causing an avalanche of electrons ( $\sim 10^{5}$ ) to reach the anode. The coordinates (see Fig. 2.21) of the point of absorption of the photon are measured by the electron drift time ( $z$ ),


Figure 2.21: Schematic of the barrel CRID drift box [29].
wire address ( $x$ ) and charge division along the high resistance anode wire ( $y$ ) to a precision of approximately $1 \mathrm{~mm} \times 1 \mathrm{~mm} \times 2 \mathrm{~mm}$, respectively. Each drift box contains 93 carbon anode wires, of diameter $7 \mu \mathrm{~m}$, spaced 3.175 mm apart.

Fig. 2.22 is a preliminary result of particle identification using liquid rings measured in hadronic $Z^{\circ}$ decays. Similar plots using gas rings have been made.

In the forward/backward regions, particle identification is made using the endcap CRIDs. They operate on the same principle as the barrel. In the endcaps, only the gas radiator was implemented. The gas used is $\mathrm{C}_{4} \mathrm{~F}_{10}$. During the 1992 run, they were not operational.

### 2.3.4 Lead-Liquid Argon Calorimeter

The LAC is a parallel plate-liquid argon sampling calorimeter [25, 30]. It is used to measure the energy of the particles in a $Z^{\circ}$ decay. The detector is segmented into four radial layers to provide information on the shower development. The two innermost layers (called EM1 and EM2) are finely segmented and measure the energy of electromagnetic showers to high precision. The outer two layers (called HAD1 and HAD2) are more coarsely segmented and are designed to absorb hadronic showers. Together, EM1 and EM2 form the EM section while HAD1 and HAD2 form the HAD


Figure 2.22: (a) Spectrum of measured Cherenkov angles (from liquid rings) in hadronic $Z^{\circ}$ decays. (b) and (c) show vertical slices of (a), demonstrating the ability to identify different particles [29].
section of the LAC.
The LAC is divided into three separate systems, one cylindrical barrel (covering $|\cos \theta|<0.83$ ) and two endcap plugs (covering $0.82<|\cos \theta|<0.99$ ), which fit inside the barrel.

In each system, all four radial layers are immersed in a single volume of liquid argon. The cryogenics for each of the three components (barrel and endcaps) are controlled separately. Each calorimetry system is completely contained in a dewar and cooled by liquid nitrogen flowing through tubes mounted inside the dewar. The temperature is controlled by regulating the pressure in the nitrogen tubes.

Fundamentally, the LAC detects the amount of charge resulting from ionization
of the liquid argon by particles traversing it. That charge is directly proportional to the energy loss of the incident particle. The building blocks of the LAC are leadliquid argon cells. Each cell is composed of a liquid argon ionization chamber, located between parallel lead electrodes, held apart by plastic spacers (Fig. 2.23). Lead has


Figure 2.23: The structure of a LAC cell [30].
a two-fold use. It absorbs the high energy particles, creating showers of lower energy particles that in turn ionize the liquid argon. In addition, it is used as electrodes to detect the electrons liberated through the ionization process. One lead layer is a continuous plate held at ground. The other layer is composed of segmented tiles held at high voltage $(2 \mathrm{kV})$. The lateral size of the tiles defines the area of the cell. The thickness of the lead and liquid argon defines how much energy will be deposited in each cell. Table 2.5 lists the thickness (in units of mm, radiation length ${ }^{9} \mathrm{X}_{0}$ and absorption length ${ }^{10} \lambda$ ) of each layer in the EM and HAD sections. The sampling fraction ${ }^{11}$ for the EM (HAD) section is $18.5 \%$ ( $7 \%$ ).

[^12]|  | EM cell |  |  | HAD cell |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Material | mm | $\mathrm{X}_{0}$ | $\lambda$ | mm | $\mathrm{X}_{0}$ | $\lambda$ |
| Lead | 2.00 | 0.357 | 0.0117 | 6.00 | 1.071 | 0.0351 |
| Liquid argon | 2.75 | 0.020 | 0.0033 | 2.75 | 0.020 | 0.0033 |
| Lead | 2.00 | 0.357 | 0.0117 | 6.00 | 1.071 | 0.0351 |
| Liquid argon | 2.75 | 0.020 | 0.0033 | 2.75 | 0.020 | 0.0033 |
| Total per cell | 9.50 | 0.754 | 0.0300 | 17.50 | 2.182 | 0.0768 |

Table 2.5: Thickness of the LAC unit cells [25].

| Layer | Cells | mm | $\mathrm{X}_{0}$ | $\lambda$ |
| :--- | ---: | ---: | ---: | :---: |
| EM1 | 8 | 76.0 | 6.03 | 0.24 |
| EM2 | 20 | 190.0 | 15.08 | 0.60 |
| EM (total) | 28 | 266.0 | 21.11 | 0.84 |
| HAD1 | 13 | 227.5 | 28.37 | 1.00 |
| HAD2 | 13 | 227.5 | 28.37 | 1.00 |
| HAD (total) | 26 | 455.0 | 56.74 | 2.00 |
| LAC (total) |  | 721.0 | 77.85 | 2.84 |

Table 2.6: Readout structure of LAC layers [25].

Cells are connected together radially to create projective towers (see Table 2.6). The charge accumulated in all the cells of a tower is combined to produce a single readout. The amount of accumulated charge is digitized by an analog-to-digital converter (ADC), transforming the charge into ADC counts. To maintain a constant projective area for the incident particles, the area of the tiles varies as a function of the distance from the IP. Keeping a constant projective area throughout the detector results in towers having the same response, independent of their location. The area covered by the EM towers completely contains the lateral spread of an electromagnetic shower. The EM towers are segmented into 192 azimuthal bins of $\delta \phi=33 \mathrm{mrad}$. The polar angle segmentation varies from $\delta \theta=36 \mathrm{mrad}$, at $z=0 \mathrm{~m}$, to $\delta \theta=21 \mathrm{mrad}$, at $z=3.1 \mathrm{~m}$. The HAD towers are twice as large in $\theta$ and $\phi$ (see Table 2.7).

The endcaps are segmented similarly to the barrel, except at small polar angles, where the $\phi$ segmentation is decreased to maintain a constant area perpendicular to

| Layer |  | Tile size (in mm) |  |  |  |
| :--- | :--- | ---: | ---: | ---: | ---: |
|  |  | at $z=0 \mathrm{~m}$ |  | at $z=3.1 \mathrm{~m}$ |  |
|  | Entrance tiles | $6 \phi$ | $\delta z$ | $\delta \phi$ | $\delta z$ |
|  | Exit tiles | 62 | 70 | 60 | 123 |
| EM2 | Entrance tiles | 63 | 70 | 63 | 125 |
|  | Exit tiles | 69 | 77 | 69 | 143 |
| HAD1 | Entrance tiles | 144 | 160 | 144 | 257 |
|  | Exit tiles | 158 | 176 | 158 | 266 |
| HAD2 | Entrance tiles | 159 | 177 | 159 | 268 |
|  | Exit tiles | 172 | 192 | 172 | 276 |

Table 2.7: Geometry of LAC barrel tiles [25].
the shower.
There are 32,448 towers in the barrel and 8,640 towers in each of the endcaps. All 41,088 towers in the LAC are read out every beam crossing.

The EM section's $21 \mathrm{X}_{0}$ contains $99 \%$ of the energy of a 45 GeV electron. The LAC's total thickness of $2.84 \lambda$ contains approximately $85 \%$ of the energy in hadronic $Z^{\circ}$ decays. The WIC absorbs the remaining $15 \%$ of the energy.

Studying 45 GeV electrons, the resolution of the EM section is estimated to be $\sigma(E) / E=15 \% / \sqrt{E}(E$ is in GeV$)$. The resolution of the HAD section is determined by comparing the momentum measurement in the drift chamber of isolated tracks with the LAC's energy response. Preliminary results show the resolution to be $\sigma(E) / E=55 \% / \sqrt{E}(E$ is in GeV$)$.

Energy Scale The conversion of ADC counts to GeV involves several steps [31]. A muon deposits energy in the LAC through ionization. The liberated electrons in the liquid argon are accumulated and transformed into ADC counts.

Given the energy required to ionize an argon atom, 23.6 eV , the energy loss of a muon, when traversing liquid argon, is $2.11 \mathrm{MeV} / \mathrm{cm}$. The number of liberated electrons per MeV deposited in the liquid argon is 42,373 . The response of the ADC is such that 1 ADC count equals 8011 electrons. The are some inefficiencies in the method with which the electrons are counted. Accounting for those inefficiencies, it is found that an energy loss of 1 MeV in the liquid argon equals
2.64 ADC counts. The last step in calculating the total energy deposited in a LAC tower is to divide the energy loss in the liquid argon by the sampling fraction. For muons, the energy scale is defined by

$$
\begin{align*}
& \text { EM section: } 1 \mathrm{GeV}=488 \mathrm{ADC} \text { counts, }  \tag{2.42}\\
& \text { HAD section: } 1 \mathrm{GeV}=185 \mathrm{ADC} \text { counts. } \tag{2.43}
\end{align*}
$$

To account for the inefficiency of a capacitor used in reading out the accumulated charge, there is an additional factor of $\sim 0.8$ (it varies from tower to tower) that one needs to divide the ADC counts by.

Electromagnetic showers deposit more energy than muons in the lead, that is, they have a smaller sampling fraction. Therefore, the energy of electromagnetic showers measured in the muon energy scale is divided by a factor called the $e / \mu$ ratio that corrects the detector response to electromagnetic showers. Hadronic showers are even less efficient at depositing energy in the liquid argon. The appropriate correction factor there is called the $\pi / \mu$ ratio, which the energy of hadronic showers, measured in the muon energy scale, is divided by. Initial results have shown $e / \mu$ to be 0.69 , while $\pi / \mu$ is 0.49 . Because that analysis had not been completed when this analysis was done, the LAC measurements presented here will all be in the muon energy scale. On average, the LAC response to a $Z^{\circ}$ decaying hadronically (which is only $\sim 85 \%$ of the total hadronic shower) is 35 GeV in the muon energy scale, while the response to $e^{+} e^{-}$final states is $\sim 63 \mathrm{GeV}$.

### 2.3.5 Warm Iron Calorimeter

The outermost layer of the SLD is the WIC [25, 32]. The WIC is made up of alternating layers of streamer-tube sampling chambers and iron plates. It use is three-fold. The first use is to absorb the remaining $15 \%$ of the hadronic showers in its four absorption lengths of material. In addition, it tracks muons that traverse the entire detector. Finally, the iron serves as a flux return for the 0.6 T solenoidal magnetic field.

The streamer tubes are made of $100 \mu \mathrm{~m}$ diameter beryllium-copper wires strung in high resistivity, graphite coated, extruded plastic channels ( $9 \mathrm{~mm} \times 9 \mathrm{~mm}$ ). There are eight channels in a module. The length of the modules varies, the longest being 8.6 m . The tubes are filled with a nonflammable gas mixture of $88 \%$ carbon dioxide, $9.5 \%$ isobutane and $2.5 \%$ argon. The wires are held at a voltage of 4.75 kV , while the channel walls are grounded. Ionizing particles create streamer discharges in the tubes, which in turn induce signals on two external readout electrode sheets sandwiching the module. The combination of a module and electrode sheets is called a chamber.

The readout electrodes are copper-clad fiberglass sheets. One sheet is made up of copper strips that run parallel to the tubes. The other sheet is divided into quadrilateral pads. The strips are used to track muons. The pads dimensions are designed so that when pads on neighboring layers are connected together, they will continue the projective geometry of the LAC.

There are 14 layers of 5 cm thick iron alternating with streamer tube chambers. The WIC is divided into two radial layers, each $2.1 \lambda$ thick. Following the seventh and fourteenth iron layers are double layer chambers. There, in addition to the regular layout, is a second tube module, with two layers of strips laid transverse to the tubes. These give two-dimensional information for improved muon tracking. The barrel WIC is segmented into 8 azimuthally symmetric units.

In all, there are approximately 80,000 strip and 8,000 tower channels that are read out. It takes 0.8 ms to read out the entire WIC.

The expected energy resolution of the WIC is $\sigma(E) / E=80 \% / \sqrt{E}(E$ is in GeV ), which will give a combined (LAC and WIC) hadronic energy resolution of $\sigma(E) / E=60 \% / \sqrt{E}(E$ is in GeV$)$.

### 2.3.6 Luminosity Monitor

The integrated luminosity of the SLC is determined by dividing the measured number of Bhabha ( $e^{+} e^{-} \rightarrow e^{+} e^{-}$) events accepted at small polar angles (relative to the beampipe) by the calculated cross section [25, 33, 34]. At small angles, the cross section is dominated by the photon $t$-channel process (see Fig. 2.24). This cross section has been calculated to high precision. For every hadronic $Z^{\circ}$ decay, there are


Figure 2.24: Feynman diagram for the $t$-channel photon process.
approximately 2.5 small-angle Bhabha events.
Two identical luminosity monitors are located on opposite sides of the IP. Each luminosity monitor is made up of 23 tungsten alloy radiator layers alternated with layers of silicon diodes mounted on G10 circuit boards. The tungsten alloy ( $90 \%$ tungsten and $10 \% \mathrm{Cu}-\mathrm{Ni}$ ) plates are 3.5 mm thick ( $0.92 \mathrm{X}_{0}$ ) and spaced 8 mm apart. The silicon layers are $300 \mu \mathrm{~m}$ thick ( $0.003 \mathrm{X}_{0}$ ) corresponding to a sampling fraction of $1.44 \%$ for muons. Each silicon layer is segmented into 160 cells, approximately $1 \mathrm{~cm}^{2}$ in size, to give angular information (Fig. 2.25). The G10 is $800 \mu \mathrm{~m}$ thick ( $0.004 \mathrm{X}_{0}$ ).


Figure 2.25: Cell layout in the first LUM layer.

Each cell is a reverse biased diode. Therefore, without any incident particles, the current flowing through the diode is only due to thermally excited electrons. When a shower propagates through the diode, the particles ionize atoms in the silicon increasing the current flowing in the diode. The increase in the current is a direct measurement of the energy loss due to ionization.

The first layer of tungsten is 101 cm from the IP. The LUM covers the polar angular region of 28 mrad to 65 mrad . The electronic readout from the cells of the first six layers and those from the remaining 17 layers are grouped together to form two projective towers called LUM-EM1 and LUM-EM2, respectively. The first tower is $5.5 \mathrm{X}_{0}$ and the second is $15.6 \mathrm{X}_{0}$. Together, they contain more than $99.5 \%$ of a 45 GeV electromagnetic shower. The resolution of the detector for measuring the energy of electrons is $\sigma(E) / E=20 \% / \sqrt{E}(E$ is in GeV ).

## Chapter 3

## Event Selection

Event selection at the SLD is comprised of two parts. The first is an online event trigger, designed to be as efficient ${ }^{1}$ and fast as possible in detecting $Z^{\circ}$ decays, while rejecting background events. An event passing the trigger is written to tape and then analyzed by the second part, an offline filter. This is a higher level process that examines the event characteristics in an attempt to create a data sample of high purity. ${ }^{2}$

For reasons to be explained in section 3.2, the offline filter was designed to identify events where the $Z^{\circ}$ decayed into either quark or tau pairs. The combined online trigger and offline filter yielded 10,224 such events. The combined online trigger and offline filter efficiency for detecting quark pair events was estimated to be ( $90 \pm 2$ ) \%, based on the measured luminosity [35], and the efficiency for detecting tau events was estimated to be approximately $30 \%$, based on Monte Carlo studies.

Note, as discussed in the paragraph of section 2.3.4 describing the energy scale of the LAC, all LAC energies in this chapter are in the muon energy scale. In that scale, $Z^{\circ}$ 's decaying into quark pairs deposit $\sim 35 \mathrm{GeV}$ in the LAC, while $e^{+} e^{-}$final states deposit $\sim 63 \mathrm{GeV}$.
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### 3.1 Trigger

The components of the SLD used to trigger on an event rely on either tracking (CDC and WIC strips) or calorimetry (LUM and LAC) information. These components process the data quickly ( $\sim 4 \mathrm{msec}$ ) in order to accept or veto an event [36]. The SLD data acquisition is described in detail in ref. [37] and will not be discussed here.

The trigger attempts to separate two types of beam backgrounds from the $Z^{\circ}$ decays. One type of background event results from low energy electrons and photons that scatter off various beamline elements and apertures. The trigger vetoes those events by requiring tracks in the CDC to have a large opening angle and the energy deposited in the LAC to be above a threshold. The other background events result from the tails of the electron and positron bunches interacting with collimators, up stream from the IP, creating muons $\left(Z e^{ \pm} \rightarrow Z e^{ \pm} \gamma \rightarrow Z e^{ \pm} \mu^{+} \mu^{-}\right)^{3}$ that traverse the SLD parallel to the beampipe. In the LAC, these so-called "SLC muons" deposit small amounts of energy in many towers. The average response of each tower due to ionization by the SLC muons is approximately $\sim 80(200) \mathrm{MeV} /$ tower in the EM(HAD) layers [38]. A single SLC muon will typically deposit a total of 3 to 6 GeV in the LAC through ionization. Setting high trigger tower thresholds will reduce their effect. A large number of SLC muons passing through the CDC will produce a large amount of ionization. This can either erroneously set the Tracking trigger (which will be defined momentarily), causing the detector to be read out frequently, leading to a large percentage of time that the detector cannot take data or it can trip the CDC's high voltage, rendering it inoperable for several minutes until its voltage can be ramped back up. To reduce the effects of periods of noisy beam conditions, the rate that the Tracking trigger can be set is limited. The remaining background sources are dealt with in the offline filter.

There are seven different triggers that cause either all or part of the detector to be read out. They are listed in Table 3.1.
"WAB" refers to wide-angle Bhabhas, which are $e^{+} e^{-}$final states $\left(e^{+} e^{-} \rightarrow e^{+} e^{-}(\gamma)\right.$ ) detected in the LAC.

[^14]| Trigger name | Systems read out |  | $\begin{array}{\|c} \text { Typical } \\ \text { rate }(\mathrm{Hz}) \\ \hline \end{array}$ | Description |
| :---: | :---: | :---: | :---: | :---: |
|  | Cal. only | ALL |  |  |
| Energy | $\checkmark$ |  | 0.25 | LAC energy is greater than 4 GeV . Towers included in sum are above threshold of $154 / 154 / 811 / 811 \mathrm{MeV}$ for EM1/EM2/HAD1/HAD2. |
| WAB |  | $\sqrt{ }$ | $<0.01$ | EM LAC energy is greater than 15 GeV and the CDC must be ready to take data. Only EM towers above threshold of $154 / 154 \mathrm{MeV}$ for EM1/EM2 are included in sum. |
| LUM | $\sqrt{ }$ |  | 0.25 | Energy sum for each LUM monitor is greater than 12.5 GeV (electron energy scale). Towers included in sum are LUM-EM2 towers above a 1.25 GeV threshold. |
| Tracking |  | $\sqrt{ }$ | 0.05 | At least 2 CDC tracks, separated by an opening angle $(\delta \phi)$ of at least $30^{\circ}$. Rate limited to 0.1 Hz . |
| Hadronic |  | $\sqrt{ }$ | 0.01 | At least 1 CDC track and satisfies Energy trigger. |
| Muon |  | $\sqrt{ }$ | 0.05 | Requires WIC strip tracks in opposite barrel WIC octants. Rate limited to 0.05 Hz . |
| Random |  | $\checkmark$ | 0.05 | Reads out all detector every 2,400 beam crossings. Used for background studies. |

Table 3.1: The SLD trigger conditions [34, 39].
As previously stated, the LAC tower trigger thresholds are set higher than the average energy deposited by most SLC muons [38]. The actual readout thresholds, used only to eliminate electronics noise, are much lower ( $5 / 8 / 41 / 41 \mathrm{MeV}$ for EM1/EM2/HAD1/HAD2).

To be considered a CDC track, the particle must have hit at least nine (out of ten) layers and at least 6 (out of 8 ) sense wires per cell. The Tracking trigger is rate limited to maximum of 10 triggers every 100 seconds, so that when the background rate is high, the trigger will not continuously fire.

A WIC muon track consists of hits in at least 4 (out of seven) layers in both longitudinal units. Because of the excessive number of SLC muons hitting the WIC, the Muon trigger is rate limited to 0.05 Hz .

Typical readout time [36] for the calorimeters is 90 msec ( 11 beam crossings), while for the entire detector it's 200 msec ( 25 beam crossings). For the 1992 run, there were $\sim 10^{6}$ Energy triggers and $2.6 \times 10^{6}$ total triggers.

### 3.2 Offline Filter

In principle, all $Z^{\circ}$ decays $\left(Z^{\circ} \rightarrow f \bar{f}\right)$ can be used to measure $A_{L R}$. However, the $e^{+} e^{-}$ final state contains a significant contribution from the parity conserving $t$-channel photon exchange, in addition to the $s$-channel $Z^{\circ}$ decay. Since this contribution dilutes the asymmetry, all $e^{+} e^{-}$events are removed from the data sample. Because of the relatively small branching ratio of $Z^{\circ} \rightarrow \mu^{+} \mu^{-}(3.3 \%)$, combined with the inefficiency of detecting them amidst the SLC muon backgrounds, they are not included in this analysis.

The filter presented here is completely calorimetery based. Under normal conditions, because of the ease and precision available in detecting charged particles in the drift chamber, one would prefer to use it instead of, or at least, in conjunction with the calorimeter. However, only $\sim 80 \%$ of all events were recorded with drift chamber data. The reasons for this were alluded to earlier. Under noisy conditions, the CDC would be reading out the previously triggered event, while the LAC was ready for a new one. When the beam conditions were very noisy, the drift chamber high voltage would trip, causing the drift chamber to be off until the high voltage could be brought back up. Furthermore, because the endcap drift chambers were not functional, events that were forward peaked did not have tracking information.

A potential option might have been to use those events where there was drift chamber data, as a cross check on the calorimetry based filter, to identify possible background events. However, the background events that passed the calorimetry based filter were strongly correlated to the very reasons there was no drift chamber data in the first place.

Because the calorimeter is very sensitive to electrons and hadrons, this analysis focuses only on $Z^{\circ}$ 's decaying to $q \bar{q}$ and $\tau^{+} \tau^{-}$. The tau pairs are included because they decay into leptons and hadrons. The $q \bar{q}$ events are collectively referred to as hadronic $Z^{\circ}$ decays.

The offline filter is a four stage process [40]. The first stage is a pass over all events that set either the Energy or Hadron triggers, in an attempt to identify possible hadronic, $\tau^{+} \tau^{-}$and $e^{+} e^{-}$final states. Figs. 3.1-3.3 are event displays of these


Figure 3.1: Example of hadronic $Z^{\circ}$ decay.
three types of events, showing three views of the detector. The squares in the LAC correspond to tower hits. Their size is proportional to the energy deposited in each tower. Included are cell hits in the central drift chamber. The second stage removes


Figure 3.2: Example of a $\tau^{+} \tau^{-}$final state.
the $e^{+} e^{-}$final states. The third stage removes any remaining beam-related background events. The fourth stage is a final quality cut that required a polarization measurement within an hour of the detected $Z^{\circ}$ decay.

### 3.2.1 First Stage

The first stage makes use of the LAC and endcap WIC pad information. SLC muons tend to produce LAC clusters parallel to the beampipe rather than clusters projecting back to the IP. It is useful to define an energy sum, called $E_{\text {tot }}$, that will exclude those non-projective background hits. Recall (see section 2.3.4) that the HAD towers are segmented transversely into towers which are twice as large as the EM towers in both
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Figure 3.3: Example of a $e^{+} e^{-}$final state.
$\theta$ and $\phi$. Hence, each HAD tower covers eight corresponding EM towers (four in each of the EM layers). LAC EM towers are included in $E_{\text {tot }}$ only if both EM1 and EM2 are hit (for the same $\theta$ and $\phi$ ), while the HAD towers are included in $E_{t o t}$ only if at least one of the eight corresponding EM towers has been hit.

The calorimeter towers are labelled by bins in polar angle. $\Theta_{b i n}=0$ represents the towers at $\theta=90^{\circ}$ (relative to the beampipe). The LAC towers run from $\Theta_{b i n}=0$, in the barrel, to $\Theta_{b i n}= \pm 48$, in the endcap regions. Because of the large amount of noise close to the beampipe, $\Theta_{\text {bin }}= \pm 48$ were not included in the analysis.

In calculating the quantities $E_{t o t}, E_{L A C}, E_{i m b}$, and $S P H E$, tower thresholds of
$0 / 151 / 811 / 811 \mathrm{MeV}$ for EM1/EM2/HAD1/HAD2 were used. ${ }^{4}$ These thresholds eliminated most hits due to electronic noise and muon backgrounds.

The selection criteria were as follows:

1. $0<N_{L A C}<3000$,
where $N_{L A C}$ is the number of LAC towers above the readout threshold set at $5 / 8 / 41 / 41 / \mathrm{MeV}$ for EM1/EM2/HAD1/HAD2.
2. $E_{L A C}>14 \mathrm{GeV}$,
where $E_{L A C}$ is the sum of all LAC towers above threshold.
3. $E_{W I C}^{e n d c a p}<11 \mathrm{GeV}$ and $\left(E_{\text {tot }}-0.69 E_{W I C}^{\text {endcap }}\right)>6 \mathrm{GeV}$,
where $E_{W I C}^{\text {endcap }}$ is the sum of the endcap WIC towers with less than $8.7 \mathrm{GeV} /$ tower.
4. $E_{i m b}<0.9$,
where $E_{i m b}$ is the energy imbalance in the LAC, defined as

$$
\begin{equation*}
E_{i m b} \equiv \frac{1}{E_{t o t}} \sqrt{\left(\sum_{i=1}^{n} E_{x, i}\right)^{2}+\left(\sum_{i=1}^{n} E_{y, i}\right)^{2}+\left(\sum_{i=1}^{n} E_{z, i}\right)^{2}} \tag{3.1}
\end{equation*}
$$

$E_{x, i}, E_{y, i}$ and $E_{z, i}$ are the $x, y$ and $z$ components of the $i^{\text {th }}$ tower included in $E_{t o t}$.
5. $\left(E_{i m b}+S P H E\right)<1.0$,
where $S P H E$ is the sphericity of the event, defined as

$$
\begin{equation*}
S P H E=\frac{3 \sum_{i=1}^{n}\left(p_{t, i}\right)^{2}}{2 \sum_{i=1}^{n}\left(p_{i}\right)^{2}} \tag{3.2}
\end{equation*}
$$

where $p_{i}$ and $p_{t, i}$ are the $i^{\text {th }}$ particle's momentum and transverse momentum relative to the event's jet axis. The jet axis of an event is found by minimizing the sum over $\left(p_{t, i}\right)^{2}$.

[^15]Cuts (3), (4) and (5) were specifically designed to remove SLC muons from the data sample. After applying all five cuts to the triggered events, 13,478 events remained. Fig. 3.4 shows the distribution of the variables for events passing the selection criteria.


Figure 3.4: Distributions of variables used in the first filter stage.

Fig. 3.5 shows the distribution of $E_{\text {tot }}$ versus $E_{\text {imb }}$. Beam-related background events due to SLC muons populate the large $E_{i m b}$ region, $e^{+} e^{-}$final state events can be seen around $E_{\text {tot }} \approx 60 \mathrm{GeV}$ and hadronic decays have $E_{\text {tot }} \approx 25 \mathrm{GeV}$.


Figure 3.5: Scatter plot of $E_{\text {tot }}$ versus $E_{i m b}$.

### 3.2.2 Second Stage

At this stage, the $e^{+} e^{-}$final states are removed from the sample. Detector simulations have shown that approximately $95 \%$ of the total energy of a $e^{+}$or $e^{-}$from a $e^{+} e^{-}$ final state is contained in a volume the size of a single LAC EM section tower. In practice, the lateral width of the showers is slightly larger than that of a single LAC EM tower. A quantity $S_{4}$ is defined as the sum of the energy of the two towers with the maximum energy in EM1 and the two towers with the maximum energy in EM2, all above a 1 GeV threshold. Thus, if the $e^{+}$and $e^{-}$each strike the middle of a tower, for an event with an $E_{\text {tot }}$ of $60 \mathrm{GeV}, S_{4}$ equals approximately 57 GeV . An additional quantity, $\Theta_{\max }$, is defined as the $\left|\Theta_{b i n}\right|$ of the tower having the largest EM1 energy. Events were identified as $e^{+} e^{-}$final states if

$$
S_{4}>\left\{\begin{align*}
18.8 \mathrm{GeV}, & \Theta_{\max } \leq 44  \tag{3.3}\\
7.7 \mathrm{GeV}, & \Theta_{\max }>44
\end{align*}\right.
$$

The angular dependence of $S_{4}$ is clearly demonstrated in Fig. 3.6, a scatter plot of $S_{4}$ versus $\Theta_{\max }$ for all events that passed the first filter. There are several reasons for the low $S_{4}$ thresholds used in eq. 3.3. In both the barrel and endcaps, if the $e^{+}$or $e^{-}$showers do not originate in the middle of the tower, the energy is shared by two


Figure 3.6: Scatter plot of $S_{4}$ versus $\Theta_{\max }$ for all events passing the first stage.
or more adjacent towers, thereby lowering the measured value of $S_{4}$. In the overlap region of the barrel and endcap $\left(\Theta_{\max } \approx 30\right)$, the energy is spread over many towers resulting in a dip in $S_{4}$. The energy response of the endcap LACs is lower than that of the barrel. It is believed that the low response is the result of excess material in front of the endcaps which leads to preshowering of the incident electron and positron. The events are separated into two regions of $\Theta_{\max }$ in response to further degradation of the energy response in the very forward regions. 1865 events satisfied these criteria and were removed from the overall data sample.

### 3.2.3 Third Stage

Beam-related background events are removed at this stage. SLC muons typically deposit small amounts of energy in each LAC tower. Therefore, by requiring an event to have two EM towers above a 0.31 GeV threshold and that those towers be in opposite hemispheres of the detector successfully removes most backgrounds.
$M_{1}\left(M_{2}\right)$ is the maximum tower energy in the EM layers of the forward (backward) hemisphere. A cut is made on the smallest acceptable value for the minimum of $M_{1}$ and $M_{2}$. In addition, tighter cuts on $E_{\text {tot }}$ and $E_{i m b}$ will help remove backgrounds.

Good hadronic and tau pair events are required to pass the following criteria:

1. $10<E_{t o t}<70$,
2. $E_{i m b}<0.8$,
3. $\operatorname{Min}\left(M_{1}, M_{2}\right)>0.31 \mathrm{GeV}$.

Fig. 3.7 shows a scatter plot of $\operatorname{Min}\left(M_{1}, M_{2}\right)$ versus $E_{i m b}$, before the selection was made, for events not removed by the second stage. This stage removed 1,176 events, leaving 10,437 events.


Figure 3.7: $\operatorname{Scatter}$ plot of $\operatorname{Min}\left(M_{1}, M_{2}\right)$ versus $E_{\text {imb }}$.

### 3.2.4 Fourth Stage

Polarization measurements were made approximately every 3 minutes during the SLD run. Each detected $Z^{\circ}$ was aligned with the nearest polarization measurement to determine the beam polarization. However, occasionally, the Compton polarimeter was shut down for periodic maintenance. In order to ensure that the electron polarization measured with the Compton polarimeter reflected the beam conditions when the $Z^{\circ}$ was detected, it was required that the polarization measurement take place within
an hour of the detected event. This removed 213 events, leaving 10,224 events in the final event sample. Fig. 3.8 shows the distribution of $E_{t o t}$ for the final sample. Recall that the LAC response to hadronic events is typically $\sim 35 \mathrm{GeV}$ in the muon energy scale. Because $E_{l o t}$ includes the effects of high tower thresholds and a clustering routine designed to remove towers hit by SLC muons, the mean value of $E_{t o t}$ is only $\sim 21 \mathrm{GeV}$.


Figure 3.8: $E_{\text {tot }}$ for the final event sample.

### 3.3 Backgrounds

The background events fall into two major categories [41]. The first is a direct result of $e^{+} e^{-}$interactions. These include $e^{+} e^{-}$final state, $2 \gamma$, and $\gamma \gamma$ processes. The second category consists of the beam-related and cosmic-ray background events.

### 3.3.1 $e^{+} e^{-}$Interactions

### 3.3.1.1 $e^{+} e^{-}$Final State (WAB)

The major source of backgrounds are the $e^{+} e^{-}$final states ( $e^{+} e^{-} \rightarrow e^{+} e^{-}(\gamma)$ ). The second stage filter relies on the fact that the electrons and positrons deposit $95 \%$ of their energy in a small number of LAC EM towers. There are a number of cases that do not satisfy this criterion. If either the electron or positron radiates a hard photon, the energy will be distributed over more towers and the event might not be identified as a WAB (see Fig. 3.9).
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Figure 3.9: $e^{+} e^{-} \rightarrow e^{+} e^{-} \gamma$

The endcap fiducial region is particularly problematic. WABs detected in the endcap LAC typically have broader clusters and lower energy than those in the barrel LAC (see Fig. 3.10).
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Figure 3.10: Endcap WAB event with leakage into the HAD layers.
An additional region of the detector that is problematic for the filter is the overlap region between the barrel and the endcap. In that region, clusters tend to get broken up between the two sections of the LAC (the barrel and endcap) causing the energy to be spread out over many towers (see Fig. 3.11).
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Figure 3.11: WAB event in the barrel-endcap overlap region.

### 3.3.1.2 Two-Photon Process ( $2 \boldsymbol{\gamma}$ )

The $2 \gamma$ process $\left(e^{+} e^{-} \rightarrow e^{+} e^{-} \gamma^{*} \gamma^{*} \rightarrow e^{+} e^{-} X\right)$ should not to be confused with the $\gamma \gamma$ process, which will be explained in the next section (see Fig. 3.12). The SLD $2 \gamma$ Monte Carlo generator predicts that for $\sqrt{s}=M_{Z}$, the total $2 \gamma$ cross section (with the invariant mass of the two photon system, W , greater than 5 GeV ) to be 6.5 nb . LEP's measured hadronic cross section of $Z^{\circ}$ decays of 30 nb [42] makes the $2 \gamma$ process a significant source for backgrounds. It turns out that most of the $2 \gamma$ events are very forward peaked and do not deposit a significant amount of energy in the fiducial region of the SLD $\left(\left|\Theta_{b i n}\right|<48\right.$ or equivalently $\left.|\cos \theta|<0.985\right)$. Based on the Monte Carlo, an upper limit of 3 events, at the $95 \%$ confidence level, are expected
to pass the selection process. The only events that passed the selection process were $e^{+} e^{-} \rightarrow e^{+} e^{-} e^{+} e^{-}$, where only one electron and one positron were detected in the endcap LAC. This has the same signature as that of a WAB event.


Figure 3.12: Feynman diagrams for (a) $2 \gamma$ process and (b) $\gamma \gamma$ process.

### 3.3.1.3 Gamma-Gamma Process ( $\gamma \gamma$ )

The $\gamma \gamma$ process ( $e^{+} e^{-} \rightarrow \gamma \gamma$ ) is a pure QED process (see Fig. 3.12(b)). The reaction takes place through the exchange of a virtual electron in the $t$-channel. The differential cross section is given by

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{\alpha^{2}}{s} \frac{1+\cos ^{2} \theta}{1-\cos ^{2} \theta}\left(1 \pm \frac{s^{2}}{2 \Lambda_{ \pm}^{4}}\left(1-\cos ^{2} \theta\right)\right) \tag{3.4}
\end{equation*}
$$

where the first term is the lowest order QED term and the second term parameterizes any deviations from QED [43]. $\theta$ is the average polar angle, relative to the beampipe, of the two photons. Several experiments at LEP have measured the process [44] and set lower limits on $\Lambda_{ \pm}$. Fig. 3.13 shows the dependence of the cross section on $\cos \theta$. The solid line is the lowest order QED term, while the dotted lines show the limits of deviations from it. Included are the smallest values for $\Lambda_{ \pm}$, measured by DELPHI [44], giving the largest deviations for the differential cross section. Integration of eq. (3.4)


Figure 3.13: Differential cross section for $e^{+} e^{-} \rightarrow \gamma \gamma$.
for $|\cos \theta|<0.985$ yields

$$
\begin{equation*}
\sigma\left(e^{+} e^{-} \rightarrow \gamma \gamma\right)=61_{-9}^{+4} \mathrm{pb} \tag{3.5}
\end{equation*}
$$

The signature for the $\gamma \gamma$ process is two back-to-back 45 GeV photons, the same as for WABs.

### 3.3.2 Beam-Related and Cosmic-Ray Backgrounds

There are three different types of non- $e^{+} e^{-}$interactions seen at the SLD. Each will be described separately, however, in the final analysis, one must take into account the possible superposition of all three types creating a single background event.

### 3.3.2.1 SLC Muons

The predominant mechanism for SLC muons to interact with the LAC is through ionization of the liquid argon. The muons deposit small amounts of energy in long,
narrow clusters that are almost parallel to the beam pipe. Their effect is relatively insignificant and the filters are able to remove them. Occasionally, the muons interact with the material in the LAC through radiative processes (e.g. bremsstrahlung, pair production and photonuclear interactions). These interactions tend to deposit a considerable amount of energy ( $\sim 10 \mathrm{GeV}$ ) in 2 to 10 towers. The resulting showers are broader than those caused solely by ionization. These events can slip through the filters (see Fig. 3.14).
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Figure 3.14: High multiplicity SLC muon event.

### 3.3.2.2 Beam-Gas and Beam-Wall Interactions

At issue here is the interaction of the beam with any particles inside the beampipe or with the beampipe itself. Due to the high vacuum and low average beam current in the SLC, it is expected that the number of beam-gas events is negligible. Beam-wall events tend to be imbalanced and deposit a small amount of energy in the LAC (see Fig. 3.15).

### 3.3.2.3 Cosmic Rays

Muon cosmic rays can deposit a large amount of energy in the LAC through the different radiative processes previously listed. Fig. 3.16 is an example of a cosmic event. Non-muon cosmic events are easily identifiable by their large energy imbalance.

### 3.3.3 Background Estimation

Due to the fact that the present detector simulation does not accurately describe the data, an alternative method for measuring the number of background events is needed. With $\sim 10,000$ events, it is possible to solve this problem by hand scanning all the events [41].

The background events can be classified into two categories:

- background events that are detectable (by the scanners) using well defined scan criteria,
- background events that are indistinguishable (by the scanners) from $Z^{\circ}$ decays.

The first category involves establishing a well defined set of criteria for what is to be considered a background event. Based on the results of the scan, two separate, yet correlated, analysis methods are used to estimate the total number of background events. The scanning efficiency method is described in [45]. The maximum-likelihood technique is presented in [46]. Fundamentally, both methods use the results from one scanner to measure the efficiency of the other scanner at detecting background events, thereby making an estimation of the overall scanning efficiency.

$0.000<\mathrm{E}_{\mathrm{m}}<18000.000$ ADC eounte


Figure 3.15: Beam-gas/beam-wall event.

The background estimation is carried out for all 10,437 events passing the third stage filter. Because there is no correlation between the background events and the polarization measurement, these results can then be scaled down to the smaller $(10,224)$ event sample remaining after the fourth stage.

The scanners identified 191 events as backgrounds. The backgrounds were separated into two groups, $e^{+} e^{-}$interactions and beam-related (which included cosmic rays). The number of events seen by each scanner is listed in Table 3.2. There is a slight difference between the number of overlap events for each background type versus that for all backgrounds. The discrepancy is a result of scanner \#1 identifying
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Figure 3.16: Cosmic-ray event.

| Background type | Scanner \#1 | Scanner \#2 | Overlap between <br> \#1 and \#2 |
| :--- | :---: | :---: | :---: |
| $e^{+} e^{-}$interactions | 75 | 88 | 49 |
| Beam-related | 71 | 72 | 64 |
| All backgrounds | 146 | 160 | 115 |

Table 3.2: Results of the background scan.
two events as beam-related events, while scanner \#2 identified the same events as $e^{+} e^{-}$interaction events.

The results of both analysis methods can be found in Table 3.3. The errors using the maximum-likelihood method are given at the $95 \%$ confidence level.

| Analysis technique | Background type | Number of <br> Background Events | \% of Event <br> Sample |
| :--- | :--- | :---: | :---: |
| Scanning Efficiency | $e^{+} e^{-}$interactions | $135 \pm 29$ | 1.3 |
|  | Beam-related | $80 \pm 17$ | 0.8 |
|  | All backgrounds | $203 \pm 30$ | 1.9 |
|  | $e^{+} e^{-}$interactions | $133_{-12}^{+19}$ | 1.3 |
|  | Beam-related | $80_{-0}^{+3}$ | 0.8 |
|  | All backgrounds | $202_{-7}^{+12}$ | 1.9 |

Table 3.3: Results of the background analysis.
The scanning criteria used were looser than those needed to satisfy all the assumptions made by the analysis techniques. Specifically, both techniques assume the probability of identifying a background event out of all events is constant for all events. The point is that with well defined scanning criteria the process is completely objective. The only reason for a scanner to miss a background event is due to their inefficiency. It should not be the result of one scanner systematically identifying one class of events as backgrounds while the other scanner believes they are valid $Z^{\circ}$ events. A conservative estimate of the error on the number of background events is taken to be the sum of events seen exclusively by each scanner. This overestimation of the error will account for any systematic scanning discrepancies.

Two classes of background events fall into the second category of those events that are indistinguishable from $Z^{\circ}$ decays. The first are those events that result from two independent clusters that happen to be back-to-back (e.g. two overlapping beam-wall events). By looking at random-trigger events, it is estimated that only $0.8 \pm 0.7$ background events will satisfy this condition. The second class is made up of events where the two clusters are a direct result of a single interaction. The only example of the latter class is a cosmic ray that pierces the detector and passes (or at least its shower passes) through the interaction point ${ }^{5}$ and deposits enough energy

[^16]in the LAC, on both sides of the interaction point, in order to pass both the energy threshold and energy imbalance cuts. Based on the rate of cosmic-ray particles and their interaction with the material in the detector, less than 1.4 cosmic-ray events are expected to satisfy these conditions.

The final tally of background events is given in Table 3.4. Because the "Two correlated clusters" result is an upper limit, no error is given. The remaining errors are added in quadrature.

| Estimation technique | Number of background events | \% of event sample |
| :---: | :---: | :---: |
| Hand scan | $203 \pm 76$ | $1.9 \pm 0.7$ |
| Two independent clusters | $0.8 \pm 0.7$ | $0.008 \pm 0.007$ |
| Two correlated clusters | $<1.4$ | $<0.013$ |
| Total | $205.2 \pm 76$ | $2.0 \pm 0.7$ |

Table 3.4: Summary of all types of background events.
Of the 191 events identified as background events, only 11 events were later removed by the fourth filtering stage. The remaining 180 events were made up of 97 LH and 83 RH polarized events. They have a negligible effect on $A_{L R}$.

## Chapter 4

## Analysis

Extracting the final answer from the data involves understanding the contributions of the experimental and theoretical systematic uncertainties to the measurement. For the present data sample (the 1992 run), the dominant uncertainty in the measurement of $A_{L R}$ is the statistical uncertainty (see section 4.3). However, because the technologies needed to reduce the statistical uncertainty, higher polarization and higher luminosity, are currently available (see section 5.5 ), this chapter will spend more time analyzing the other uncertainties, which will eventually limit the precision of the measurement.

### 4.1 Experimental Systematic Uncertainties

The expression in eq. 1.63,

$$
\begin{equation*}
A_{L R}=\frac{A_{L R}^{e x p}}{P_{-}}=\frac{1}{P_{-}}\left[\frac{N_{L}-N_{R}}{N_{L}+N_{R}}\right] \tag{4.1}
\end{equation*}
$$

gives the relationship between the theoretical quantity $A_{L R}$ and the experimental observables $A_{L R}^{e x p}$ and $P_{-}$. The precision to which these observables are measured limits the precision at which theoretical predictions can be verified.

### 4.1.1 Luminosity-weighted Average Polarization

Of the 10,224 events ( $N$ ) identified as $Z^{\circ}$ decays, 5226 were produced with LH electron polarization ( $N_{L}$ ) and 4998 were produced with RH electron polarization $\left(N_{R}\right)$. This leads to

$$
\begin{equation*}
A_{L R}^{e x p}=0.0223 \tag{4.2}
\end{equation*}
$$

Fig. 4.1(a) is a plot of the electron beam polarization associated with each $Z^{\circ}$ versus the event number. Fig. 4.1(b) is the average polarization for all $Z^{\circ}$ 's. The luminosity-


Figure 4.1: Electron beam polarization for the final event sample. (a) time history of the polarization (b) average polarization for all $Z^{\circ}$ 's.
weighted average polarization $P_{e}$ is estimated from the polarization measurement associated with each $Z^{\circ}, P_{-}^{i}$, to be

$$
\begin{equation*}
P_{e} \equiv \frac{1}{N} \sum_{i=1}^{N} P_{-}^{i}=[22.37 \pm 0.02(\text { stat }) \pm 0.60(\text { syst })] \% \approx[22.4 \pm 0.6] \% \tag{4.3}
\end{equation*}
$$

The contribution of the polarization to the uncertainty in $A_{L R}$ is

$$
\begin{equation*}
\frac{\delta A_{L R}}{A_{L R}}=\frac{\delta P_{e}}{P_{e}}= \pm 2.7 \% . \tag{4.4}
\end{equation*}
$$

### 4.1.2 Helicity Dependent Systematic Effects

Eq. 4.1 is an oversimplification of the relationship between the theoretical quantity $A_{L R}$ and the experimentally measured quantities. Taking into account polarizationcorrelated effects, the expression becomes

$$
\begin{equation*}
A_{L R}=\frac{\frac{N_{L}-N_{L}^{b}}{\epsilon_{L} \mathcal{L}_{L}}-\frac{N_{R}-N_{R}^{b}}{\epsilon_{R} \mathcal{L}_{R}}}{P_{R} \frac{N_{L}-N_{L}^{b}}{\epsilon_{L} \mathcal{L}_{L}}+P_{L} \frac{N_{R}-N_{R}^{b}}{\epsilon_{R} \mathcal{L}_{R}}}, \tag{4.5}
\end{equation*}
$$

where: $N_{L}^{b}\left(N_{R}^{b}\right)$ is the number of LH (RH) background events; $\mathcal{L}_{L}\left(\mathcal{L}_{R}\right)$ is the luminosity for $\mathrm{LH}(\mathrm{RH})$ electron beam orientation; the detector's response function $\epsilon_{L}\left(\epsilon_{R}\right)$ is the product of the acceptance and the efficiency ( $\epsilon=a c c \times e f f$ ) for detecting LH ( RH ) polarized $Z^{\circ}$ decays; and $P_{L}\left(P_{R}\right)$ is the luminosity weighted average LH ( RH ) beam polarization.

When all these effects are small, eq. 4.5 can be expanded to first order in the relative contributions of each effect:

$$
\begin{equation*}
A_{L R} \approx \frac{A_{L R}^{e x p}}{P_{e}}+\frac{1}{P_{e}}\left[A_{L R}^{e x p} f_{b}+\left(A_{L R}^{e x p}\right)^{2} A_{P}-A_{\mathcal{L}}-A_{\epsilon}-E_{c m} \frac{\sigma_{u}^{\prime}\left(E_{c m}\right)}{\sigma_{u}\left(E_{c m}\right)} A_{E}\right] \tag{4.6}
\end{equation*}
$$

where: the electron polarization $P_{-}$in eq. 4.1 has been replaced by the luminosityweighted average polarization $P_{e} ; f_{b}$ is the fraction of background events (see Table 3.4); $\sigma_{u}\left(E_{c m}\right)$ is the unpolarized $Z^{\circ}$ cross section at $E=E_{c m} ; \sigma_{u}^{\prime}\left(E_{c m}\right)$ is the derivative of the cross section at $E=E_{c m} ; A_{P}, A_{\mathcal{L}}, A_{\epsilon}$ and $A_{E}$ are the left-right asymmetries of the polarization, luminosity, response and energy, respectively. The energy asymmetry term does not come from eq. 4.5. Rather, for completeness, it is included now as an additional term and will be justified in section 4.1.2.5.

Each term in the square brackets is a correction to the simple expression in eq. 4.1. The uncertainty of each term translates into a systematic uncertainty in $A_{L R}$. In what follows, each term will be isolated and the estimation of the correction factor and systematic uncertainty in $A_{L R}$ will be written down.

### 4.1.2.1 Background Fraction

The background fraction was estimated in section 3.3.3 to be $f_{b}=(2.0 \pm 0.7) \%$. This leads to a correction factor of

$$
\begin{equation*}
\frac{\delta A_{L R}}{A_{L R}}=(2.0 \pm 0.7) \% \tag{4.7}
\end{equation*}
$$

where the first term is the correction to $A_{L R}$ and the second is the contribution to the systematic uncertainty in $A_{L R}$ resulting from the estimation of $f_{b}$

### 4.1.2.2 Polarization Asymmetry

The polarization asymmetry is determined by measuring the average polarization of each helicity state for all polarimeter runs. $A_{P}$ was measured to be $-(2.9 \pm 0.1) \times 10^{-3}$, which gives

$$
\begin{equation*}
\frac{\delta A_{L R}}{A_{L R}}=-\left[(6.5 \pm 0.2) \times 10^{-3}\right] \% \tag{4.8}
\end{equation*}
$$

### 4.1.2.3 Luminosity Asymmetry

A luminosity asymmetry might exist if, for example, the Polarized Light Source, used to create the electron beams, produces photon beams of different intensities for different photon polarization states (see section 2.1.1.1). $A_{\mathcal{L}}$ can be measured using two techniques. The first is to use the luminosity monitor [34] to measure $\mathcal{L}_{L}$ and $\mathcal{L}_{R}$. This gives $A_{\mathcal{C}}=(1.9 \pm 6.2) \times 10^{-3}$. The error is dominated by limited statistics (only $\sim 25 \times 10^{3}$ luminosity events were measured). The theoretical prediction for $A_{\mathcal{C}}$ is $\sim\left(3 \times 10^{-4}\right) P_{e}$. This is a result of small contributions from the $Z^{\circ} s$-channel and the $Z^{\circ} s$-channel $/ \gamma t$-channel interference term to the dominant $\gamma t$-channel.

A more precise technique is to use the SLC beam parameters to estimate $A_{\mathcal{L}}$. The luminosity is given by

$$
\begin{equation*}
\mathcal{L}=f \frac{N^{-} N^{+}}{4 \pi \sigma^{2}} e^{-\frac{\Delta^{2}}{2 \sigma^{2}}} \tag{4.9}
\end{equation*}
$$

where: $f$ is the frequency of collisions; $N^{-}\left(N^{+}\right)$is the number of electrons (positrons) in a bunch; $\Delta$ is the electron-positron beam offset; and $4 \pi \sigma^{2}=1 / 2\left[4 \pi\left(\sigma_{-}^{2}+\sigma_{+}^{2}\right)\right]$ is
the average area of the electron and positron beam spots. $\sigma_{-}$and $\sigma_{+}$are the widths of the electron and positron bunches (it is assumed that the bunches are round). $N^{-}$ and $\Delta$ are measured directly by measuring the electron beam current and the position of the beam's centroid. The spot size is not directly measured, but is inferred from the measurement of the beamstrahlung monitor (BSM). ${ }^{1}$ The beamstrahlung signal is a function of both $N^{-}$and $\sigma_{-}$. Measuring the asymmetries of $N^{-}, \Delta$, and the BSM leads to a luminosity asymmetry of $A_{\mathcal{L}}=(1.8 \pm 4.2) \times 10^{-4}$ which gives

$$
\begin{equation*}
\frac{\delta A_{L R}}{A_{L R}}=-(0.8 \pm 1.9) \% \tag{4.10}
\end{equation*}
$$

### 4.1.2.4 Response Asymmetry

For any given decay mode of the $Z^{\circ}, A_{\epsilon}$ measures the difference in the detector's response to LH and RH polarized $Z^{\circ}$ decays (see Fig. 4.2). As stated in section 1.4.1,

(a)

(b)

Figure 4.2: Polarized $Z^{\circ}$ decays for (a) a RH polarized $Z^{\circ}$ and (b) a LH polarized $Z^{\circ}$. The thin horizontal arrow indicates the direction of motion of the incident electron, while the wide horizontal arrow indicates the polarization state of the $Z^{\circ}$.
the SLD has an azimuthally symmetric solenoidal field and a calorimeter that is symmetric in both azimuth and polar angle. This leads to the detector's response function to fermions being even under parity transformations (detection of a fermion in both the forward and backward directions is equally probable) and equal to the detector's response function to antifermions. Therefore, regardless of the polar angle acceptance of the detector, for any given decay mode, $\epsilon_{L}$ and $\epsilon_{R}$ are equal. The two decays depicted in Fig. 4.2 have an equal probability of being detected so that $A_{\epsilon}=0$.

[^17]
### 4.1.2.5 Energy Asymmetry

If the cm energy for LH ( $E_{c m}^{L}$ ) and RH ( $E_{c m}^{R}$ ) polarized electrons is different, then the cross sections $\sigma_{L}$ and $\sigma_{R}$ cannot be directly substituted into eq. 1.59 (which assumes both cross sections are measured at the same cm energy). For small helicity dependent systematic deviations from $E_{c m}$, the cross sections can be modified as follows:

$$
\begin{align*}
\sigma_{L}\left(E_{c m}^{L}\right) & \approx \sigma_{L}\left(E_{c m}^{0}\right)+\left.\frac{d \sigma_{L}}{d E}\right|_{E_{c m}^{0}} d E  \tag{4.11}\\
\sigma_{R}\left(E_{c m}^{R}\right) & \approx \sigma_{R}\left(E_{c m}^{0}\right)+\left.\frac{d \sigma_{R}}{d E}\right|_{E_{c m}^{0}} d E \tag{4.12}
\end{align*}
$$

where

$$
\begin{equation*}
E_{c m}^{0}=\frac{1}{2}\left(E_{c m}^{L}+E_{c m}^{R}\right) \tag{4.13}
\end{equation*}
$$

From eq. 1.59, $A_{L R}$ is given by

$$
\begin{equation*}
A_{L R}=\frac{\sigma_{L}\left(E_{c m}^{0}\right)-\sigma_{R}\left(E_{c m}^{0}\right)}{\sigma_{L}\left(E_{c m}^{0}\right)+\sigma_{R}\left(E_{c m}^{0}\right)} \tag{4.14}
\end{equation*}
$$

Substitution of eqs. 4.11 and 4.12 into eq. 4.14 and expanding it to lowest order in the derivative of $\sigma$ gives the correction term in eq. 4.6.

The source of this asymmetry lies in the fact that the accelerator can supply a maximum amount of energy to each bunch. This energy is in turn divided amongst all the particles in the bunch. If, for example, the LH electron bunches are systematically larger, then the average energy of the LH electrons will be smaller than that of the RH electrons, leading to an energy asymmetry.

Optimally, this asymmetry could be measured directly with the energy spectrometer. However, in the 1992 run, the energy spectrometer was not synchronized with the 120 Hz left/right beam information and could not be used (this problem has since been remedied). For the 1992 run, the beam current asymmetry was used to infer $A_{E}$. The entire correction factor $-E_{c m}\left(\sigma_{u}^{\prime} / \sigma_{u}\right) A_{E}$ is equal to $(1.7 \pm 0.6) \times 10^{-5}$ which gives

$$
\begin{equation*}
\frac{\delta A_{L R}}{A_{L R}}=-(0.08 \pm 0.03) \% \tag{4.15}
\end{equation*}
$$

### 4.1.2.6 Summary of Helicity Dependent Effects

Table 4.1 is a summary of the helicity dependent corrections to $A_{L R}$ and their systematic uncertainties.

| Correction to $A_{L R}$ | $\delta A_{L R} / A_{L R}(\%)$ |
| :--- | :---: |
| Background fraction | $2.0 \pm 0.7$ |
| Polarization asymmetry | $-(6.5 \pm 0.2) \times 10^{-3}$ |
| Luminosity asymmetry | $-(0.8 \pm 1.9)$ |
| Response asymmetry | 0 |
| Energy asymmetry | $-(0.08 \pm 0.03)$ |
| Total | $2.0 \pm 2.0$ |

Table 4.1: Helicity dependent corrections to $A_{L R}$.

Because all but the $f_{b}$ correction terms are either negligible or consistent with zero, a correction of $\delta A_{L R}=+0.002$ will be made for the background fraction, while the remaining terms will be included in the systematic uncertainty.

The analysis presented here is slightly different from that presented in [47]. There, $f_{b}$ had been estimated to be $(1.4 \pm 1.4) \%$. No correction to $A_{L R}$ was made and $f_{b}$ was absorbed into the systematic error. The two calculations have a negligible deviation in the determination of $A_{L R}$. The contribution to the systematic error from $f_{b}$ in the analysis presented here is smaller by a factor of 2 .

### 4.1.3 Dependence on $E_{c m}$ and Final States

To see the effect of the uncertainty in measuring $E_{c m}$ on $A_{L R}$, the energy dependence of $A_{L R}$ is described.

The assumption that $\frac{d \sigma_{u}^{Z}}{d \Omega} \gg \frac{d \sigma_{u}^{\gamma}}{d \Omega}$ (see section 1.3) leads to the cancelation of $A_{L R}$ 's dependence on the final state fermions. Fig. 4.3 is a plot of $A_{L R}$ versus $E_{\text {cm }}$ for charged leptons, $u$-type and $d$-type quarks. The energy dependence results from the inclusion of the $\gamma$ and $\gamma-Z^{\circ}$ interference terms. Without the photon channel, $A_{L R}$ would be constant for all energies and final state particles. At $E_{c m}=M_{Z}$, where the $\gamma-Z^{\circ}$ interference term drops out, the values are not equal because the contribution


Figure 4.3: Energy dependence of $A_{L R}$ for leptons and quarks [48]. Plot assumes $m_{t}=150 \mathrm{GeV} / \mathrm{c}^{2}$ and $M_{H}=300 \mathrm{GeV} / \mathrm{c}^{2}$.
of $\frac{d \sigma_{u}^{\tau}}{d \Omega}$, to the denominator of eq. 1.59 , is flavor dependent. The different slopes of $A_{L R}$ for the different final states are a result of the contribution from the $\gamma-Z^{\circ}$ interference term.

Because the measured value of $A_{L R}$ is a superposition of quark and tau decays of the $Z^{\circ}$, theoretical quantities must be weighted by their partial decay width and the detector response function before being compared with experimental quantities. For any quantity $X$, the weighted average is calculated using the expression:

$$
\begin{equation*}
X=\frac{0.9\left[3 \Gamma_{d} X_{d}+2 \Gamma_{u} X_{u}\right]+0.3 \Gamma_{\tau} X_{\tau}}{0.9\left[3 \Gamma_{d}+2 \Gamma_{u}\right]+0.3 \Gamma_{\tau}} \tag{4.16}
\end{equation*}
$$

where each flavor dependent quantity, $X_{f}$, is weighted by the partial decay width $\Gamma_{f}$ ( $\Gamma_{d}=0.383 \mathrm{GeV}, \Gamma_{u}=0.298 \mathrm{GeV}$, and $\Gamma_{\tau}=0.0835 \mathrm{GeV}$ ) [6], the number of fermion channels available for the decay ( 3 for $d$-type quarks, 2 for $u$-type quarks and 1 for taus) and the $\epsilon$ for each channel ( 0.9 for quarks and 0.3 for taus, see chapter 3 ).

Inclusion of the $\gamma$ term in eq. 1.60 leads to a weighted average shift in $A_{L R}$ (from
its pure $Z^{\circ}$ value) of

$$
\begin{equation*}
A_{L R}\left(\gamma \text { and } Z^{\circ}\right)=A_{L R}\left(Z^{\circ}\right)(1-0.001) \tag{4.17}
\end{equation*}
$$

At the level of precision presently attainable, this has a negligible effect and will be ignored. The weighted relative RMS deviation for the different flavors is

$$
\begin{equation*}
\frac{\delta A_{L R}\left(\gamma \text { and } Z^{\circ}\right)}{A_{L R}\left(\gamma \text { and } Z^{\circ}\right)}=0.0035 \tag{4.18}
\end{equation*}
$$

Thus, the dependence of $A_{L R}$ on the final state is very weak.
In Fig. 4.4, the weighted $A_{L R}$ for hadrons and taus is plotted versus $E_{c m}$. Also


Figure 4.4: Energy dependence of $A_{L R}$ for hadrons and taus [48]. The solid line includes intial and final state radiation, the dashed line does not. Plot assumes $m_{t}=150 \mathrm{GeV} / \mathrm{c}^{2}$ and $M_{H}=300 \mathrm{GeV} / \mathrm{c}^{2}$.
shown is the effect of the initial and final state radiation by the electron, positron and outgoing fermions on $A_{L R}$. The initial and final state radiation is described by the class of diagrams that add a photon to diagrams in Fig. 1.7. These photons can be either real bremsstrahlung or virtual loops. Because $A_{L R}$ is nearly independent of
the final state, final state radiation has a negligible effect on $A_{L R}$. The initial state radiation effectively lowers the cm energy.

The average $E_{c m}$ was measured to be $(91.55 \pm 0.04) \mathrm{GeV}$. The uncertainty in the energy measurement leads to an uncertainty in determining $A_{L R}$ of

$$
\begin{equation*}
\delta A_{L R}= \pm 0.0007 \tag{4.19}
\end{equation*}
$$

### 4.2 Theoretical Uncertainties

The experimentally measured value of $A_{L R}$ includes the effects of many higher order radiative processes that must be "unfolded" from the experimental value before one can extract the value of $\sin ^{2} \theta_{W}^{\text {eff }}$ from eq. 1.73. Even though no theoretical corrections are made in determining the measured value of $A_{L R}$, a brief discussion of their effects and uncertainties is presented. The precision to which theoretical calculations can be made serves as the benchmark by which all experimental measurements are judged.

### 4.2.1 Inititial and Final State Radiative Corrections

At $E_{c m}=91.55 \mathrm{GeV}$, the correction to $A_{L R}$ from the initial and final state radiation is +0.006 (see Fig. 4.4). Even though the correction is relatively large, the theoretical uncertainty in calculating the effects of the radiation on the total $Z^{\circ}$ cross-section is estimated to be $\frac{\delta \sigma}{\sigma} \sim 4 \times 10^{-4}$ [49]. This translates into an uncertainty in $A_{L R}$ of

$$
\begin{equation*}
\delta A_{L R}= \pm 0.0003 \tag{4.20}
\end{equation*}
$$

### 4.2.2 QCD Contributions

As stated in section 4.1.3, the theoretical expression for $A_{L R}$ (eq. 1.73) has a small dependence on the final state quarks due the $\boldsymbol{\gamma}$-channel. An upper limit on the QCD contribution to $A_{L R}$ has been estimated to be 0.0005 [50]. The uncertainty of the estimation is conservatively estimated to be the size of the contribution

$$
\begin{equation*}
\delta A_{L R}= \pm 0.0005 \tag{4.21}
\end{equation*}
$$

### 4.2.3 Photon Vacuum Polarization Effects

The theoretical expression for $A_{L R}$ is dependent on $s_{0}^{2}$ through eqs. 1.73 and 1.78. The dominant theoretical uncertainty in $s_{0}^{2}$ comes from the uncertainty in the calculation of the photon vacuum polarization which is absorbed in $\Delta \alpha$. The expression for $\Delta \alpha$ is [9]

$$
\begin{equation*}
\Delta \alpha=0.0602+\frac{40}{9} \frac{\alpha}{\pi} \ln \frac{M_{Z}}{92 \mathrm{GeV}} \pm 0.0009 \tag{4.22}
\end{equation*}
$$

The theoretical uncertainty in calculating $\Delta \alpha$ leads to an uncertainty in $A_{L R}$ of

$$
\begin{equation*}
\delta A_{L R}= \pm 0.0024 \tag{4.23}
\end{equation*}
$$

This is the dominant theoretical error in calculating $A_{L R}$.

### 4.3 Statistical Uncertainty

The statistical uncertainty of $A_{L R}$ is directly derived from eq. 4.1 to be

$$
\begin{equation*}
\delta A_{L R}=\sqrt{\frac{1-\left(A_{L R}^{e x p}\right)^{2}}{P_{-}^{2} N}}= \pm 0.044 \tag{4.24}
\end{equation*}
$$

Note that doubling the polarization has the same effect on $A_{L R}$ as quadrupling the event sample. For the present data sample (1992 run), the statistical uncertainty is by far the largest uncertainty in determining $A_{L R}$. For an electron beam with $70 \%$ polarization, the statistical uncertainty will equal the presently proposed limit of the systematic uncertainty ( $\sim 0.0015$ ) only at $N \approx 10^{6}$.

### 4.4 Result

Tables 4.2 and 4.3 summarize the experimental and theoretical uncertainties in determining $A_{L R}$. The total is the quadrature sum of the different contributions. Thus, the measured value for $A_{L R}$ is

$$
\begin{equation*}
A_{L R}\left(E_{c m}=91.55 \mathrm{GeV}\right)=0.102 \pm 0.044(\text { stat }) \pm 0.003(\mathrm{syst}) \tag{4.25}
\end{equation*}
$$

where a small correction due to $f_{b}$ has been made.

| Systematic uncertainty | $\delta A_{L R}$ |
| :---: | :---: |
| Polarization measurement | 0.0027 |
| Helicity dependent effects | 0.0020 |
| $E_{c m}$ measurement | 0.0007 |
| Total | 0.0034 |

Table 4.2: Experimental uncertainties in the measurement of $A_{L R}$.

| Systematic uncertainty | $\delta A_{L R}$ |
| :---: | :---: |
| Initial and final state radiative corrections | 0.0003 |
| QCD contribution | 0.0005 |
| Photon vacuum polarization | 0.0024 |
| Total | 0.0025 |

Table 4.3: Theoretical uncertainties in calculating $A_{L R}$.

## Chapter 5

## Conclusions

The first measurement of $A_{L R}$ has been successfully completed. Before the SLD value can be compared with other experimental measurements, it must be corrected for the effects of initial and final state radiation and the offset of the SLC $E_{c m}$ from the $Z^{\circ}$ pole energy (see Table 5.1). Correcting the value of $A_{L R}$ in eq. 4.25 for these effects,

| Effect | Correction to $A_{L R}$ |
| :--- | :---: |
| Removal of initial/final state radiation | +0.006 |
| $E_{c m}$ offset from $Z^{\circ}$-pole | -0.008 |
| Total | -0.002 |

Table 5.1: Corrections to $A_{L R}$.
the "bare" value of $A_{L R}, A_{L R}^{0}$, is found to be

$$
\begin{equation*}
A_{L R}^{0}=0.100 \pm 0.044(\text { stat }) \pm 0.003(\text { syst }) \tag{5.1}
\end{equation*}
$$

Solving eq. 1.73 for $\sin ^{2} \theta_{W}^{e f f}$, using the value of $A_{L R}^{0}$, gives

$$
\begin{equation*}
\sin ^{2} \theta_{W}^{e f f}=0.2375 \pm 0.0056(\text { stat }) \pm 0.0004 \text { (syst) } \tag{5.2}
\end{equation*}
$$

In the literature, there is a myriad of expressions for quantities resembling $\sin ^{2} \theta_{W}$. There is no fundamental difference between the various quantities; the differences simply reflect which radiative corrections are included in the definition of the quantity. Naturally, before a comparison between any two definitions can be made, the radiative corrections excluded from a particular definition must still be accounted for.

The experiments described in sections 5.2 and 5.3 express their measurement of the electroweak mixing angle in terms of quantities whose definitions differ slightly from that of $\sin ^{2} \theta_{W}^{e f f}$. Therefore, before discussing the measurements of the electroweak mixing angle by the assorted experiments, it will be shown how the definitions are related to each other.

To begin with, $\sin ^{2} \theta_{W}$, as defined in eq. 1.17, is referred to as the "bare" or treelevel (i.e. free of radiative corrections) expression. In addition to its expression in terms of $g$ and $g^{\prime}$, the electroweak coupling strengths, using the equations for the boson masses, given in Table 1.1 and eq. $1.15, \sin ^{2} \theta_{W}$ can be written as

$$
\begin{equation*}
\sin ^{2} \theta_{W}=1-\frac{\left(M_{W}^{\circ}\right)^{2}}{\left(M_{Z}^{\circ}\right)^{2}} \tag{5.3}
\end{equation*}
$$

The "o" superscript has been added to the definitions of the vector boson masses given in section 1.2 to emphasize that these are the tree level definitions for the vector boson masses and not their measured values. Replacing $M_{W}^{\circ}$ and $M_{Z}^{\circ}$ with their experimentally measured values, $M_{W}$ and $M_{Z}$, one arrives at the definition of $\sin ^{2} \theta_{W}$, renormalized to all orders in perturbation theory. In the literature, this renormalized quantity is commonly referred to as $\sin ^{2} \theta_{W}$, however, since that "label" has been used, the renormalized quantity will be labeled as

$$
\begin{equation*}
\sin ^{2} \theta_{W}^{\nu}=1-\frac{M_{W}^{2}}{M_{Z}^{2}} \tag{5.4}
\end{equation*}
$$

The reason for the " $\nu$ " superscript will soon become apparent.
A definition preferred by some theorists is the modified minimal-subtraction renormalization scheme parameter, $\sin ^{2}\left(\theta_{W}\right)_{\overline{M S}}$. It is preferred because it incorporates the radiative corrections in a manner that facilitates theoretical calculations. At the $Z^{\circ}$-pole, the two definitions are related by $\sin ^{2}\left(\theta_{W}\right)_{\overline{M S}}=C\left(m_{t}, M_{H}\right) \sin ^{2} \theta_{W}^{\nu}$, where $C\left(m_{t}, M_{H}\right)=1.009(1.054)$ for $m_{t}=100(200) \mathrm{GeV} / \mathrm{c}^{2}$ and $M_{H}=250 \mathrm{GeV} / \mathrm{c}^{2}[51]$. The quantity measured at SLD, $\sin ^{2} \theta_{W}^{\text {cff }}$, is related to $\sin ^{2}\left(\theta_{W}\right)_{\overline{M S}}$ through the simple expression [52]:

$$
\begin{equation*}
\sin ^{2} \theta_{W}^{e f f}=\sin ^{2}\left(\theta_{W}\right)_{\overline{M S}}+0.0006 \tag{5.5}
\end{equation*}
$$

### 5.1 Comparison with LEP

Using unpolarized beams, LEP is able to determine $A_{e}$ (eq. 1.61) through two different measurements. The most direct measurement is made by studying the longitudinal polarization of tau decays [53]. Measuring the polarization of the final state products, allows one to "invert" $A_{F B}^{\text {pol, } \tau}$ (eq. 1.70) into $P_{\tau}^{F B}$, the polarized forward-backward asymmetry of taus. Thus, the initial state electron and positron become the "final" state particles. This relationship gives

$$
\begin{equation*}
P_{\tau}^{F B}=\frac{3}{4} A_{e} \tag{5.6}
\end{equation*}
$$

The second measurement of $A_{e}$ comes from the unpolarized forward-backward asymmetry for electrons $A_{F B}^{e}$ which is proportional to $A_{e}^{2}$ (eq. 1.66).

The universality between leptons is determined by their relative coupling strengths. LEP has measures these to be [6]

$$
\begin{array}{ll}
\frac{a_{\tau}}{a_{e}}=0.9990 \pm 0.0029, & \frac{v_{\tau}}{v_{e}}=1.00 \pm 0.13  \tag{5.7}\\
\frac{a_{\mu}}{a_{e}}=1.0006 \pm 0.0026, & \frac{v_{\mu}}{v_{e}}=0.77 \pm 0.21
\end{array}
$$

The tau polarization, $P_{\tau}$, is defined as the difference of cross sections for producing LH and RH taus divided by the total cross section (similar to $A_{L R}$ ). Therefore, assuming lepton universality, measurement of the tau polarization is equivalent to measuring $A_{e}$.

Fig. 5.1 is a comparison of the SLD $A_{e}$, its errors added in quadrature, with measurements made at LEP. The value of $A_{L R}$ is clearly in line with the other measurements. With only $\sim 10^{4}$ events, the error on $A_{L R}$ is comparable with individual measurements from LEP experiments that have accumulated $\sim 10^{2}$ times more data ( $Z^{\circ}$ decays to all fermion flavors). For the various LEP measurements, the statistical and systematic uncertainties are of the same order of magnitude.

Fig. 5.2 compares the SLD $\sin ^{2} \theta_{W}^{\text {eff }}$ to measurements from LEP. The LEP values are averages of many individual measurements made by the different experiments. The LEP average value is an average of 25 separate measurements. The SLD value is within errors of the central value, but clearly does not have the same precision.


Figure 5.1: Comparison of $A_{e}$ with LEP results [6].


Figure 5.2: Comparison of $\sin ^{2} \theta_{W}^{e f f}$ with LEP results [6].

### 5.2 Comparison with Neutrino Measurements

Measurements of the weak mixing angle have been made by scattering neutrinos off various targets. The two classes of neutrino experiments that have achieved reasonable high precision, relative to the $Z^{\circ}$-pole measurements, are the deep inelastic ( $\bar{\nu}_{\mu}$ ) $N$ scattering and the elastic ( $\overline{\boldsymbol{\nu}}_{\mu} e$ scattering experiments.

The deep inelastic ( $\bar{\nu}_{\mu}$ N scattering experiments, which measure

$$
\begin{equation*}
R=\frac{\sigma\left(\nu_{\mu} N \rightarrow \nu_{\mu} N\right)}{\sigma\left(\nu_{\mu} N \rightarrow \mu X\right)} \tag{5.8}
\end{equation*}
$$

are presently the most precise neutrino measurements. The results of the experiments are typically expressed in terms of $\sin ^{2} \theta_{W}^{\nu}$. The current world average [52] of $\sin ^{2} \theta_{W}^{\nu}=$ $0.2304 \pm 0.0024$ (expt) $\pm 0.0050$ (theory) from deep inelastic neutrino measurements translates into

$$
\sin ^{2} \theta_{W}^{\text {eff }}= \begin{cases}0.2331 \pm 0.0024(\text { expt }) \pm 0.0050(\text { theory }), & m_{t}=100 \mathrm{GeV} / \mathrm{c}^{2}  \tag{5.9}\\ 0.2434 \pm 0.0024(\text { expt }) \pm 0.0050 \text { (theory) }, & m_{t}=200 \mathrm{GeV} / \mathrm{c}^{2}\end{cases}
$$

with $M_{H}=250 \mathrm{GeV} / \mathrm{c}^{2}$. An experiment presently being assembled at Fermilab, E-815, proposes to eventually determine $\sin ^{2} \theta_{W}^{\nu}$ to a precision of $\pm 0.0012$ [54] by studying deep inelastic $\left(\bar{\nu}_{\mu}\right) N$ scattering.

The elastic ( $\bar{\nu}_{\mu} e$ scattering experiments measure the purely leptonic cross sections, $\sigma\left(\nu_{\mu} e \rightarrow \nu_{\mu} e\right)$ and $\sigma\left(\bar{\nu}_{\mu} e \rightarrow \bar{\nu}_{\mu} e\right)$. The CHARM II experiment measured $\sin ^{2}\left(\theta_{W}\right)_{\overline{M S}}$ to be $0.2325 \pm 0.0092[55,52]$. This corresponds to $\sin ^{2} \theta_{W}^{e f f}=0.2331 \pm 0.0092$.

### 5.3 Comparison with Atomic Measurements

The measurements of $\sin ^{2} \theta_{W}^{e f f}$ made by the high energy experiments are complemented by the study of atomic parity violating effects, occurring in optical transitions, which result from the exchange of $Z^{\circ}$ 's between the atomic electrons and the quarks in the nucleus. The most precise atomic measurement of $\sin ^{2} \theta_{W}^{e f f}$ to date has
been measured in cesium to be $[56,57]$

$$
\sin ^{2} \theta_{W}^{e f f}= \begin{cases}0.2248 \pm 0.0065(\text { expt }) \pm 0.0036(\text { theory }), & m_{t}=100 \mathrm{GeV} / \mathrm{c}^{2}  \tag{5.10}\\ 0.2215 \pm 0.0065(\text { expt }) \pm 0.0036 \text { (theory) }, & m_{t}=200 \mathrm{GeV} / \mathrm{c}^{2}\end{cases}
$$

where the results in ref. [57], given in terms of $\sin ^{2}\left(\theta_{W}\right)_{\overline{M S}}$, have been converted to $\sin ^{2} \theta_{W}^{e f f}$ using eq. 5.5.

A recent measurement [58] of the parity violating optical rotation in lead vapor ${ }^{1}$ had a $1 \%$ absolute experimental uncertainty in determining $\sin ^{2} \theta_{W}^{e f f}$. However, the absolute theoretical uncertainty for that measurement is currently at the $8 \%$ level. Measuring the optical rotation in thallium, where the potential for reducing the theoretical uncertainty is greater, could potentially be the most sensitive of all atomic measurements in the determination of $\sin ^{2} \theta_{W}^{\text {eff }}$.

### 5.4 Summary

The ability to produce high energy, polarized electron beams has been demonstrated. The polarization is routinely measured to high precision. The measured value of $A_{L R}$ (and thus, $\sin ^{2} \theta_{W}^{e f f}$ ) is consistent with LEP, neutrino scattering and atomic parity violating measurements. Because the measurement is unique (presently only SLAC can measure $A_{L R}$ ), it also serves as a complementary check of the LEP measurements. Unfortunately, the current level of precision attained in measuring $\sin ^{2} \theta_{W}^{e f f}$ (the absolute uncertainty was $2 \%$ ) fell below the $\sim 0.1 \%$ absolute uncertainty needed to be sensitive to $m_{t}, M_{H}$ and any physics beyond the MSM.

### 5.5 Future Prospects

SLC/SLD has recently completed a 1993 data taking run. SLD accumulated $\sim 5 \times 10^{4}$ $Z^{\circ}$ 's with $\sim 62 \%$ electron polarization. The new measurement of $A_{L R}$ is not yet available, but with the higher statistics and an improved systematical error, the combined

[^18]error on $\sin ^{2} \theta_{W}^{\text {eff }}$ should be $\sim 0.001$. There is presently a proposal to run for several more years to collect $10^{6} Z^{\circ}$ decays with $P_{e} \approx 70 \%$. Assuming a relative systematic error of $1 \%$ in $A_{L R}$, the precision in determining $A_{L R}$ will be $\delta A_{L R}= \pm 0.0024$ ( $\delta \sin ^{2} \theta_{W}^{e f f}= \pm 0.0003$ ) which is at the level of the theoretical uncertainty. This single measurement will be highly competitive with the average of 25 measurements from LEP.

What can be done with such high precision? Fig. 5.3 demonstrates the sensitivity of $\sin ^{2} \theta_{W}^{\text {eff }}$ to $m_{t}\left(\right.$ for several values of $\left.M_{H}\right)$. Assuming $60<M_{H}\left(\right.$ in $\left.\mathrm{GeV} / \mathrm{c}^{2}\right)<1000$,


Figure 5.3: $\sin ^{2} \theta_{W}^{e f f}\left(\right.$ and $\left.M_{W}\right)$ versus $m_{t}$ [48].
$m_{t}$ can be constrained to $\pm 25 \mathrm{GeV} / \mathrm{c}^{2}$. If, for example, the top is discovered and measured to be $(150 \pm 5) \mathrm{GeV} / \mathrm{c}^{2}$, then $M_{H}$ can be constrained to a few hundred $\mathrm{GeV} / \mathrm{c}^{2}$ (see Fig. 5.4). Alternatively, $\sin ^{2} \theta_{W}^{e f f}$, which measures the ratio of the vector and axial-vector couplings through the expression:

$$
\begin{equation*}
\sin ^{2} \theta_{W}^{e f f}=\frac{1}{4}\left(1-\frac{v_{e}^{e f f}}{a_{e}^{\text {eff }}}\right) \tag{5.11}
\end{equation*}
$$

can be compared with the partial decay width of the $Z^{\circ}$ into electrons, $\Gamma_{e e}$. For


Figure 5.4: $\sin ^{2} \theta_{W}^{\text {eff }}$ (and $M_{W}$ ) versus $M_{H}$ [48].
massless electrons, $\Gamma_{e e}$ is

$$
\begin{equation*}
\Gamma_{e e}=\frac{G_{F} M_{Z}^{3}}{6 \pi \sqrt{2}}\left[\left(v_{e}^{e f f}\right)^{2}+\left(a_{e}^{e f f}\right)^{2}\right]\left(1+\delta_{Q E D}\right) \tag{5.12}
\end{equation*}
$$

where $\delta_{Q E D}$ accounts for photon corrections. Note that $\Gamma_{e e}$ is a function of the quadrature sum of the vector and axial-vector couplings. Fig. 5.5 is a plot of $\sin ^{2} \theta_{W}^{e f f}$ versus $\Gamma_{e e}$. The current LEP value for $\Gamma_{e e},(83.86 \pm 0.30) \mathrm{MeV}$, is overlayed on the plot [6].

For comparison, Figs. 5.3-5.5 demonstrate the dependence of $M_{W}$ on $m_{t}, M_{H}$, and $\Gamma_{e c}$. An error of $\pm 0.0003$ in $\sin ^{2} \theta_{W}^{e f f}$ corresponds to a measurement of $M_{W}$ to a precision of $\pm 0.04 \mathrm{GeV} / \mathrm{c}^{2}$, well below the current precision of $\pm 0.26 \mathrm{GeV} / \mathrm{c}^{2}$ [59].

In the near future, measurement of $A_{L R}$ will not only be complementary to measurements at LEP, but will be highly competitive with them. The precision attainable in measuring $A_{L R}$ will make it a sensitive probe into the limits of the standard model, hopefully leading to exciting new discoveries!


Figure 5.5: $\sin ^{2} \theta_{W}^{\text {eff }}$ (and $M_{W}$ ) versus $\Gamma_{e e}[48]$.
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[^0]:    *Ph.D. thesis, Yale University

[^1]:    ${ }^{1}$ The $j_{z}=0$ state is allowed for massive gauge bosons, but will not come into play in this analysis.

[^2]:    ${ }^{2}$ Although $v_{f}$ and $a_{f}$ are two separate quantities, they are not measured individually. The different electroweak asymmetries measure the ratio of the two while the $Z^{\circ}$ decay widths of the different fermions measures their quadrature sum.

[^3]:    ${ }^{3}$ The detector's response function parameterizes the detector's acceptance and efficiency at detecting the final state fermion of a specific decay mode. Each decay mode can have a different $\epsilon_{f}(\theta, \phi)$.

[^4]:    ${ }^{4}$ This is correct up to terms of $O\left[\left(\Gamma_{Z} / M_{Z}\right)^{2}\right]$ that are not shown in the denominator of eq. 1.59 . Their contribution will be discussed in section 4.1.3.
    ${ }^{5}$ The $e^{+} e^{-}$final state, which contributes $\sim 4 \%$ to the overall visible decays, is omitted for reasons that will be discussed in section 3.2.
    ${ }^{6}$ The fraction of all visible $Z^{0}$ 's that decay into $\mu^{+} \mu^{-}$is $\sim 4 \%$. The fraction of all visible $Z^{0}$ 's that decay into $b \bar{b}$ is $\sim 19 \%$. It is assumed that the $b$ or $\bar{b}$ is detected through a semileptonic decay mode that will include a $e^{ \pm}$or $\mu^{ \pm}$in the decay products. These decay modes account for $21.4 \%$ of all $b$ or $\bar{b}$ decays [7].

[^5]:    ${ }^{1}$ A Pockels cell is an electro-optical device that varies the birefringence of a crystal linear to the

[^6]:    voltage applied to it. Typical response times are less than 10 ns .
    ${ }^{2} \mathrm{~A}$ force applied to an electron will produce a change, with respect to time, in the electron's

[^7]:    ${ }^{3}$ The extraction line Møller polarimeter was not fully implemented for this run.

[^8]:    ${ }^{4}$ One should not be worried about this process not conserving helicity. Helicity is only conserved at high energies. That is, when the energy involved is much larger than the particle mass so that the mass can safely be neglected. In eqs. 2.4 and 2.6 , it is shown that the total cm energy squared, $s$, is not much larger than the square of the electron mass.

[^9]:    ${ }^{5}$ Because of large amounts of background noise detected by the proportional tubes, that detector was not used in measuring $P_{\text {. }}$.

[^10]:    ${ }^{7}$ There were $742 Z^{\circ}$ events that were detected using channel 6 , while 9482 events relied on

[^11]:    ${ }^{8}$ Calorimeters are devices that measure a particle's energy. "Sampling" calorimeters are devices that have "passive" layers specifically designed to absorb incident particles and their resulting showers, alternated with "active" layers designed to periodically measure the development of those showers.

[^12]:    ${ }^{9} \mathrm{X}_{0}$ is called the radiation length. The radiation length is defined as the average thickness of a medium over which a high energy electron will loose all but $e^{-1}$ of its initial energy through radiation.
    ${ }^{10}$ The nuclear interaction length $\lambda$ (also called the absorption length) sets the scale for the spatial development of a hadronic shower. It is defined as the mean free path between inelastic nuclear collisions.
    ${ }^{11}$ The sampling fraction is the amount of energy a muon deposits in the sampled layers divided by the total energy deposited in all the layers, i.e. $d E$ (sampled layer) $/[d E$ (sampled layer) $+d E$ (absorber layer) $]$.

[^13]:    ${ }^{1}$ Efficiency refers to one's ability to detect desired events: $\frac{Z^{0 \prime}{ }_{\mathrm{B}}^{\mathrm{s}} \text { (detected) }}{Z^{0}{ }_{\mathrm{s} \text { (present) }}}$.
    ${ }^{2}$ The purity of a sample measures the number of "good" detected events relative to the total number of accepted events, inclusive of backgrounds: $\frac{Z^{0 \prime}{ }_{s}{ }^{0} \text { detected) }}{Z^{\delta(\text { detected })+\text { backgrounds }}}$.

[^14]:    ${ }^{3}$ For this equation, do not confuse the atomic number $Z$ with the $Z^{\circ}$ gauge boson.

[^15]:    ${ }^{4}$ The threshold for EM1 was inadvertently set at 0 , instead of 151 MeV . This was noticed only after much of the data had been filtered, however, since it produced a negligible effect no attempt was made to rectify the error.

[^16]:    ${ }^{5}$ The hand scan would have identified any cosmic shower that did not pass through the interaction point.

[^17]:    ${ }^{1}$ Particles bent in the beam-beam interaction radiate synchrotron radiation called "beamstrahlung" [10].

[^18]:    ${ }^{1}$ Polarized light, passing through the lead vapor, is rotated by an angle that is a function of the parity violating interaction.

