
SLAC - 322 
UC - 34D 

P/I) 

DESIGN AND CONSTRUCTION 
OF A VERTEX CHAMBER AND 

MEASUREMEMENT OF THE 
AVERAGE B-HADRON LIFETIME* 

Harry Norman Nelson 

Stanford Linear Accelerator Center 

Stanford University 

Stanford, California 94305 

October 1987 

Prepared for the Department of Energy 

under contract number DE-AC03-76SF00515 

Printed in the United States of America. Available from the National Techni- 
cal Information Service, U.S. Department of Commerce, 5285 Port Royal Road, 
Springfield, Virginia 22161. Price: Printed Copy A09, Microfiche AOl. . 

* Ph.D. Dissertation 



ABSTRACT 

Four parameters describe the mixing of the three quark generations in the 
Standard Model of the weak charged current interaction. These four parameters 
are experimental inputs to the model. A measurement of the mean lifetime of 
hadrons containing b-quarks, or B-Hadrons, constrains the magnitudes of two of 
these parameters. 

Measurement of the B-Hadron lifetime requires a device that can measure the 
locations of the stable particles that result from B-Hadron decay. This device must 
function reliably in an inaccessible location, and survive high radiation levels. We 
describe the design and construction of such a device, a gaseous drift chamber. 
Tubes of 6.9 mm diameter, having aluminized mylar walls of 100 pm thickness 
are utilized in this Vertex Chamber. It achieves a spatial resolution of 45pm, and 
a resolution in extrapolation to the B-Hadron decay location of 87pm. Its inner 
layer is 4.6 cm from e+e- colliding beams. 

The Vertex Chamber is situated within the MAC detector at PEP. We have 
analyzed both the 94pb -’ of integrated luminosity accumulated at fi = 29 GeV 
with the Vertex Chamber in place as well as the 2lOpb-1 accumulated previously. 
We require a lepton with large momentum transverse to the event thrust axis to 
obtain a sample of events enriched in B-Hadron decays. The distribution of signed 
impact parameters of all tracks in these events is used to measure the B-Hadron 
flight distance, and hence lifetime. 

. 

The trimmed mean signed impact parameters are 130 & 19pm for data accu- 
mulated with the Vertex Chamber, and 162 & 25pm for previous data. Together 
these indicate an average B-Hadron lifetime of 

[ 
+0.22 

70 = 1.37 -0.19 
stat.hO.11 sys. 

I 
x (1 310.15 sys.) psec. 

We separate additive and multiplicative systematic errors because the second does 
not degrade the statistical significance of the difference of the result from 0. 

If &c dominates b-quark decay the corresponding weak mixing matrix element 
lVc.l = 0.047 3~ 0.006 rt 0.005, where the first error is from this experiment, and 
the second theoretical uncertainty. If &.L dominates, lVubl = 0.033 -+ 0.004 -+ 0.12. 
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Chapter I 

Introduction 

1.1 General Discussion 

Elementary Particle Physics is the search for the most fundamental con- 
stituents of matter and energy, and the study of their interactions. At the 
present, we believe these constituents to be: quarks, the fermions that constitute 
neutrons and protons; leptons, fermions such as the electron; and gauge bosons, 
such as the photon. The rules for the interactions of these constituents have 
come to be known as the Stun&~4 Model. The Standard Model consists of the 
recently unified theories of electromagnetism and the weak interaction, now re- 
ferred to as the single clectroweak theory, and a similar theory that describes the 
strong interaction between quarks, Quantum Chrome-Dynamics (QCD). Grav- 
ity is not usually considered part of the Standard Model, because a generally 
accepted quantum theory of gravitation has not yet emerged. 

__ _ - / 

_- -1 

The existing Standard Model contains some 18 parameters which are not 
predicted by the model, and are determined entirely by experiment. This dis- 
sertation concerns the measurement of the mean lifetime of hadrons containing 
&quarks, or B-hadrons. From this measurement, we can derive boundaries on 
two of the 18 parameters of the Standard Model. The Standard Model states 
interrelationships between the B-hadron lifetime and other physical measure- 
ments; if these interrelationships prove to be false, we may infer new phenomena 
outside the Standard Model. 

1.1.1 The Standard Model2 

Some information about the fermions of the Standard Model is given in 

1 



2 1. Intrduction 

Table 1.1, while Table 1.2 describes the gauge bosons. Fermions interact with 
one another via the gauge bosons, implying that the gauge bosoms c&n mediate 
the decay of fermions, and in particular, the &quark. The form of the interaction 

c is intimately connected with a mathematical property of the equations that 
describe the interaction, local gauge invariance. It is in the past twenty years 
that importance of local gauge invariance has been appreciated: the property 
also seems, in a beautiful and subtle manner, to guarantee that an acceptable 
quantum field theory can be developed from the clcrssical field equations, The 
electroweak theory and QCD are constructed around local gauge invariance, 
giving the gauge bosons their name. 

It is the massive VV gauge boson of the electroweak interaction that mediates 
&quark decay. On the surface, a mcrsgive gauge boson is directly incompatible 
with local gauge invariance. This impediment has been overcome through the 
introduction of a symmetry in the field equations that is not respected by the 
ground state of the fields, a so called spontaneously broken symmetry. The 
manner in which this spontaneously broken symmetry has been introduced into 
the Standard Model not only allows a locally gauge invariant description of the 
W, but also links electromagnetism and the weak interaction into the unified 
electroweak interaction, and predicts the existence of the Z” gauge boson at 
approximately the same mass as the IV. 

A schematic of how the VV allows the &quark to decay appears in Figure 1.1. 
The TV provides the means for the b to transmute into a charge +2/3 quark, 
either a c or a u, with the accompaniment of debris from the IV. This process 
does not occur instantaneously after the production of the b. The time elapsed 
is related to the strength with which the W couples to the (&) and (by) quark 
pairs. These two coupling strengths are not predicted by the Standard Model, 
and are the two parameters which ca31 be limited by measurement of the B- 
hadron lifetime. 

In fact, the rules of the electroweak theory allow any of the charge -l/3 
quarks to transmute into any charge 213 quark via the emission of a W. We 
know of (or strongly suspect there to exist) three types of each charge quark, 
allowing 3 x 3 = 9 possible transitions. The coupling strength for each transition 
can be described by one complex number; therefore at most 9 x 2 = 18 parame- 
ters are needed to describe all of these. These 18 parameters are not the 18 fun- 



Leptons Quarks 

Charge 0 -1 -l/3 213 

Symbol ye e d U 

‘First Generation’ Name electron 
neutrino electron down UP 

Mass < 46 eV 0.511 MeV 0.34 GeV 0.34 GeV 

Symbol vcc P c 8 

‘Second Generation’ Name muon 
neutrino muon etrange charm 

Mass < 250 keV 105.7MeV 0.51 GeV 1.5 GeV 

Symbol v, 7 b t 

‘Third Generation’ Name tau 
neutrino tau bottom top 

Mass C 70MeV 1.784 GeV 4.9 GeV > 23 GeV 

Tuble 1.1 The Fundamental Fermione P The leptom interact exclusively via the elec- 
troweak interaction; the quarks interact also via the rtrong interaction. We 
have not conclusively observed a quark in isolation, no we believe the strong 
force confines quarks to the inside of hadrona. The horiaontal arrangement 
of certain pairs of leptone with other pairs of quarka, e.g.(~~, c) with (d, u), 
into ‘generations’ is Bornewhat arbitrary and historical. There is a theoretical 
argument that for each lepton pair 8uch aa (z+, c) there rhoald exist a com- 
bination of charge -l/3 and Z/3 quarks, such as (d, u). The neutrinos lirrted 
may be massless; the experimental upper limits on their masses are ahown. 
Most matter consists of the massive fermions in the First Generation. Au 
but the neutrinos in the Second and Third Generations are known to be un- 
stable; they transmute into combinations of d and u-quark& electrons, and 
neutrinos. The r lepton and the &quark were discovered in the 1970’s; no 
evidence for the t-quark has been conclueively found, but we anticipate it on 
theoretical grounds. For each type of fermion there exiets an anti-fermion as 
well. 

damental parameters of the Standard Model, and the current Standard Model 
states that only ~CW are necessary to describe all of the nine possible quark 
transmutations. The B-hadron lifetime puts limits on two of the four ‘quark 
mixing’ parameters, but when considered along with other measurements, can 
test whether the Standard Model’s reduction from 18 to four is correct. 



4 1. Introduction 

Name Symbol Chasge 

Photon 7 0 
Charged Intermediate W  
Vector Boson =f=l 

Neutral Intermediate 20 
Vector Boson 0 

Gluon 9 0 

Mass Force 

< 3 x 10a2' eV Electroweak 

- 82 GeV Electroweak 

- 93 GeV Electroweak 

-0 Strong 

Tuble I.8 The Fundamental Gauge &sons. The bouons are associated with certain 
.forces between quarks; these are shown. The photon is the carrier of the ebc- 
tromagnetic force; electromagnetism has been mathematically unified with 
the weak interaction into the electroweak force. The W boson enables the 
transmutation of the heavy fermions in Table 1.1 to the lighter fermions. 

1.2 Theoretical Discussion 

The rate of decay of B-hadrons can, in principle, be completely calculated 
from the Lagrangean of the Standard Model, up to the two unknown Kobayashi- 
Maskawa (KM) matrix elements. In practice, QCD proves a major obstacle 
to the calculation. At the present, calculations of the B-hadron lifetime are 
uncertain to at least the 25% level. Calculations of the B semileptonic rate 
alone are less uncertain, and probably can be trusted at the 25% level. 

.- 
1.2.1 Formalism 

In the Standard Model, quarks couple to W-bosons via the current 

_. - 
_ .  

i 

- _ where 

and the mass eigenstates of the jfh. generation quark doublet are (ui, d;). The 

expression g/(2&) = Gy2A4w2-‘/‘. The Vij are the elements of the KM quark 
mixing matrix: often expressed for three generations as 

V 11 11 . 



1 .I? Theoretical Discussion 5 

Figure 1.1 Diagram of B-hadron Decay. The B-hadron in this CM b a B; meson, 
which contains inside a b-quark and a i;i-antiquark. The &quark emits a W  
boeon, and transmutes into a c-quark. Charge b conserved in this process; 
the initial & has charge -l/3; the rubsequent W  and c have a net charge 
of -l+ 2/3 = -l/3. The W  transmutes to a negative muon and a muon 
antineutrino; the c and remaining z emerge aa a Do meson. 

. For N quark generations, the V’j can be described by N2 complex or 2N2 real 
numbers. Such a description is always phenomenologically correct, but if there 
is no new physics hidden in V, and merely the mixing of N generations within 
the Standard Model, a substantial reduction in parameters can be effected. Uni- 
tarity provides N2 independent constraints. The remaining degrees of freedom 
describe one common phase and 2(N - 1) relative phases of the quark fields that 
alter no physics, so are irrelevant. This allows N2 - 1 - 2(N - 1) = (N - 1)2 
real numbers to specify all the V&e If V were real, it would be analogous to a 
rotation matrix in N-dimensional space. A  number of real angles equal to the 
number of unique axis pairs, or iN(N - 1), would be sufficient to describe V. 

This implies (N - 1)2 - iN(N - 1) = i(N - l)(N - 2) phases are needed, in 
addition, to describe complex V. 

For two generations, only one real angle is sufficient to describe V; this is just 
the Cabibbo angle. For three generations, three real angles and one phase are 
sufficient. This phase m ight be sufficient to describe the observed CP violation 
in the K” system. However, it is possible that three real angles and one phase 
are not sufficient to describe measurements of quark mixing and CP violation. 
Then new physics outside the Standard Model, such as a fourth generation of 
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quarks and leptons, would be implied. 

A convenient para.meterizatioG of V for N generations can be built from 
c simple rotation matrices 

where the N x N matrices (n,j) are nearly the identity matrix, except for the 
jth and jth columns and rows 

i j 

(  

Cij Sije -i&j 

i6. * -Sije '3 cij 

Cij = COS(0ij) 

Sij = SiII(t9ij) 

6 
I 

= 0, if j=i-1; 
ij 

#O 9 otherwise. 

The (812,. . . , ~(N-~JN) are the iN(N - 1) real angles, and the (613,. . . ,6(&2)) 

the )(N - l)(N - 2) ph ases. This parameterization keeps V simple above the 

diagonal. For three generations 

c12c13 s12c13 sl3e 4613 

v= -812c23 - c12623s13e i613 c12c23 - s12s23s13e i&3 823C13 

812823 - clZc23sl3e is13 -c12s23 - sl2s23813e iha c23c13 
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- 4(q) - q(4) 
k?) (s) 

Figure 12 Spectator Approximation of B-hadron Decay. The B-hadron is assumed to 
consist entirely of its valence quark state, either Q if a meson or bqq if a 
baryon. The decay is considered equivalent to free quark decay of the b; any 
effect of interaction between the W  products and the c or other quarks is 
ignored. Without phase space effects, the leptons would enter with weight 
1, the quarks 3 from color. d’ and 8’ represent the KM rotation of the mass 
eigenstates u, d. 

1.2.2 Naive Spectator Model 

In the Naive Spectator Model: the effects of gluons and of non-b quarks in 
B-hadrons are ignored. The only relevant process is exhibited in Figure 1.2. The 
&quark lifetime differs from the muon lifetime only because l)the mass of the 
bquark is greater than that of the muon; 2) more final states are kinematically 
accessible; and 3)the 3 degrees of freedom of color are available when the W  

hadronizes. 

For the moment ignoring phase space factors, one estimates 

In this crude approximation, the B  semileptonic branching ratio is l/Q = 11%. 

Available phase space’ reduces the partial decay rate for the process b+qplpz 
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by a factor 

I(X,Y,Z) = 12 c J (1-d’ d[ (z+sd2 -p-x2 - YZ)(l - 2 - ~)W(&~‘,Y’)W(l,z’,~) 

W(a,b,c) = (a- (&+fi2)’ (a-(Jb-fi2)’ 

mq ml m2 
x= -, y=-, z=--- 

mb mb mb 

The familiar case of ml = m2 = 0, applicable to the electron and muon partial 
decay rates, is 

1(x,0,0) = l-8x2-24x41nx+8x6-x8 

The effects of phase space on the leptonic and non-leptonic partial decay 
rates are shown in Table 1.3. One sees that phase space reduces b-w partial 
rates by a factor of 2-3. 

Grinstein, Altomari 
wise, and aud 

Wolfensteinr” 

ac au ac au ac au ac au ac au ac au ac 

r 1 =,c1 1 0.51 0.96 0.51 0.96 0.46 0.84 0.33 (0.34) 0.58 (0.57) 0.39 

rr 1 1 0.11 0.36 0.11 0.36 0.10 0.31 

hvt 6 6 1.79 3.93 2.09 4.59 2.15 4.72 

rb 9 9 2.92 6.21 3.22 6.87 3.17 6.71 

B GP 11% 18% 16% 15% 

au 

Table I.3 Calculated Decay Rates. The (partial) decay rate is lO”(a,Vz +auV$,) a-l; 

mb = 4.9 GeV. The first column gives results from the Naive Spectator Model 
and merely counting final states; the second column includes phase space ef- 
fects, and K-M matrix elements for the non-leptonic (NL) final states. The 
progressive effect of two QCD corrections is in the next two columns. The 
remaining columns give the results of several calculations for the semilep 
tonic rate using quark model wave functions; in all three cases ac has been 
calculated from the 1.1 x (I’(B-+DX) + I’(B*D*X)), to incorporate other 
final states. Wirbel, Stech and Bauer” include only T and p final Btates in 
their estimate of a,; Grinstein, Wise, and IsgurQ include 1P and 2s quark 
states as well. 
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1.2.3 QCD Corrections to the Naive Spectator Model 

QCD aIters the Naive Spectator Model in several ways, broadly categorized 

< as short distance effects, radiative corrections, and long distance effects. 

Short distance QCD effects leave semileptonic decays unchanged, but en- 
hance non-leptonic channels ?l*l’ Hard-gluon exchange renormaliaes and destroys 
the color-blindness of the charged current interaction between quarks. These ef- 
fects are normally described by two numbers, denoted c+ and c-. The color 
degree of freedom normally enhances the non-leptonic channels by a factor of 
three; short distance effects replace this by the expression Zc$ + c:. At the 
mass scale of the b-quark, typical estimates are c+ = 0.85, c- M 1.4: yielding 
an enhancement of 14%. 

Radiative corrections afflict both semileptonic and non-leptonic channels. 
In the semileptonic case, ls the situation is similar to the QED correction to 
muon decay!’ The semileptonic rate is reduced by M Q~o for b+c and = 13?6 
for b+u. In the non-leptonic case, the interaction of radiative corrections with 
short distance effects must be carefully considered?3 The result is an additional 
enhancement of only = 3%! 

Long distance QCD effects include any process involving the quarks other 
than the b in B-hadrons, as well as the hadronization process that describes 
the evolution of final state quarks to hadrons. The experimental consequences 
of such effects include: 1) further enhancement of the non-leptonic decay rate, 
leading to a smaller semileptonic branching ratio; 2) 7(B”) # r(B+), or equiva- 
lently, I’,(BO) # I’,(B+); 3) uncertainty in the non-leptonic partial rates as well 
as au in the semileptonic partial rate in Table 1.3, due to fragmentation phe- 
nomena; and 4) BooB 0 mixing. The measured B semileptonic branching ratio is 
12 -+ l%, lower than the QCD-corrected spectator model in Table 1.3 estimate 
of 14%& Imperfect quark masses, or long distance effects, could produce this 
discrepancy. 

The CLEO experiment has set the limits 0.44 < (rq/+) < 2.05 at 90% 
confidence? Two distinct physical processes could lead to rBo g rB-. In the first, 

rB- is lengthened by destructive interference among the ‘amplitudes of identical 
final states?g In the second, 7~0 is ehortcncd due to a W exchange diagramt7 
The first process is probably more operative in non-leptonic D decays, which 
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are predominantly two-body; the higher multiplicity in B decays is liable to 
destroy coherence. Normally, the second process is helicity suppressed, and 
grows only as fnb, so is small compared to the spectator process, which grows 

c as rng. However, gluon emission can remove the helicity suppression, and lead 
s to a rate like aarnb. There is some controversy the importance of this process; 

sonil suggests r&r@ fi! 1-4 - 1.6; BigPQ dissents, and argues from the D 
system that Q+/QO < 1.2. Only future experiment will decide. However, the 
statistical error of CLEO’s existing technique, which does not require tagging of 
B” or B-, will only improve as l/f?/“, where C is their integrated luminosity. 
Therefore BooB- tagging must be performed, either for direct branching ratio 
or lifetime measurements, to get a substantial improvement. 

The soft fragmentation of f!.nal state quarks into hadrons can probably bring 
uncertainty to all of the entries in Table 1.3 except the semileptonic b - c tran- 
sition. For the semileptonic &c transition, quark model estimates (see below) 
for the exclusive transitions sum to near the spectator estimate. For Lw, this 
is not true, possibly indicating the importance of non-resonant fragmentation. 

1.2.4 Estimates from the use of Quark Model Wave Functions 

Several researchers have estimated B-decay rates to exclusive semileptonic fi- 
nal states with use of meson wave functions from the constituent quark model9-10 
Their motivation is to avoid the &quark mass uncertainty, and to derive expres- 
sions for the lepton energy spectrum. The phenomenological Lorentz structure 
of the transition matrix elements is developed, and then the wave functions are 
used to estimate the unknown form factors. Only the B-hadron mass, which 
is well known, appears in the leading m6 factor. The results of three of these 
estimates are shown in Table 1.3. 

There is a large discrepancy between the calculations. Recently, this discrep- 
ancy has been traced to one form factor that disappears in the non-relativistic 
limit. Most of the discrepancy appears in the exclusive channel B+D*&. 

1.2.5 Discussion Concerning Calculated Decay Rates 

The result from the QCD corrected Naive Spectator Model is: 

1 
- = I’* fi! 3.2 x 1014 (4.C2eJ5 (I&bl” + 2&b[2) 13-l 
rb 

1131 . . 
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c 

Long-distance effects are totally ignored in this model, and could rubstantially 
alter the non-leptonic decay rates used in this result. The decay rate is heavily 
dependent on the value of mb used; at least mb = 4.9 9~ 0.2 GeP is allowed 
by existing data. If one considers only the semileptonic decay rate, QCD uncer- 
taint& are reduced. Use of the quark-model approach reduces the decay rate 
uncertainty caused by the &quark mass uncertainty, at the price of new igno- 
rance over form factors. However, both spectator and quark model approaches 
yield 

Bt r -= t 
rb 

== 0.4 x lo1’(Ivc&,12 + 21vub12) 8-l 1141 . . 

Probably the uncertainty in the factor multiplying IV&l2 is kO.1 x 1014 in either 
approach. The factor multiplying lvub12 is uncertain to 0(50%). 

1.3 B-lifetime Measurement 

Before 1983, the use of [1.3] and the assumption that Iv&l m sin(&), where 
8, is the Cabibbo angle, led to the general belief that rb w 0.08~s. On the one 
hand, this rate is too slow to compete with b5 annihilation at the T; on the other 
hand, the B flight path corresponding to rb = 0.08 ps is only 2pm at the Y (4s), 

where r/3 M 0.08, and 60pm at PEP or PETRA, where 7P ss 2.5. These flight 
paths were considered too small to be measured. It came as a great surprise, 
therefore, when the MAC collaboration, followed by the Mark-II collaboration, 
reported in 1982-83 that rb = 1-2 PS?~‘~’ These measurements had large errors, 
however, and history has shown, for example for the z” lifetimef6 that the first 
measurements of short lifetimes are systematically long. For this reason, the 
research for this dissertation, which consisted of the design and installation of 
an improvement to the MAC detector to better measure the B-lifetime, was 
undertaken. It is somewhat humorous that it is now considered ‘natural’ to take 

Iv I bc = sin2 (e,), which leads to B-lifetimes in the picosecond range. 

The measurement of the B-lifetime at a high energy e+e- collider involves 
two steps: first, a sample of events enriched in B-hadrons must be selected, and 
second, a measurement of the non-zero B flight path must be made in these 
events. The most reliable enrichment technique is to require high transverse 
momentum electrons and/or muons from the B semileptonic decay. Using this 
technique purities of sv 60% and yields of 2 pb can be achieved, compared with 
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the = 9% purity and = 5OOpb yield of inclusive continuum multihadron pro- 
duction. 

A typical example of B production and decay at PEP is portrayed in Fig- 
’ ure 1.3. The b6 pair is produced, each with beam energy, modulo QED and 

QCD radiative corrections. The b and 5 subsequently pull light quarks from 
the vacuum and hadronize into B-hadrons. In this process, most of the beam 
energy is retained by each B, although typically 15% is lost to w 5 charged, and 
- 3 neutral, light hadrons, such as AS and KS. The B hadrons and these light 
hadrons are referred to as primaries, and their origin aa the primary vertex. The 
Bs travel a short distance, then decay at the secondary vertex; the lepton used 
to tag the events comes from this decay. Usually a charmed particle is emitted 
from this decay as well, decaying at a subsequent vertex. Typically four charged 
particles result from a semileptonic B decay, and six from a non-leptonic decay. 

A measurement of the event portrayed in Figure 1.3 might appear as in 
Figure 1.4. The primary vertex is u priori unknown, but should be consistent 
with the beam envelope, which is typically 100 x 7004~2 at PEP. The centroid of 
the envelope can be measured to 25pn2 with the use of Bhabha scattering events. 
The common B and B direction is estimated using the thrust axis, a direction 
that maximizes projected momenta of particles in the event. The trajectories of 
charged particles, or tracks, in the plane perpendicular to beams, or x-y plane, 
are extrapolated back to the interaction region, with some error. The distance 
of closest approach, or impact parameter 6, of these tracks is measured with 
respect to an estimate of the primary vertex, for example the beam centroid. 
A positive sign is attributed to 6 if it appears the B flew forward along the 
thrust axis into the hemisphere containing the track. A net positive impact 
parameter, when averaged over many tracks in many events, is used to measure 
the B-lifetime. 

The primary goal of the research undertaken for this dissertation was the 
reduction of the error in impact parameter error, or aa. This goal waa pursued 
by the construction and installation of a high precision drift chamber, or vertex 
chamber (VC), placed as close as possible to the interaction point. With this 
chamber, a reduction of 06 from 390gm, as in the 1983 MAC B-lifetime measure- 
ment, to 9C&m, as measured with Bhabha scattering events, has been achieved. 
Secondary goals of improved muon identification efficiency and primary vertex 
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Figure 2.9 B Production and Decay at PEP. The b6 pair is produced at the primary 
vertex, then hadroniees into the BB pair, as well ~4 w 4 - 6 light hadrone. 
The decay of the B is not portrayed, but the B goee on to decay at the 
secondary vertex into a D-hadron and some light particles. The D decays, 
and ultimately some five charged tracks result from the B decay. A muon 
comes from B semileptonic decay with a # 12% branching ratio, and is used 
to tag events at PEP. 

estimation have been achieved. In addition, in the 1983 measurement, the im- 
pact parameters of only lepton tracks were employed; in this dissertation, all 
tracks in lepton tagged events are employed, to statistical advantage. The re- 
sult, as described in subsequent chapters, is a B-life with a statistical error less 
than l/3 of that published by MAC in 1983. 

1.3.1 Relationship to Other Measurements 

A measurement of the B-lifetime can be used to constrain the magnitude 

of Ivcb12 + 21vua12, as discussed above. The ratio l&,1/ I&,1 can be constrained 
via studies of B decay final states. At the present time, there is no direct 
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Figure I./ Measurement of B life at PEP. This might be the appearance of the event in 
Figure 1.3 after reconstruction from the detector. The beam centroid might 
be used to estimate the primary vertex, the thrust axis is used to estimate 
the BB direction, and the impact parameter 6 to measure the non-sero B 
flight path. A positive sign is attributed to 6 if it appears the B flew along 
the thrust axis into the hemisphere containing the reconstructed track. 

evidence that V& # 0, t but upper limits on IV&l/ IV’&, I have been obtained from 
studies of the lepton energy spectrum from semileptonic decay, and from searches 

- for charmless final states. The technique is limited by theoretical uncertainty _. - . , 
- _ over the shape of the spectrum near the endpoint; IVubl/lVcbl < 0.11-0.23 at _- 

_- -1 90% confidence has been derived, depending on which theoretical model is 
employed?’ A search for B- + pOZ-@ implies IVubl/ lVebl c 0.X-0.26 at 90% 
confidence ?7 Indirect evidence for IV&l # 0 has been implied because only 06 
0.7 D’s per B decay have been measured. However, this measurement depended 
on outdated D branching ratiosf8 and probably updates to 0.7-0.9 D’s per 

B. In light of the difficulty of estimating absolute reconstruction efficiencies in 

t Since we wrote this, the ARGUS collaboration has given evidence that 
IV&l/lVcJ > 0.07, from observation of the decays B+p@@)fe 
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the high multiplicity environment of B  decay, thii measurement may in fact be 
consistent with Vub - 0. 

The K” CP violation parameter 

f oc m ,2Xm(Vt~VtJ2 P 51 . 

from consideration of the ‘box’ diagram in the Standard Modelf It is surprising 
that c increases with the mass of the top quark, m t. The reason is the helicity 
suppression of the transition of a pseudoscalar to a spin non-zero pair via the 
left-handed Lagrangean of the Standard Model. The magnitude of Im(Vt’,Vtd)2 

can be related via [1.2] to the B-lifetime. As the lifetime grows, this magnitude 
shrinks, requiring larger m t to keep c fixed. Unfortunately, the constant of pro- I 
portionality in [ 1.51 is theoretically uncertain:0 due to our inability to calculate 
in QCD. W ithout this uncertainty, one would be able to make a solid predic- 
tion for m t, or provide a basis for rejection of the Standard Model when m t is 

measured. 

Two other measurements in the kaon system are sensitive to K M  matrix 
parameters: the measurement of the direct, or AS = 1, CP violation parameter 
8 and the measurement of the branching ratio K--W-UP. d a Im(VtiVtd), and 
only weakly increases with m t. The branching ratio K--W-UP is a m~lV~Vtd12. 

The relation between 8 and K M  matrix elements has a large theoretical uncer- 
tainty from QCD, while the relationship for K--+lrr-v~ is less uncertain. In a 
sense these measurements are complementary; if m t is very large, 513 and hence 
8 can be small, but K- h7r-v~ will be large. Typical predicted valuessl of 
I+\ are 0.001-0.01 and of K-+?r-v~ areB2 l-10 x 10M1o; experiments” with 
sensitivities at the low end of these ranges are taking data now, with results 
expected in l-2 years. 

The mixing of B” mesons is another measurement related to K M  parameters. 
B$,)-B$,) mixing is oc rnf IV;*bVtd(ts~12 /rb. Evidence for mixing in both systems 

has recently been reported?* Most surprising is the report of B @  mixing; the 
smallness of Vbu (from  the B-lifetime and IV& I/lV& I) implies that I& should 
be small as well. However36 large m t (fi: 70 GeV) and/or 613 fi: x can explain 
B$@ mixing within the constraints of [1.2]. 
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For the present, the simple mixing of three generations via [ 1.21 is sufficient 
to describe the measurements just reviewed. This may be because of our un- 
certainty in the QCD calculations that enter in the evaluation of every effect, 

“or because the Standard Model with three mixed quark generations may be all 
the physics there is. If so, it remains unexplained why uny quark mixing occurs, 
and even more, why this mixing violates CP. It is clearly important to refine all 
of these measurements and calculations. 

1.4 Outline 

In the remainder of this dissertation, we describe the measurement of the 
B-hadron lifetime at the PEP Storage Ring with the MAC Detector. Chapter 
2 is devoted to the MAC Detector; in Chapter 3 the MAC Vertex Chamber is 
described, a high precision tracking chamber designed and built specially for the 
B-lifetime measurement. Chapter 4 contains a discussion of the selection of the 
data sample used for the measurement; Chapter 5 contains the description of 
the measurement itself. In Chapter 6 we summarize and state conclusions, and 
make comparisons with other B-lifetime measurements. 
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Apparatus 
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2  
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In this chapter, the apparatus that existed prior to the undertaking of the 
research for this dissertation is described. The PEP G+C- storage ring is briefly 
described, and then the MAC detector is described in somewhat more detail. 
The offline processing of data, including selection of the multihadron data sample 
is discussed, as is the Monte-Carlo simulation of multihadron data. 

2.1 The PEP Storage Ring 

The concept for a large e+e- storage ring at SLAC w&s developed in a 1971 
summer study at SLAC. The idea started as an G+C- storage ring in the same 
tunnel as a proton ring; PEP stood originally for Positron- J$lectron-Proton. 
The proton ring lost favor, and the final P now stands for project? 

A map of the PEP ring on the SLAC site appears in Figure 2.1. The PEP 
ring is some 5 meters underground, 700 meters in diameter, and 2200 meters in 
circumference. Electrons and positrons are injected from the Linear Accelerator 
into PEP. Each circulates the ring grouped in three bunches, typically containing 
7 x 10” particles, with a current of - 15mA of both positrons and electrons. A 
bunch is usually 1.5 cm in length. For all the data used in this dissertation, the 
beam energy was 14.5 GeV. 

The electron and positron beams cross at six interaction regions (IRS) around 

the ring. Typically the beam cross-section at each interaction point is 0.014 cm 
high and 0.7 cm wide. One of the bunches traverses the entire ring in 2200/c = 
2200/(3x10*) = 7.3~s; since there are three pairs of electron-positron bunches, 
collisions occur at each IR every 7.3/3 = 2.4~~. The design luminosity of 
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Figure 8.1 A Map Showing the PEP Ring. Electrons and positrons from the Linear 
Accelerator are transferred through the injection lines into the hexagonal 
PEP storage ring. Positrons travel clockwise, electrons counterclockwise. 
Five of the six experimental stations are shown; the MAC detector is at 
IRA, approximately at 4 o’clock on this plot. 

PEP was 1 x 1032cm- 2 s -l, but the ring has never achieved more than 0.3 x 

1O32 cm-2s-1 , and typically has operated at 0.1 x 1O32 cm-2s-1. 

I - - 2.2 The MAC Detector 

MAC stands for MAgnetic Calorimeter. Contemporary particle detectors 

used at colliders are built to perform the following functions: 1) hermetic mea- 
surement of energy flow over all 47r of solid angle; 2) identification of leptons; 
3) accurate tracking of charged particles back to the interaction point; 4) mo- 
mentum measurement and 5) identification of hadrons. MAC is the first collider 

detector to pursue 1), and was designed to excel at 2) and 3). MAC also does 

well at 4) but was not designed to perform S), hadron identification? The dura- 
bility of the MAC design is manifest by the similarity of many new detectors to 
MAC. 
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Figure 6.8 The MAC Detector. On the right is lride view, with the beam pipe rhown 
penetrating the center of the detector. The detector consists of a central 
section and two endcaps, cur-rounded by the muon system. On the left ie 
an end view of the center section; the beam pipe would go in and out of 
the page. Subsystems are labeled: CD, the Central Drift chamber; SC, the 
centrai electromagnetic, Shower Chamber; MI, the Inner Muon chambers; TC, 
the scintillation Trigger Counters; HC, the central Hadronic Calorimeter; EC, 
the Endcap Calorimeters; and MO, the Outer Muon drift chambers, usually 
labelled the OD. 

The MAC detector is shown in Figure 2.2. A perspective illustration of the 
detector is exhibited in Figure 2.3. The central tracking chamber, the Central 
Drift chamber (CD), is surrounded by layers of lead or steel interspersed with 
proportional wire chambers, that form the MAC calorimeters. The CD is inside 
a solenoid that allows the momenta of charged particles to be measured. The 
calorimeters are surrounded by drift chambers for the measurement of muons. 
The steel in the outer calorimetry is toroidally magnetized, which enables a 
second momentum measurement to made for muons. A  high precision drift 
chamber, the Vertex Chamber (VC), was added inside the CD in 1984 specifically 

for the B-lifetime measurement, and will be described in the next chapter. A  

detailed description of the various subsystems follows38 

2.3 Calorimeters , 

Sampling gas calorimetry was pioneered by the MAC detectorSQ ; all the 
calorimeters are of this type. The calorimeters are split into three segments: 

the central electromagnetic shower chamber (SC); the central hadron calorime- 
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Figure 8.9 A Perspective View of the MAC Detector. Here the endcapa are rhown palled 
back off the central section, and cutaways of the muon @,em are made. The 
hexagonal structure is evident. 

.- 
ter (HC); and the endcap calorimeters (EC). Small angle chambers (SA) were 
installed in 1983 to add veto power for a supersymmetry search. Figure 2.4 

gives an overview of the arrangement and segmentation of the calorimeters. All 
the calorimeters use a gas mixture of 85% Argon-15% Methane at atmospheric 

- pressure. _. - 
L 
__ : 2.3.1 Central Electromagnetic Shower Chamber 

The central electromagnetic shower chamber, or SC, consists of six s&ants 
in azimuth, apparent in Figure 2.3. The inner face of each sextant is 6Ocm in 
radius from the beam axis, outside the MAC solenoid. Within the sextant are 32 
layers of 0.254 cm thick printer’s type-metal (83% Lead, 12% Antimony, 5% Tin, 
radiation length X0 = 0.656 cm) alternated with proportional wire chambers. 
The chambers consist of extruded aluminum channel, of channel width 1.7 cm 
and height 1.3 cm, with a 40~~72 diameter stainless steel sense wire, which runs 
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Figure C.4 Segmentation of the Various Calorimeters. (a) Side view of the calorimetry. 
The electromagnetic shower systems are shown shaded. The number of wire 
planes in each radial layer is also indicated. (b) End view of the central bet- 
tion calorimetry. Each sextant of the SC and HC is divided into 62 asimuthal 
wedges of anode wires. These are further aubdivided into 3 radial layers. (c) 
End view of the endcap calorimeter. 

parallel to the beam. The chamber is 230 cm long parallel to the beam. The 

total number of sense wires is M  9000. 
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The sense wires within a sextant are ganged into 62 groups in azimuth 
and 3 groups in radius, as shown in Figure 2.4. The total 12.4&(0.5 nuc1ea.r 
absorption lengths, X) is segmented radially into 2.7X0, 5.0X0, and 4.7X0 from 

c in to out. The sense wires are read out from both ends and charge division 
employed to measure the e position of ionization. The wires are connected to 
low input impedance preamplifiers, which output to Sample and Hold Modules’O 
(SHAM), h h t s w ic in urn are read out by Brilliant Analog to Digital Converters’l 
(BADCs) that perform pedestal subtraction. The MAC online computer, a DEC 
VAX 11/780, then reads out the BADCs via a CAMAC system. 

. 

Gas gain is monitored with Bhabha scattering events. The energy resolution 
for electromagnetic showers, measured with Bhabhas, is = 24%/d-. The 
resolution in azimuth is a4 m 0.6’ for Bhabhas, and CQ w 1.2O in polar angle. 

The SC is the detector element used to identify electrons in multihadron 
events. A sample of events with electrons at high pi relative to the thrust axis 
is used to measure the B-lifetime, and will be described in Chapter 4. 

2.3.2 Central Htzdronic Calorimeter 

.- 

,: - 
- _ 

_’ __ : 

The central hadronic calorimeter, or HC, is segmented into sextants much 
like those of the SC. The construction is similar as well, consisting of iron plates 
alternating with proportional chambers. The iron is magnetized to - 17kG 
toroidally about the beam axis, and is used as a muon spectrometer. Each 
sextant starts llkm from the beam axis, and contains 24 layers of 2.5cm 
thick plates followed by three 10cm thick plates. The 2 cm gaps between the 
plates contain square extruded aluminum proportional tubes of inner dimension 
1.2 cmx 2.4 cm. The 40pm stainless steel sense wires run parallel to the beam. 
Charge division is used to measure the location of ionization along their 230cm 
length. 

The sense wires within a sextant are grouped into 62 azimuthal segments, 
like those ‘m the SC, and into five radial segments. The first three radial seg- 

ments contain 8 layers, each 1.2x. The two outer segments contain one layer of 
proportional chamber each between the 10 cm, or 0.6X, iron pieces. Charge divi- 
sion is performed only for the inner two and outermost radial segments. There 
is a total of 5.4X of iron in the HC. The preamplifiers and read out system of 
the inner four HC segments are very similar to the SC. A clever arrangement 
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of the inexpensive 733 video amplifier and a different readout system is used for 
the fifth layerf2 

Calibration is performed with cosmic rays. The resolution for hadronic show- 
ers is typically M  7S%/dEm. 

The HC is crucial to the measurement of energy flow in multihadron events. 
The thrust axis derived from measurements in the calorimeters is central to the 
B-lifetime measurement, as discussed in Chapter 5. The HC is also used to trace 
muons and to prevent pions from being misidentified as electrons. 

2.3.3 Endcap Calorimeter 

The construction of the endcap calorimeters, or ECs, differs considerably 
from that of the central calorimeters. Only iron plates are used. The iron is 
arranged perpendicular to the beam line, starting 128cm from the interaction 
point, and is toroidally magnetized. There are 28 2.54 cm thick layers, followed 
by two 10cm thick layers. The first 21 layers are hexagons of width 517cm; 
the outer 9 layers narrow gradually to 351 cm. Twelve planar wire chambers 
are placed in each 2.54cm gap in the pattern shown in Figure 2.5. The wire 
chambers consist of a plastic frame with walls of 0.32 cm fiberglass. Sense wires 
of 5Oj~rn Be-Cu are strung across the narrow width of the chambers, such that 
the wires end up at approximately at constant radius about the beam axis. The 

sense wires are spaced 1.9 cm apart. The cathodes are copper layers glued to 
the fiberglass walls. They are in segments that are perpendicular to the wires 
and pulses are read out from  them . W ith the beam axis taken as the z-axis, 
the sense wires measure polar angle; the cathodes and chamber segmentation 
measure azimuth. 
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Figure &.5 Atimuthal Arrangement of Endcap Wire Chambers. Twelve chambers are 
arranged about the beam axis. Wires are strung across the IUUTOW width of 
the chambers, and the cathodes are asimuthally segmented. 

Groups of chambers are ganged together in five segments in distance from 
the interaction point, with 3 layers in the first segment, 6 in the second, 11 in 
the third, 8 in the fourth, and 1 in the fI.fth. This segmentation is 4.3X0, 8.7X0, 
15.9X0, 11.5X0, and 4.5X0 or 0.45X, 0.91X, 1.7X, 1.2X, and 0.6X. The two inner 
segments have their sense wires ganged into 9 groups perpendicular to the beam 
line. These start at 40cm from the. beam, and are 2 ~ 18cm, 4 ~ 12 cm, and 
3 ~ 43 cm across. The third- segment has four groups of sense wires, 84 cm, and 
3 ~ 43 cm across. The fourth and fifth segments have only the first three wire 
groups of the third. The grouping of cathodes in azimuth is also finer for the 
inner two layers: 72 divisions are made, while only 36 are made for the third 
and fourth layers and just 12 for the fifth. Wires and cathodes were read out 
with SHAMS and BADCs. 

Typical energy resolutions in the endcap calorimetry are 45%/d- for 
electromagnetic showers and 100%/~/m for hadronic showers. Angular 
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resolutions are typically l-2’. 

The endcap calorimeters allow vetoing against low angle particles that pro- 
duce electromagnetic or hadronic showers. They help measure energy flow in 
multihadron events, and are useful for tracing muons. However, the Be-Cu wires 
broke nearly daily during operation. These shorted the cathodes and compro- 

’ mised azimuthal segmentation. Cracks in the wire chambers, but not in the iron 
absorber, lined up as well, leading to inefficiency for muon tracing and azimuth 
dependent energy calibrations. 

2.3.4 Small Angle Chambers 

A sandwich of two pairs of wire chambers and two layers of lead, 6.3X0 and 
2.3X0, form an annulus about the beam pipe just outside the CD. These small 
angle, or (SA), chambers were installed in 1983 to provide veto power for a 
supersymmetry search. The are placed *l lScm from the interaction point and 
subtend 0.951 < 1 cos(B) 1 < 0.998. 

2.4 Drift Chambers 

Gaseous drift chambers are used in the MAC detector for the vertex chamber 
(VC), the Central Drift chamber (CD), the inner muon chambers (MI), and the 
outer muon chambers (OD). The vertex chamber is described in Chapter 3. 
The CD starts close to the beam line and covers 95% of the solid angle. It 
has a small outer radius, so allows little distance for decay in flight of pions 
and kaons. The CD is used in conjunction with the axial magnetic field of 
the solenoid to measure the momenta of charged particles. The outer muon 
drift chambers perform precision tracking of muons for linkage with the CD and 
measurement of muon momentum in conjunction with the toroidal field in the 
steel calorimeters. 

2.4.1 Central Drift Chamber 

The MAC Central Drift chamber starts close to the beam axis, with an inner 
radius of 9.9 cm and the first active layer at 11.9 cm. The outer radius is 47.4 cm 

and the tenth and last active layer is 45.4cm from  the beam line. Six of the ten 
layers are stereo; details about all ten layers can be found in Table 2.1. 
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Layer # Cells Radius (cm) Length (cm) Stereo angle (mrad) 

1 48 11.930 112.56 0 

2 63 15.659 112.56 +50 

3 78 19.938 140.42 -50 

4 62 23.114 168.32 0 

5 72 26.843 187.96 +50 

6 82 30.571 187.96 -50 

7 92 34.300 187.96 0 

8 102 38.026 187.96 +50 

9 112 41.755 187.96 -50 

10 122 45.484 187.96 0 

T&e &.I Physical parameters of the Central Drift. Each cell contains a double sense 
wire to resolve the left-right ambiguity. 

The six inner layers of the chamber cover cos(8) < 0.95, where 8 is the polar 
angle from the beam line. The ends of the chamber are stepped, to avoid very 
low angle noise. Figure 2.6 exhibits a side view of the chamber. The inner 
wall of the chamber contains 1.7% of a radiation length. For most of the data 
taken with the CD alone, an aluminum beam pipe of inner radius 8.26cm and 
a thickness of 2.0% of a radiation length was employed. 

_. _ . z 
* _ There are a total of 833 cells. The cell structure employed in the Central : 

-- -: Drift is shown in Figure 2.7. Cells in the inner three layers have a full width of 
1.57 cm, and in the outer seven a full width of 2.35 cm. All cells are 1.10 cm high 
and layers are separated by 3.73cm. For the first w 213 of MAC data taking, 
90% Argon-lO%Methane, or P-10, at atmospheric pressure was the sensitive 
medium, and gave maximum drift time of w 300x1s in the inner three and M 
500 ns in the outer seven layers. In the final w l/3 of MAC data, when the vertex 
chamber was present, 89% Argon-lo% COS-I%Methane, or HRS gas, was used 
to suppress the Malter effect. This gas was faster, giving maximum drift times 
of ks 150 ns and w 250ns. 
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Side View of the Central Drift Chamber. The beam line, beam pipe, and 
solenoid are shown as well. Thin lines inside the chamber represent the ten 
layers of sense wires. The end walls are stepped for the first four layers. 
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Figure 6.7 Cell structure in Central Drift. The field and field shaper wires are 20O/rm 
copper-beryllium, with a tension of 700 g. The double sense wires are 2Opm 
gold plated tungsten, strung to 55 g tension, and spaced by epoxy bead. 
Negative high voltages of typically 1850 kV and MOO kV were applied to the 
field and field shaper wires, respectively. The dimensions correspond to cells 
in the outer seven layers; those in the inner three layers are narrower by 
0.75 cm 
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Novel double sense wires, at ground potential, are used to resolve the left- 
right ambiguity. Negative high voltage is applied to the field wires. Each sense 
wire pair is led to the ubiquitious differential 733 video amplifier, mounted on 

c the chamber end wall. The sign of the output pulse thereby determines the 
side of the sense pair that the track passed. The drift chamber discriminators 
(DCDs) and drift time to voltage converters (TVCs) are differential throughout 1 
to maintain this sign. The start pulse for drift time measurements is derived 
electronically from the PEP master oscillator, although the time of the beam 
crossing, as determined from beam pickups, is monitored. The TVCs are read 
out by a smart unit known as a scanner, which performs null suppression, digi- 
tization, and buffering until the data is transferred to the online computer. 

The chamber is calibrated in software with Bhabhas on two time scales: the 
average drift velocity and timing offset is calibrated every few hours (on a run- 
by-run basis), while channel by channel constants are determined several times 
per year. The typical spatial resolution measured with Bhabhas is 140~~12 for 
data taken with P-10 and 160pm for data taken with HRS gas. Resolutions for 
track parameters are shown in Table 2.2. 

parameter resolution P 
hit position 140-160pm 

momentum, p CT! / k = 0.052 p( GeV/c) sin 8 

phi, 4 046 = 0.2O 

theta, 8 oe = 0.7O 

impact parameter, 4 Ode = 390pm 

vertex z-position, 20 -0 = 0.6cm 

Tuble C.% ctntd Drift Resoiutions. 

Without the CD, no B-lifetime measurement could have been performed. 
We use the tracking parameters determined from the CD to extrapolate back 
to the B production point, and look for non-zero B flight paths. In data for 
which the VC is present, linkage of VC and CD is essential to obtain the best 
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vertex resolution. The CD tracking parameters are linked with those determined 
in the outer muon drift system to identify muons, which we use to tag events 
containing B  hadrons. These parameters are used to identify electrons in the 
central shower chamber for the same purpose. 

2.4.2 Inner Muon Drift Chambers 

Planar drift chambers are placed between the central shower chamber and 
the central hadron calorimeter, and just prior to the endcap calorimeter. Each 
cell has a 10cm full width and a height of 2.5 cm. Twin sense wires of 50~~72 
gold plated tungsten run toroidally about the beam. One layer is in the central 
calorimeter, and three are used in the endcap. These chambers are not used in 
the B-lifetime measurement. 

2.4.3 Outer Muon Drift Chambers 

The MAC calorimeters are surrounded by drift chambers with 5cm maxi- 
mum drift distance. Figures 2.2 and 2.3 show their positions and orientations. 
Everywhere but below the calorimeters these chambers are constructed of 10cm 
diameter extruded aluminum tubes; planar chambers are’ used on the bottom. 
The aluminum tubes are grouped into two sections, known respectively as the 
hex boxes and the endplugs. The hex boxes surround five of the six faces of 
MAC, and consist of four active layers. The first layer is 285 cm from the beam 
axis, and the layers are 30 cm apart. The hex boxes extend lf450cm along the 
beam line on either side of the interaction region, so they cover 1 co@)1 < 0.81. 
The hex box tubes are typically 330cm in length. The bottom chambers are 
outside the sixth face, have three layers separated by 35 cm that begin 285 cm 
from the beam, continue =t420 cm along the beam line, and cover 1 co@) 1 < 0.79, 
with some holes for calorimeter supports. The bottom chambers are 170cm by 
170 cm. The endplugs are outside the endcaps, consist of s’ix layers spaced 18 cm 

apart, start 325cm along the beam line from the interaction point, and extend 
from 45 to 253 cm outward from the beam, so cover 0.82 < 1 cos(6)I < 0.99. 

The endplug tubes vary in length from 180cm to 570cm. There axe some 1720 
tubes in the hex boxes, 348 in each of the endplugs, and 360 bottom chamber 
channels. 
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- - - - - - - , ,- 

Figure 6.8 Crorcr Section of Hex Boxes. The aluminum tubes are 10 cm in diameter; the 
sense wire and wire insulator, M  well aa the rupport rtructure are Bhown. 
Note that the inner two layers are offset 1 cm with rmpect to the outer two, 
to aid in ambiguity resolution. This cross section is in the plane of the beam, 
the same plane in which muons bend due to the toroida3 field in &eel of the 
calorimeters. 

The alum inum  tubes all contain a 50pm gold plated tungsten sense wire, and 
_ the bottom  chambers have a double sense wire to resolve the left-right ambiguity. 

In the hex boxes and bottom  chambers, the wires run toroidally around the - . _’ _- -: beam axis. This allows direct measurement of the bending angle of the muon 
in the toroidal magnetic field of the magnetized iron of the calorimeters. A  
cross section of the hex boxes is shown in Figure 2.8. The sense wires in the 
endplug chambers are perpendicular to the beam axis. Pairs of endplug layers 
have parallel sense wires; the three pairs are rotated in azimuth 60’ relative to 
one another. A  gas mixture of 85% Argon-15% Methane at atmospheric pressure 
is used, with a positive operating voltage of 2.7kV and a maximum drift time 
of = lps. Outputs amplified by 733’s are fed to DCDs and then to TVCs, read 
out by scanners and passed to the online computer. 
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The typical spatial resolution was 0.2cm. Resolutions for reconstructed 
quantities for muons were dominated by multiple scattering for momenta up 
to fis 10 GeV. Typically, up/p M  25%, independent of p, below 10GeV. The 

c amount of matter between the interaction point and the muon system, critical 
for hadron rejection, is shown in Figure 2.9. 

0 0.2 0.4 0.6 0.8 1 10.,,,,~1~18(~11#)1181~1181 10 I m  
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Figure &.9 Matter Between Interaction Point and Muon System. Typically &7X sepa- 
rates the interaction point and the muon system. Evident is the transition 
between the central section and endcap at Ices(8) m  0.4, and the endcap 
corner at Icos(6)l # 0.75. 

The muon system is absolutely crucial for selection of the sample used for the 
B-lifetime measurement. It is noteworthy that the muon system, when used with 
the calorimetry, measures the muon direction and momentum independently of 

the central drift chamber, providing redundancy for cross checks. No other e+e- 
detector features a muon system with both the acceptance and the redundancy 
of the MAC system. 
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2.5 Scintillators 

MAC features three scintillator systems. The trigger counters (TC) cover 
L some 97% of 47r. Two systems are used to tag low angle electromagnetic showers: 

an annulus of plastic scintillator and another of BGO. 

2.5.1 Trigger Counters 

The locations of the MAC trigger counters can be seen in Figures 2.2 and 
2.3. The arrangement can be seen in more detail in Figure 2.10. There are 72 

counters in the central section, consisting of 36 azimuthal segments broken into 
two groups along the beam line. The scintillators are 128 cm from the beam axis, 
between the SC and the HC, 1.3 cm thick, 24 cm wide and 112 cm long. Lucite 
light guides lead to phototubes placed outside the central sections. There are 36 
counters in each endcap, 159 cm from the interaction region. These are grouped 
into four quadrants, and consist of scintillators 20cm wide, 1.3 cm thick, and 
between 106cm and 189 cm in length. 

The phototube output is split, l/3 going to LeCroy Analog to Digital Con- 
verters (ADC’s) and 2/3 going to LeCroy discriminators and Time to Digital 
Converters (TDC’s). The typical time resolution is 1.0 ns. 

. 

The trigger counters enter solely in the B-lifetime measurement as the fast 
hardware trigger. 

2.5.2 Low Angle Taggers 

Two pairs of annular scintillators were placed at k1.6m and &Urn, and 
cover 2.5’ < 0 < 6.2’ and 2.3’ < 8 < 3.8’, respectively. These detectors are 
primarily used in the MAC search for supersymmetric (SUSY) final states, and 
are not used in the B-lifetime measurement. 

2.5.3 BGO 

A pair of annular arrays of BGO crystals surround the beam pipe &KIcm 
from the interaction points. These crystals cover 4.8’ < 6 < 7.2O, and have 

a depth of 10.7X0 which corresponds to only 12cm. The BGO is read out by 
photodiodes. This novel application of new technology was also primarily used 
for the MAC SUSY search, and is not used in the B-lifetime measurement. 
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Figure g.10 krangement and Segmentation of Trigger Counters. The trigger counters 
occupy the faces of a hexagonal prism. The beam runs along the axis of this 
prism and the interaction point is at the center. The counters in the central 
section are 112 cm, and those in the endcaps are 159 cm, from the interaction 
point. 

2.6 Other Detector Elements 

2.6.1 Magnets 

The MAC solenoid is inside the central shower chamber, with an inner radius 
of 49cm, a thickness of 0.85X0, and a length of 215cm. Typically 6OOOA is 
run through the windings, giving a field of 5.7kG. The magnetic flux was 
returned in the inner layers of the HC. The solenoid’s water cooling system set 

and maintained the temperature of the central tracking system at w 30’ C. 

The MAC toroid is formed by the iron in the HC and EC iron. eighteen 
700 A coils enclose the central section and each endcaps. The field in the iron is 
N 18kG, and m  1.5 Tesla-Meter is traversed by muons. 
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2.6.2 Luminosity Monitors 

Two pairs of detectors formed by a lead-scintillator sandwich are located at 

c 8 = 1.7’. They subtend w lo at 470cm from the interaction point. These are 
useful for a fast approximation of the luminosity. 

2.7 Trigger 

As discussed previously, beams cross every 2.4~~ in PEP, or at a rate of 
420 kHz. However, the time to transfer data from the 8OOGodd channels of the 
MAC detector to the online computer limits the recording of events to several 
Hertz. Therefore, a fast decision must be reached whether to accept an event. 
This fast decision is known as the trigger. To make this decision, the 8000 
channels are electronically combined into at most = 250 segments, although 
most triggers utilize even coarser combinations of only IO-20 segments. 

,- 

The MAC electronics of SHAM’s, BADC’s, TVC’s, discussed previously, is 
usually reset after each beam crossing. However, if some of the MAC segments 
show sufficient activity, a Pause is made, meaning the reset after the beam 
crossing is inhibited. The pause buys time for a more complex decision. If more 
of the segments, possibly in proper geometric patterns, show activity, a Wgger 
is made, which inhibits all subsequent clears until data is read out. The trigger 
signals the BADC’s and scanners to digitize the information in the SHAM’s and 
TVC’s, respectively. Then, the BADC’s and TVC’s are read into the VAX, and 
the detector returns to a quiescent state. Once in the VAX, the data is briefly 
examined by the Software Trigger, and the event rejected if it fails to meet even 

- more stringent criteria. If the event passes, it is written to disk on the VAX. 
_ . 

‘ The time sequence of these events is shown in Figure 2.11. 
- _  

2.7.1 Segmentation 

Some 5213 channels of MAC are grouped into segments that are subse- 
quently used in the trigger. Not included are the muon systems or luminosity 
monitors. Table 2.3 describes how the systems used are segmented. For the TC, 
CD, and VC the digital outputs of discriminators are combined into segments 
electronically. The calorimeter systems are actually summed at the analog level 

. 
on the preamp boards and using special summing amplifiers before finally being 
discriminated. Typical discriminator levels appear in Table 2.4. 
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Softw8ro THgger - 

I 
Data Readout - 

BADC Digitization 
I 

TVC Digitization 17 

slw Trigger -1 
I 

Scintibtor Rigger - Next Beam 
I/ crossing 

Slow Pause - I 
I 

Scintillator Pause - , 
Yean Triqger 

Interval \y 

Scintillator Reset l l BADC Reset 
I 

- S&H Collection, TVC Stops 

1 PS 1 ns 1 P lms 

Figure &.I1 Time Sequence After Beam Crossing. The physical effect of particles travers- 
ing the detector, ioniration, showering, and scintillation tends to be over 
w lone after the crossing. Drift in gases, phototubes, and transport of rig- 
nals to the electronic sensors such as the TVC’s and SHAM’s tahes another 
microsecond. These signals are combined and used for pauses and triggers, 
which are activated 0.2 - 2/rs later. The triggers initiate digitkation of anac 
log signals, which consumes l- Sms. Digitisation is followed by readout to 
the computer and software examination. 

2.7.2 Pauses 

Pauses, also called pretriggers, suppress clearing of the data acquisition sys- 
tem for one beam crossing. They are simpler than triggers, and occur at a total 
rate of approximately 1 kKz. There is a fast pause, formed from only scintilla- 
tor information, and a slow pause, which uses CD and calorimeter information 
as well. The fast pause occurs within 20011s of the beam crossing, in time to 
prevent the scintillator data acquisition from being cleared. The slow pause 
occurs typically 1.2~s after the beam, but never occurs later than 1.7~8, when 
the BADC clear occurs. Table 2.5 summarizes the pauses and their character- 
istics. Note that if a slow pause occurs in absence of a fast pause, scintillator 
information is not lost, because the fast pause occurs when any scintillator fires. 
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Detector Total Finest (a) Finer (B) Coanre (C) 
Element Channels # Seg. 6 x q5 x d I #Seg. l6x~xd # Seg. 16x+xd 

C 72 36 2X18X1 
TC 

e 72 8 2x4x1 

SC 1 1152 1 31;, 1X12X3 6 1x6x1 

HC ( 1536 1 30 : “x ifi% 6 1X6X1 f 1 

EC 1 1128 1 96 2x12~4 

SA I 96 I 16 2x4x2 2 2X1X1 

~~ 

6 1x6x1 1 1 

6 2x4x1 2 2X1X1 

2 2X1X1 

Tublt e.3 Segmentation of De-or EknmtaUsed in&e S&SE. Amly three 
levels of segmentation we -pl~ye.d, denoted bnr :(A), @I, md ,(c)- cd &and8 
for depth from the Swxctbn s&t. The ttigger .XXBR&SB @G) sue seg- 
mented very differently in the central (-I$ aGi :eadcq i&e) & of MAC; 
thi8 caa be 15efim iin Figure 2.1.U. The BC, EC, and W 3stt;se8msnbiE8 differ- 
ently in a&&n- &&rent dqkti. 

not dk. ; 1 20 -wmev I il 3aev I 

1 SA 1 16 not disc. , I ! , =’ I 2 



6.7 Trigger 37 

1 Name I Delay I Rate I Condition I Target 1 

&C 0.2448 0.2-l kHz Any of 144 Charged 
Scintillators Final State 

P neut w4s 3Hz FE(2 2 of Neutral 
9 calor. (C)) Final State 

1 PCD I 1.2~~ 30-50Hz I 2 2 of CD (A) I 27, cracks 1 

Psc 1.2/M 130 Hz 2 1 SD (C) 57 

&A 1.2/&s 30 Hz >lSA(C) q7 

Table 6.5 Pauses Used in MAC The delay from the beam crossing and typical rate are 
shown. G means lack of the &c pause. The segmentation of detector 
elements from Table 2.3 that is used is shown. 

2.7.3 Triggers 

More complex combinations of detector segments are used to generate trig- 
gers. There is one fast trigger, available 0.24~ after beam crossing, that relies on 
either back to back scintillators or a multiplicity of scintillators to fire. Slower 
triggers that require several segments from different detector elements are also 
used. These triggers are typically available 1.34~ after beam crossing, but may 
fluctuate to later times, such that they arrive after the BADC reset. Table 2.6 
describes the various triggers. These triggers varied somewhat over the history 
of the experiment, but their typical characteristics are shown. 

All of the hardware triggers are efficient for the multihadrons used in the B- 
lifetime. For the first w 40% of MAC data taking, = 99% of multihadrons logged 
fired the CD Shower trigger, e 98% fired the Energy trigger, and w 96% fired the 
Muon trigger. For the remainder of the data the Energy trigger’s threshold was 
raised, such that M  70% of logged multihadrons fired it. At this point the Shower 
trigger was installed, which fired for - 93% of multihadrons. The Scintillator 

trigger fired for w 85% of multihadrons. These triggers were redundant and 
predominantly uncorrelated, with measured non-random correlations of only = 
10%. The detector simulation reproduced efficiencies and correlations very well, 
and indicates the hardware trigger efficiency for multihadrons exceeds 99.5%. 
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Name Delay Rate Condition Target 

Scintillator 0.2~~ 1.7 Hz [Back to Back Scintillators (B)] or &-,qp 
[> 3 of 14 Scintillators (B)] 

Energy 1.3~~ 0.2 Hz 2 2 of {SC (C); [TCc (C)] and [HC inclusive 
(c)l; we (C)l and [EC (c)l) 

Muon 1.3~9 0.7Hz 2 1 of {[CD (A)] and [TCc (A)] JJ+JJ-,~+~- 
and [HC (B)]; [CD (A)] and [TCe 
(A)] and [outer EC (B)]} 

CD Shower 1.34~9 1 Hz [r 2 of CD (A), separated by 90~1 27 
and [> 2 of (SC (C); inner EC (B))] 

Shower 1.3~9 1.5Hz [SC (C)] and [> 2 of adjacent SC e,7 
(AN 

SA Shower 1.344s 0.4Hz [SA (C)] and [r 2 of adjacent SC 
(41 

Table Li.6 Triggers Used in MAC The required detector segment8 with l&em giving 
the detector eegmentation from Table 2.3are shown. The primaxy physics 
targets of these triggers is also given. 

2.7.4 Software Trigger 

A fast computer program evaluates each event read into the VAX. This 
program assigns the event to one of it: 20 categories, or throws it away. Some 
of the 20 categories, or ‘software triggers,’ are refined versions of the ‘hardware’ 
triggers listed in Table 2.6. For example, the software Scintillator trigger requires 
not only back to back scintillators, but also CD (A) segments, or ‘wedges,’ in 
coincidence. The software Energy trigger also requires CD wedges in addition to 
the hardware requirements. New triggers are invoked in software as well, such as 
one that passes events with back to back energy in the calorimeters. Typically 
the software trigger passes 40-60% of events with a hardware trigger. 

. - . / - _ 
-- -1 

2.8 Data Processing 

MAC features a very good data processing and management system. Data 
is transferred from the online VAX to the computer for offline processing, an 
IBM 3081, electronically, without the use of tape. At the IBM, processing starts 
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as soon as data arrives, in an automated fashion. Critical constants for the 
calorimeters a,nd the drift chambers are determined either online with bhabhas, 
or in the first short IBM job, called PASSO. Subsequently, a second IBM job is a* 
automatically executed called PASSl. PASSl, also called the offline filter, does 
full event reconstruction and filters out w 90% of the data. The surviving 10% 
is intended to include all events from one-photon annihilation, and is kept on 
disk for typically several weeks, and is also stored on tape. Subsequent jobs to 
select samples of special interest, such as the multihadrons used for the B-life 
measurement, p+p-, or r+r- are run while the data resides on disk. It is usual 
for all PASS1 processing to be complete within one day of the end of a PEP 
running cycle, and all special interest samples to be complete a few weeks later. 
This data flow is shown ‘in Figure 2.12. 

c 

2.8.1 Online Management 

After an event passes the software filter, it is logged to disk on the VAX. 
Typically it is HN 1600 bytes long after suppression of eeroes in the calorimeter 
information. Data is grouped into ‘Runs’ that correspond to fills of the PEP 
ring. Runs typically last 2 hours, contain 10,000 events, and accumulate 50 nb-l 
of integrated luminosity. Runs are then automatically transferred to the IBM 
disks over a high speed (kc 50kbaud) line. 

2.8.2 Ofline Management 

Subsequent processing of events occurs while runs remain on an IBM disk. 
After each run arrives, a batch job, known as PASSO, is automatically submitted 
which determines drift chamber constants. After PASS0 is complete, a second 
batch job, PASSI, is submitted. PASS1 reconstructs events, uses the recon- 
structed information to assign attributes to each event, then rejects or retains 
events depending upon on whether they have combinations of attributes called 

masks. Reconstruction is performed in order or time needed, from the least 
time consuming detector element to the most, the CD+VC. The examination of 

attributes is performed during reconstruction, so if an event fails an early mask, 
reconstruction ceases, thereby saving computer time. Typically 150m.s is spent 
on each event that survives to full reconstruction. 
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Figure a.18 Data Flow Structure. Da& is read in when a hardware trigger occurs, and 
proceeds in au automated fashion to the ‘General Disk Summary Files.’ 
These ties are then used to produce subsamples, of which the maltihadron 
subsample is used for the B-lifetime measurement. 

Some attributes are: mount of energy in the HC, number of CD tracks, 
number of TC scintillators hit. Up to 18 attributes can be examined with a 
mask. The mask specifies an allowed range that each attribute can take. In the 
PASS1 analysis, some 43 masks in two ‘levels’ are employed. The 17 first level 
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c 

masks require only a fast CD reconstruction, while the 26 second level masks 
require full CD+VC reconstruction. Typically 30 - 50% of input events survive 
the first level, and 10% survive the second level or masks. These survivors are 
logged into disk files, and remain on disk for several weeks. During this time 
multihadron, as well as other subsample, selection, is performed. Monte-Carlo 
studies indicate that PASS1 passes multihadrons with w 95% efficiency. 

In contemporary jargon, MAC’s hardware trigger is the ‘Level I’ trigger: 
it makes a decision in a time limited only by analog, not digital, timing. The 
software trigger is a crude ‘Level II’ trigger: it uses the results of digitization, 
and does some simple reconstruction. Finally, PASS1 is the ‘Level III’ trigger: it 
performs full reconstruction. PASS1 could be implemented in emulators resident 
at the experiment. 

2.8.3 Multihadron Selection 

Events surviving PASS1 are subjected to further filtering to select multi- 
hadrons. The following quantities are used in this filter: 

. Evid = Cgl l&l, where N, 2- en e d d ca orimeter hits are used in the sum- 1 
mation; 

l EL = Cz, l&l1 is the transverse energy; 

. 1 = I g, &l/&i8 is the energy imbalance; 

l Puum = Czf @I, where M& charged tracks are used in the summation; 

l Zu is the z-position of the event vertex; 

. Hcd = (number of CD hits)/M,h is the average number of drift chamber 
hits; 

l Pcai = 6 xgl I&l is the average energy per calorimeter hit; and 

l Ehad is the sum the energy in the hadron part of the calorimetry. 

Loose and tight cuts are constructed for these quantities; these are detailed in 
Table 2.7. Any event passing all the tight cuts is accepted; any event failing any 
loose cut is rejected. Events that pass some loose cuts but fail tight cuts are 
either rejected or hand scanned. The purpose of the hand scanning is to reject 
very obvious background from cosmic rays or Bhabhas. Typically < 0.1% of 
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cut Loose Tight 

E- vu 

El 

I 

Peal 

Ehad 

> 12 GeV > 15 GeV 

> 7.5 GeV > 9.1 GeV 

< 0.65 < 0.55 

L3 25 

> 2.0 GeV/c > 4.5 GeV/c 

< 5cm C 5cm 

> 5.75 > 6.30 

< 1.1 GeV < 0.7 GeV 

no cut > 1.5GeV 

Table &.7 Cuts UBed to Select Multihadrons. Event failing loose cuts are rejected, those 
passing loose cuts are accepted. Some of those that fall between the cuts are 
rejected, and others are scanned to remove obvious background. 

Monte-Carlo generated hadronic events, from either one-photon annihilation or 
two-photon processes, are rejected by the scan. 

Based on Monte-Carlo studies, we estimate the efficiency of the of the mul- 
tihadron cuts to be 78% with 2% background from 27 processes, and 1% from 
r+r-. These cuts select 150,845 events from the 320pb-’ collected by the MAC 
detector. Approximately the last one third of these data, or 107 pb-l, were taken 
with the Vertex Chamber installed, and yield 49778 events. The accumulation 
of events as a function of integrated luminosity is shown in Figure 2.13. 

2.9 Monte-Carlo 

A number of Monte-Carlo programs are used to simulate a sample of multi- 
hadron events. Specific to multihadrons is the event generation. First, we model 
e+e- + qg(r) with a slightly modified version of the Berends-Kleiss-Jadach 
generator, which includes QED effects to O(CY~) and virtual Z” exchange?3 
Next, additional quarks and gluons are added using 2, 3, and &jet matrix 
elements? The quarks and gluons are then evolved into hadrons, and the de- 
cay of short-lived hadrons are modeled, by a modified Lund Monte-Carlo, using 
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Figure 2.18 Observed Multihadron Production. The obmrved crow action, u, as a func- 
tion of integrated luminosity; no efficiency correction is made. WOO events 
comprise each point. The Vertex Chamber was prmnt for the final 107 pb-l. 

string fragmentation?5 The primary modification is in c and bquark fragmen- 
tation, where we employ the Peterson form?0 Particles with non-zero lifetimes 
are given path)engths using our own code. At this point the event generation is 
complete. 

In the next stage, the signals these events would make in our detector is simu- 
lated. The same detector simulation is used, no matter what the event generator. 
The propagation of electrons and photons through the detector, including their 
development into electromagnetic showers, is performed using the EGS code. 

The propagation of hadrons is modeled using the HETC code. Decays in flight of 
primary pions and kaons, as well as secondary pions and kaons generated inside 

hadronic showers, is performed by modified HETC subroutines. Ultimately, the 

ionization and scintillation of particles in MAC is modeled, including Landau 
fluctuations and &rays, and TVC and BADC outputs computed. 

After detector simulation, events are processed through PASS1 and the mul- 
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tihadron event selection. 



Chapter 3 

Vertex Chamber 

In the summer of 1983, the MAC and Mark-II collaborations gave evidence 
for bottom hadron lifetimes of 1-2 ps?l-” accumulated at the PEP e+c- storage 
ring at SLAC. The importance and fundamental nature of this measurement4v2” 
prompted the MAC collaboration to propose, in autumn 1983, the addition of 
a high precision vertex chamber to the MAC detector. There was insufficient 
time available to either develop a typical drift chamber, or to employ solid state 
technology, so a device that utilized thin walled cylindrical drift tubes made of 
aluminized mylar was designed. Aluminized mylar drift tubes had first been used 
by the HRS collaboration at PEP. 51 The MAC Vertex Chamber was installed 
in autumn 1984 and immediately provided useful data. It continued to operate 
until March, 1986, when MAC data taking ceased. It has achieved the highest 
spatial resolution -35pm- of any drift chamber used at colliders for physics 
results. 

Following the successful operation of this Vertex Chamber, many collabora- 
tions, including the Mark-III at SPEAR, CLEO at CESR, the upgraded TPC at 
PEP, AMY at TRISTAN, and,.JETSET at LEAR have built or proposed similar 
devices. Indeed several features of this type of chamber are well matched to the 
probable conditions at future accelerators such as the SSC or LHC: the small 
cell size is suited to the high rate and dense tracking environment anticipated; 
the simplicity and ruggedness make a system of lo5 channels credible. The 
Multidrift-Tube, intended primarily for SSC or LHC usef2 is in some ways the 
evolutionary descendant of the MAC-type Vertex Chamber It should be noted 

that the MAC Vertex Chamber has operated only 4.6 cm from colliding beams, 
and has suffered no degradation due to radiation damage; this augurs well for 

45 
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survival in the more extreme conditions of the SSC or LHC. 

3.1 Design Choices 

c 
Our initial motivation for using the thin walled mylar tubess1Jj4 (often 

referred to as ‘straws’ because they are made in a spiral wrap, much like paper 
drinking straws) was simplicity and robustness. Field wires and problems of 
drift field mapping are eliminated. If a sense wire breaks, it is physically and 
electronically isolated from the other sense wires, BO does not harm the rest of 
the chamber. However, there are other advantages to the use of straws. We 
have obtained 2C&m spatial resolution in beam tests with them, and 35pm in 
our Vertex Chamber for physics results. Their small size is not only useful for 
the high rate environment, but aids pattern recognition in the dense regions 
of multitrack events. Their large, flat cathode makes straws less susceptible to 
some ills of radiation damage, including whisker growth and cathode coating. 

.- 

Our Monte Carlo studiessb indicated that the spacing of ionization clusters, 
and not diffusion, dominates the spatial resolution for drift distances as short 
as those in straws. This is in contrast to jet type cells, and indicates that the 
best strategy for high spatial resolution is to trigger the timing discriminator at 
the least possible ionization, instead of using the centroid in time of ionization 
arriving at the sense wire. To achieve a low threshold, we decided to operate the 
chamber at the highest possible gas gain, even in the ‘self quenching streamer’ 
mode if possible. We also decided to operate the chamber at high pressure, to 
reduce the spacing between ionization clusters. 

I - 
- _ _’ _ . 

Of course, a disadvantage of high gas gain is that the chamber might age 
quickly from beam-related radiation. We carefully designed our shielding, and 
performed a number of gas lifetime studies, so we avoided this problem. Other 
disadvantages of straw chambers include: 1) the drift region close to the wire 
makes up a larger fraction of the active region than in jet type cells; this re- 
gion cats, but by no means must, have poor spatial resolution; 2) high gas gain 
is not linear with ionization, possibly impeding dE/dx measurements; 3) the 
radial drift field makes multihit resolution difficult; 4) the matter in the straw 
walls causes photon conversion and multiple coulomb scattering; and 5) very 
long straws are hard to keep straight. None if these disadvantages appear insur- 
mountable. 
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c 

We took great care in the machining of the endplates and the placement 
of our sense wires, but our strategy was always to survey the positions of the 
wires in situ with tracks from Bhabha scattering events. This has proved very 
successful. We have established the wire positions to 10pm in this mannei. 
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3.2 Research, Development, and Design 

3.2.1 Gas Guin 

We observed that the straw walls were photosensitive. When visible light 
from an incandescent bulb was shined on the straw, single electrons were ejected. 
These proved useful for the study of gas gain, and were complementary to the 
Fe55 source, which provides some 240 initial electrons per pulse. Battistoni 
et al. have also observed photosensitivity in aluminum-walled streamer tubesf3 
We found that the photo-efficiency of the wall depended greatly on the history of 
the straw; higher efficiencies could be induced by several seconds of high voltage 
discharge in the straw. 

We noticed that signals from the large amount of primary ionization from 
the 5.9 keV X-ray of an Fe55 source never went through the characteristic ‘jump’ 
from proportional to streamer mode. It is possible that electrostatic saturation 
limited the gain. In contrast, the signals from single electrons did go through 
the characteristic jump, as shown in Figure 3.1. In the streamer mode, sin- 
gle electron pulses were nearly as large as those from 5.9 keV X-rays. The 
stable streamer ‘plateau’ for single electrons lasted for 500 V in 4 atm absolute 
50% Argon-50% Ethane. We found similar behavior in two gas mixtures with lit- 
tle organic additive: 49.5% Argon-49.5% COz-1.0% C&, with a 200 V plateau; 
and 50% Argon-40% COz-10% Xenon, with a very nice 900 V plateau. The lim- 
iting behavior at the high end of the plateau was photoelectric feedback from 
the cathode. Stable, large pulses from single electrons have been achieved in 

- _. _ Magic Gasf6 where the addition of freon suppresses feedback from the cathode; 
- . : similar gas gains have been achieved in Dimethyletherfi7 

Operation at high voltages where single electrons produce streamers would 
lead to the best spatial resolution for short drift distances, as mentioned in the 
previous section. The noise requirements on the preamplifiers would not be 

stringent. 

3.2.2 Radiation Damage 

The primary obstacle to operation at high gas gain near colliding beams is 
damage induced by background radiation. We conducted studies of radiation 
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Figure 3.1 Gas Gain for 5.9 keV X-rays and single electrons. Data taken with 
50% Argon- 50% Ethane at 4 atm. absolute, with a 20pm ense wire and a 
rtraw of radius 6.9mm. The signal from Fess X-rays never undexwent the 
characteristic ‘jump’ into streamer mode, but the single electron signal did. 

damage in a test apparatus as similar as possible to our proposed Vertex Cham- 
ber. In particular, we conducted the tests at 4 atm absolute pressure, and did 
not circulate the gas; plastics such as teflon, PVC, and epoxy were used in the 
test vessel. More details of our tests appear in Ref. (58). 

We found a variety of Argon-Hydrocarbon mixtures, including 50% Argon- 
50% C2H6, 70% Argon-30% C H 4 10, and 49.5% Argon-49.5% &He-1.0% Hz 
failed reproducibly at 0.05 C/cm of accumulated charge. The straw would go 
into continuous discharge; replacement of the anode wire restored performance. 
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We concluded that a whisker had grown on the anode wire. We did not add 
alcohol, as this damaged the glue in the straw. Constraints of time prevented 
us from searching for a more resilient glue. 

We estimated that 0.05 C/cm was unacceptable, so we turned to a non- 
organic quencher, CO2. 50% Argon- SO% CO2 showed no anode damage; in 
fact, study of the Fe55 X-ray spectrum indicated the anode wire became cleaner 
up to 0.05 C/cm accumulated charge. However, the straw failed at 0.25 C/cm 
accumulated charge due to the disappearance of aluminum from the cathode. We 
hypothesized that positively charged CO2 fragments attacked the cathode. We 
added a small amount of CH4 hoping charge transfer would occur, and that CH4 
species would cause less damage to the cathode. Only a slight improvement was 
observed; we settled on 49.5% Argon-49.5% CO2-1.0% C& as our operating gas. 
Use of Xenon rather than CH4 led to a similar slight improvement in lifetime. 

The aluminum layer on our mylar had a surface resistivity of 0.8n/square, 
indicating a thickness of = 30nm. A thicker layer of aluminum, or use of a 
different metal, may extend the liftime of straws. In fact we had obtained alu- 
minized mylar with a resistivity of 0.4n/ s q uare, but time constraints precluded 
its use. 

The choice of 49.5% Argon-49.5% CO291.0% CH( brought with it certain 
benefits and compromises. A definite benefit was the slow drift velocity: the 
maximum drift time was some 240 ns, whereas the maximum drift time was 70 ns 
for 50% Argon-50% Ethane. The slow drift velocity made the spatial resolution 
fairly insensitive to timing errors, in particular for large drift distances. On 

_ the other hand, in a high rate hadronic environment, this long drift time is _- - . ‘ ‘. a disadvantage. Further, the drift velocity is not constant as a function of 
: 

__ : drift distance (see Figure 3.14). This presented no problem in our application, 
but space charge could well render the drift velocity unstable in a high rate 
environment, such as the SSC. This is not the case for 50% Argon-50% Ethane, 
which has a nearly constant drift velocity. 

A compromise involved in using 49.5% Argon-49.5*% Cog-1.0% C& is its 
gas gain properties. Carbon Dioxide does not absorb hard UV as well aa Ethane. 

At the highest gas gains, where single electrons are capable of initiating stream- 
ers, 49.5% Argon-49.5% CO&O% C& produced a much broader pulse height 
spectrum than 50% Argon-50%Ethane. We suspect this broad pulse height spec- 
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Spatial Resolution: A = t, - -#, + t3) 

Drift Velocity: v = 50 pm/ns 

Figure 8.8 Straw Arrangement in Test Beam. Electrons and pi0n.m were rnpplied by the 
SLAC Research Yard. u in the drift velocity, which ~(~11 typically a constant 
50pm/ ns for the Argon-Hydrocarbon gases used. The spatial reeolution, cqv, 
was determined from the drift times in the 6rst three rtrawa. The fourth, 
staggered straw was useful for determining the time to distance relationship. 

trum might be the cause of a deterioration of spatial resolution near the wire, as 
discussed in section 3.7.2. We note that the use of Xenon as a quencher, which 
absorbs hard UVfg in addition to COz, resulted in a more satisfactory gas gain, 
and did not cause a reduction in radiation lifetime. 

3.3 Beam Test 

We conducted a beam test”’ to determine the resolutions possible with a drift 
chamber made of straws. A variety of high voltages, discriminator thresholds, 
gases, and pressures were used. An unseparated beam of 8 GeV/c electrons and 
pions in the SLAC Research Yard was used. Four straws were arranged as shown 
in Figure 3.2. The simple geometry allowed a straightforward and systematic 
free determination of the spatial resolution. For example, Figure 33exhibits 
the simple scatter plot of drift time in the first straw versus that in the last, 
offset straw. The cases where the track passed above both sense wires, between 
the sense wires, and below both are clearly visible. The lack of degradation of 
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Figure 93 Drift Time Correlation in Off@ Straws. The drift timea are in mtrawr 1 
md 4 of Figure 3.2. The regimen of the track pamiug above both w 
wires, between the sense wires, and below both are distinct. Note the lack of 
degradation in resolution for tracb paming vuy close to the lcpbc wire. 

spatial resolution for tracks passing near the wire is clarly visible. The spatial 
resolution as a function of drift distance is given in Figure 3.4, for a variety of 
discriminator thresholds. In the streamer mode at 4 kV, the spatial resolution 
was an average of 25 pm, and did not degrade near the uense tire. The data 
agree quite well with Monte-Carlo calculation. Figure 3.5 shows the spatial 
resolution measured for a variety of high voltages and gas pressures. Based on 

__ - _ - these test beam results, one sees that straws obtain spatial resolutions in the 
- _ 25pm regime. 

3.4 Design 

3.4.1 Radiation Shielding 

At the beginning of PEP operation, the MAC detector ran for a short time 

with a 3.15 cm radius beam pipe, and minimal shielding was employed. From 
this experience, we deduced that the primary radiation background came from 
off-energy electrons that were overfocussed by the ‘low-beta’ quadrupoles into 
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Figure 3.4 Spatial Resolution in Test Beam vs. Drift Distance for a Variety of Threah- 
olds. Absolute calibration of the thresholds were performed with a Iource 
of Gugle electron produced via the photoelectric effect on the rtraw cath- 
ode. The &reamer mode WBS fully efficient at 4 kV for ringle electroxu. 
Monte-Carlo calculation is shown as well. 

Ollr 

the beam pipe and tracking chamber. Another important background source 
was synchrotron radiation, both from the ‘soft bend’ dipole and the low-beta 
quad. 

We designed a close-in collimator to suppress these backgrounds. The col- 
limator was a tantalum annulus of 2.8 cm inner radius and 0.8 cm thickness, 
placed 60 cm from the interaction region. Shielding of heavimet, a sintered tung- 
sten material, surrounded the collimator to absorb electromagnetic showers. The 
location and dimensions of the collimator were chosen to allow sufficient room 
for this shielding, and to shield the Vertex Chamber from direct particle and 
photons originating from the soft bend and low-beta quad magnets. Figure 3.6 

shows the shielding and these trajectories. A 75pm titanium liner, placed inside 
the beam-pipe to attenuate the fin 10 keV fluorescence from tantalum by a factor 
of fi: 30, completed the shielding. 
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Figure 8.5 Spatial Resolution in Test Beam For a Variety of High Voltagee, Presauree, 
and Discriminator Thresholds. 

- _ 
_’ The heavimet occluded the low angle electron veto counters previously in- .- 

stalled for the MAC search for e+e- + y+ weakly interacting particlea!o To 

maintain this search, an annulus of BGO was placed between the heavimet and 
the interaction region. The dense BGO was read out with compact photodiodes:’ 
a well matched combination for such a cramped situation. This was the first 

application of this technology in an operating colliding beam experiment. 

3.4.2 Beampipe and Pressure Vessel 

The beampipe was 0.11 cm thick beryllium, brazed to aluminum tubes at its 
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Figure 3.6 Shielding Configuration. The tantalum close-in collimators and rurrounding 
he&met shielding protected the Vertex Chamber fi-om off-axis electrons, 
and off-energy electrons overfocussed by the nearby low-beta quadrupoles. 
The collimators also shadowed the Vertex Chamber from direct aynchrotron 
radiation from the soft bend and low-beta quad. The titanium liner absorbed 
the ti 10 keV fluorescence from the tantalum. The remaining background was 
w 25 keV aynchrotron light from the low-beta quad, which scattered off the 
tantalum. 

ends. The aluminum tubes were in turn welded to the pressure vessel endplates, 
which were an explosion welded bimetal of aluminum and stainless steel. The 
remainder of the pipe was stainless steel. The outer wall of the pressure vessel 
was a 2.54 mm aluminum tube, also welded to the aluminum side of the bimetal 
endplates. The outer wall carried the mechanical load of the beampipe and 
shielding. I-beams placed vertically above and below the beampipe carried the 
load on either side of the vessel. 

The pressure vessel was distinct from the Vertex Chamber. The coaxial 
signal cables from the chamber were potted in epoxy plugs that were captured 

in the endplates and sealed with O-rings. 

3.4.3 Chamber 

The straws were strung on a spool that consisted of a 0.076 cm thick, ex- 
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Figure 8.7 Spool Endplate Layout, Showing Placement of Straw8 in Radiue urd As- 
imuth. 

truded beryllium tube, to which 1.6 cm thick aluminum endplates were glued. 
Holes were precision reamed in these endplates to accept the endplugs of the 
straws. The endplate layout is shown in Figure 3.7. There are six radial straw 
layers, arranged in three pairs. The inner layer of each pair is close packed in 

_ azimuth. The outer layer contains the same number of straws as the inner, but is _. - _ - 
- - . staggered one half cell in azimuth. The stagger resolves the left-right ambiguity 

__ : in the straws. 
. 

The straws themselves had an inner diameter of 6.9 mm. The wall consisted 
of a double wrap of 50pn mylar, each layer coated on one side with 0.8n/square. 
surface resistivity aluminum. The conductive layers faced inward and outward. 

The pitch angle of the spiral wraps was 28’. 

The end-fitting design is shown in Figure 3.8. An aluminum collar was glued 
with conductive epoxy to the straw inner face, trapping a Delrin (acetal) plastic 
plug. The plug performed several functions. First, it insulated the high voltage 
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Figure 9.8 End-fitting Design for Strawa. See text for more details. The collar contacted 
the endplate on one end of the straw; on the other, the rpring made electrical 
contact. 

on the sense wire from the ground of the endplate and straws. For this reason, 
virgin Delrin (Delrin that was not reformed from old pieces, was used) to avoid 
cracks and crevices that lead to high voltage breakdown. Considerable trial 
and error lead to the shape of the plug inside the straw, in order to avoid edge 
breakdown at extremely high voltages. Second, the plug provided a means to 
apply tension once the straw was mounted between the endplates. The threaded 
tip of the plug allowed a nut to apply tension when tightened. Third, the plug 
provided a seat for the feedthrough that held and positioned the sense wire. Last, 
the plug provided a conduit for gas flow through the straw, via two channels cut 
lengthwise on its outer radius. The 30~772 gold-tungsten sense wire was threaded 
through the 1OOpm hole of a the feed through, a tempered stainless steel tube, 
which was crimped to capture the wire. 

3.4.4 Signal Processing 

Figure 3.9 shows the electronic layout of the Vertex Chamber and associated 
electronics. The sense wires were operated at positive high voltage, and one end 
was terminated through a standoff capacitor and a resistor. The other end was 

connected to 19 meters of RGl79B, a 75fl, teflon insulated, miniature coaxial . 
cable. This coaxial cable provided high voltage, and carried signals to preamps 
that were located away from the detector. 

We used the LABEN 5242 preamplifier, a hybrid optimized for fast rise time 
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Figure 8.9 Electronic Layout of the Vertex Chamber. Straw8 are terminated in approxi- 
mately their characteristic impedance at one end; signals go from the straw’s 
other end, through 19 meters of coaxial cables to the preamplifiers, then to 
the discriminators and finally the TVC (time to voltage) drift time measuring 
aystem. 

and low noise. This preamp can achieve a white noise of 0.6 fC when used with a 
low capacitance source. As discussed in section 3.6.1, the low impedance source 

: - . provided by the long cables resulted in an increase of approximately a factor 
_ _ of three in white noise. It may be that an input transistor can be obtained, 

_- -: and transistor biasing can be develobed, that would result in less white noise 
for the low impedance source. However, the long cables also made the system 
susceptible to electromagnetic interference, as also discussed in section 3.6.1. 

Good grounding practice can eliminate this interference completely; in practice 
we only suppressed it to approximately the same level of the white noise. 

Our discriminator circuit utilized the Plessey SPQ687 dual comparator. Each 
discriminator channel used two comparators, one set to a low threshold, and one 
high, as shown in Figure 3.10. The discriminator output was fed to our time- 
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Figure 9.10 Principle of Discriminator Circuit. The low level output wan delayed, so 
typically they reached the AND gate after the high level. Hence, the low 
level comparator controlled the timing of the output, but amall pulsea that 
did not fire the high level comparator were rappremed. 

to-voltage converters, or TVC’s. These circuits demonstrated < 3O@e timing 
resolution in bench tests. 

3.4.5 Gas System 

The gas system was designed to maintain constant density in the chamber 
while allowing gas flow. Figure 3.11 shows the gas circuit of the final design. 
The gas pressure was maintained by mechanical regulators. These proved quite 
reliable, but were sensitive to ambient thermal variations, necessitating thermal 
isolation. Flow was maintained by a vacuum pump on the output of the system, 
which eliminated flow variations due to atmospheric pressure fluctuation. The 
temperature of the chamber was maintained nearly constant by the cooling 
system of our solenoid; no effect of heating from the beam was observed. 

This system maintained the gas density constant with an rms density varia- 
tion of 0.8% over one week. The rms variation of the time to distance relationship 
contributed by this was a maximum of only 14pm, at the straw wall. An elec- 
trical control system would seize control of the pressure if the density wandered 
outside fO.75%; this only occurred once in the operation of the chamber. Ad- 
justment of the mechanical regulators for long term drift was made several times 
per week. 
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Figure 9.11 Gas Sy&em Circuit. Presaurised g- from cylinders flowed through Poly- 

Flo tubing to the Vertex Chamber, then back through a test chamber and 
+ vacuum pump, which vented to the atmosphere. Absolute pre~ure wan 
maintained by a pair of mechanical regulators on the cylinder output, and a 
needle valve on the output controlled the flow rate. Pwure and temperature 
were monitored in the Vertex Chamber (VC); if the density in the chamber 
drifted outside limits an electrical circuit could regulate the density via thd 
mlenoid valves. 

3.5 Practical Matters 

3.5.1 Schedule 

The preliminary studies for the MAC Vertex Chamber were begun in Novem- 
_ ber 1983, and the goal was set to take data useful for physics results when PEP 

_ / resumed operations in the Fall of 1984. An intensive period of prototyping and I _ : __ : of study of beam related backgrounds led to a complete set of detailed engi- 
neering drawings for the chtiber by mid-March 1984. By necessity some items, 
such as the extruded beryllium central column of the chamber spool and the 
stainless steel feed throughs shown in Figure 3.8, had been decided upon and 
ordered much earlier. The remainder of March 1984 and most of April 1984 were 
devoted to the beam test. All items for construction of the chamber were on 
hand by early May, 1984, and after some development of procedures for string- 

‘% ing the chamber, stringing began near the end of May, and was complete within 
four weeks. Two weeks were then spent cabling the chamber. The chamber was 1 
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taken to the PEP Vacuum Group for mounting on the beam pipe assembly in 
early July. This was completed by August. The combined assembly was then 
removed to the MAC interaction hall, tested, and mounted on the PEP beam 
line on August 20,1984. Assembly of the chamber electronics ensued, and-data 
was taken from the chamber when PEP was filled on November 4, 1984. Some 
refinement of the gas and high voltage systems occurred during the remainder 
of 1984, and by 1985 the chamber was fully integrated into the MAC online 
system. 

The integration of the VC into the MAC offline system was accomplished 
during the first half of 1985. By July, 1985, this task was substantially complete, 
and physics analysis began. 

3.5.2 Construction Details 

The spool upon which the straws and wires were strung, consisting of two 
aluminum endplates, shown in Figure 3.7, and the central beryllium column, was 
glued together with epoxy. The spool assembly was performed on a precision 
granite table. Measurements after gluing showed that twist between the end- 
plates was less than 12pm, although the endplates were not parallel by - 0.02’. 
Before stringing, six weak Fess sources were placed on the beryllium column. 
These sources were useful for checkout of the chamber, and provided maximum 
counting rates of m 100 Hz in the inner layer. 

Straws were selected for lack of defects and checked for electrical continuity 
along both inner and outer faces. Approximately half the straws had obvious 

defects, such as dents or ragged mylar edges. A small number had scratches 
across their aluminization that broke electrical continuity. Acceptable straws 
were then cut to 432mm length with very sharp scissors, and the aluminum . 
collars (see Figure 3.8) were glued inside each straw end with Eccobond 25, a 
very smooth and creamy conductive epoxy. The straws were heated in an oven 
for several hours at e 48" C to cure the epoxy. Distortion of the straws by this 
heating, and subsequent cooling, was avoided by keeping the straws in grooved 

trays. Nevertheless, a very few straws warped, and all were rolled down an 
incline to test for straightness. 

The Delrin plugs were trapped in the straw by the collars. To mount the 
straw in the VC spool, the plugs were pushed into the collars so that only 



w 0.05cm was exposed. The straws were B 0.2cm shorter than the distance 
between the spool endplates, so the straw could be positioned with Delrii plugs 
directly in front of the holes in the endplates. A narrow set of tweezers was 
used to pull the threaded tip of the each Delrin plug through its endplate hole. 
Nuts were attached to the tips and tightened. One end of the straw contacted 
the endplate. The w 0.2cm gap on the other end of the straw was bridged by a 
spring that made electrical contact, as portrayed in Figure 3.8. A wave washer 
was used on this end of the straw to provide some measure of the tension applied 
to the straw, typically RS 500g. 

A piece of welding stock, with a small hook filed in one end, was used to draw 
the wire through the straw. The stock was threaded one way through the straw, 
the wire attached to the hook, and the wire drawn back through the straw. A 
taper in the Delrin plug facilitated the threading of the rod. A stainless feed 
through was then slipped over one end of the wire, and crimped with a tool that 
ran on compressed air. A second feed through was then slipped over the other 
wire end, and a 1OOg weight hung on that end, and the second feed through 
was crimped. Approximately 30 straws and wires per day were strung in this 
manner, although the time involved in checking the wires and straws limited 
output to 15 per day. 

After a group of straws and wires were installed, the tension of each wire 
was checked. A magnet was placed near the wire, and an oscillating current was 
driven through the wire. The frequency of oscillation was varied, and resonance 
was searched for via the induced voltage caused by motion of the wire in the 
field. Typically, the resonant frequency was 290Hz, with a width of 0.5 Hz, 
implying a tension of 120g. Wires were restrung if they were outside the range 
275 - 305 Hz. We found that our initial crimping technique allowed a slippage 
of 5g per week, which we viewed as unacceptable. We arrested the slippage 
by recrimping each wire after reducing the distance between the jaws of the 
crimping tool, and achieved a slippage of < 0.1 g per week. 

After checking the tension, we placed the chamber inside a pressure vessel 
containing 4 atm of 50%Argon 50%-Ethane, and examined the output of each 
channel with 4.7kV applied to the sense wire. This voltage is well into the lim- 
ited streamer regime for a single electron signal. Initially, m 25% of the channels 
drew substantial current at this high voltage, and were replaced. This effect was 
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traced to small Delrin flakes present on the sense wire, and was substantially 
eliminated by careful cleaning of the Delrin plugs. 

Attaching cables and termination resistors and capacitors to the chamber 
proved to be a painstaking task. Half of the signal cables were attached on each 
end of the chamber, The center conductor of each signal cable was soldered 
to a small cap, which contained a transverse spring. The cap was then slid 
over the exposed end of the feed through. Layers of teflon tubing were used to 
insulate the cap; finally a piece of heat shrink tubing that contained a conductive 
inner layer was shrunk over the straw tension nut and the shield of the signal 
cable, making the ground connection. In this manner, the signal was always 
coaxial. The epoxy plugs in which the cables were potted were held in a jig 
which provided stress relief. 

The Vertex Chamber was then mounted on the beam pipe assembly. The 
beam pipe assembly consisted of two sections which were mirror images; these 
two sections were linked by the central beryllium pipe. The two sections were 
made of stainless steel, and contained the tantalum masks shown in Figure 3.6; 

the central beryllium pipe had aluminum tubes brazed on at either end. Each 
section was joined to the beryllium pipe through the endplate of the Vertex 
Chamber pressure vessel, that is the explosion welded composite of steel and 
aluminum. One section and one end of the beryllium pipe were both welded 
to an endplate; then the pipe was inserted through the central column of the 
Vertex Chamber. Then, the free end of the beryllium was welded to the other 
pressure vessel endplate, with the Veticz Chcrmber present. Special care was 
taken not to heat the VC. Finally, the second stainless beam pipe section was 
also welded to the endplate, and the outer cylindrical vessel wall was slid over 
the entire assembly and welded. Care was taken to keep the Vertex Chamber 
electrically insulated from beam pipe with a kapton insulator on the beam pipe, 
and a mylar insulator on the outer wall. Table 3.1 contains a list of the matter 
in the Vertex Chamber. The final assembly was rugged and easy to move onto 
the beam line. 
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Inner Radius Thickness 

cm cm X0, % Material Name 

3.564 0.0075 0.21 Titanium X-ray Absorber 

I 3.571 0.1118 0.32 Beryllium Beam Pipe I 

I 3.683 0.0050 0.02 Kapton Electrrcal Insulator I 

3.843 0.0762 0.22 Beryllium vc Spool Column 

4.582-8.405 - 0.76 Mylar, Tungsten,Straws,Wires,Gas 
Argon, CO2, CEl[r 

I 9.024 0.0064 0.02 Mylar Electrical Insulator I 

I 9.035 0.254 2.85 Aluminum Pressure Vessel Wal 1 

Table 9.1 Matter in the Vertex Chamber Assembly. 

3.6 Vertex Chamber 

3.6.1 Vertez Chamber Perjormance 

Electronics 

Refer to Figure 3.9 for the electronic layout of the Vertex Chamber and as- 
sociated electronics. The electrical ground of the Vertex Chamber was insulated 
from the ground formed by the PEP beam pipe, to suppress pickup from the im- 

- age currents of the beam itself. No pickup from this source was observed at the I. - 
level of white noise from the preamplifiers. However, the long signal cables be- - . : 
tween the chamber and the preamplifiers proved susceptible to electromagnetic 
interference in the l-100 MHz regime. Their susceptibility was reduced substan- 
tially by isolating both their center conductor and shield with l-10 MfI resistors 
from the high voltage supply cables. The dominant source of interference was 
the system for measuring drift times in the Vertex Chamber (VC), the time to 
voltage converters (TVCs). M oving these from 10 meters to 30 meters from the 
preamplifiers reduced the total pickup to approximately the level of the white 
noise of the preamps. The long cables limited the 1040% rise time at their 
output to 4 ns, and attenuated signals from the chamber by 15%. The output 
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Figure 3.M Fitted constanta in the TVC system. The top plots are distribationr of the 
timing pedestals and slopes. The bottom plots give the variability of these 
constante over the 8 recalibrations done during the 17 month of data taking. 

slew rate of the preamps was 90 mV/ns, yielding a 1040% rise time of 8.0 ns 
for pulses from Fess sources in the chamber. The white noise of the preamps 

was 2.0 fC at their input with cables attached, 0.6 fC without. The low level of 
our discriminators was set at 6 fC input to the preamps, which corresponded to 
30 mV at their output. Slewing and noise contributed less than 0.15 ns to our 
timing resolution. TVC channels were calibrated with a CAMAC controlled 
delay generator. The delayed calibration pulse was injected at the preamplifier 
input, into half the channels at a time. For each channel, the delay was fit as a 
quadratic function of the voltage output from the TVC. The non-linearity con- 

tributed only O.5?6 to the calibration. This calibration was performed 8 times 
over the 17 months of data taking. 

The channel by channel pedestals had a standard deviation of 15 ns; this 
was governed by the variability of a CMOS switch in the TVC circuit. Over the 
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data taking period these pedestals were stable to 1.3 ns. The slope term in the 
quadratic fit was far more reproducible from channel to channel, varying only 
1.3%; this was governed by one resistor and one charging capacitor. The drift 

il was only 0.5% in these slopes. Figure 3.12 shows the actual distributions of the 
offsets and slopes. 

The calibration reproduced input delays to better than 0.5 ns. During data 
taking, four spare channels were fed fixed delays; these indicated that the system 
achieved a timing resolution over a typical two hour data taking run of 250 ps. 

The combined effect of 1)slewing in the signal cables; 2)noise in the preampli- 
fiers; and 3)resolution of the TVC system produces a timing resolution of < 300 
ps. The maximum drift velocity in the Vertex Chamber itself was lOOpm/ns. 
Therefore the degradation in spatial resolution from purely electronic sources 
was < 30pm. 

Operating Point 

.- 

-_ - _ & 
- _ 

._ _- 

The high voltage and threshold at which the chamber was operated was 
a compromise between spatial resolution and radiation damage considerations. 
As discussed in earlier, for the short drift distances in our cells, triggering on 
the first arriving electron was desirable. The observed charge for various high 
voltages appears in Figure 3.13. At 3900 V, our threshold of 6 fC was very 
near the most probable signal for a single electron. Synchrotron X-rays were 
the dominant source of current drawn in the chamber. Approximately two 
random hits per beam crossing occurred in the chamber, causing a current of 
3-5 nA/cm to be drawn in the innermost layer, for a high voltage of 3900 V. 
Higher voltages put the chamber in danger of accumulating more than 0.2 C/cm 
charge in the innermost layer, so we operated at 3900 V. In retrospect, we were 
slightly conservative; the innermost layer accumulated only 0.03 C/cm over the 
entire data taking period. 

The two random hits per beam crossing in no way interfered with our track 

finding procedure. Electronic cross talk did not limit our ability to maintain a 
low threshold: studies with Bhabha events indicated that electronic cross talk 
produced < 0.1% of the hits in five of the six layers. However, knock-on electrons 
did produce hits in the cells immediately neighboring a cell penetrated by a track 
l-2% of the time. 



9.7 O&line calibrations 87 

3800 Volts 4100 volk 

1 6 10 60 too 
Observed Charge, (fC) 

b 
0 

1 5 10 60 loo 
Observed Charge, (fC) 

4300 volts 4500 Volt6 
0.04 I I I11111 I I I lllll 

0.03 O 00 
0 

0 
0 

0.02 - 
0 0 

0 0.01 0 - 
0 
0 

0.001 I I I11111' 1 6 10 so loo 

0.020 

CT 
q 0.015 
d 
Y 

A 
0 0.010 
8 
% 

E 
0.005 

0.000 

0 0 : 

1 6 10 so 100 
Observed Charge, (fC) Observed Charge, (fC) 

Figure 9.18 Single Electron Gain. The four plota are for different high voltages ap 
plied to the Mnse wire. These data were obtained with a test straw iden- 
tical to those used in the Vertex Chamber. An incandescent light pre 
duced single electrons via the photoelectric effect on the straw cathode. Not 
ahown ue the very large charges due to &f quenching streamer formation 
which were approximately 500 fC. Few single electrons initiated streamers 
at 3900 Volts, but most did at 4500 Volts. The spectra are not ahown be- 
low 8 fC where amplifier noise begins to dominate. The gas mixture was 
49.5% hgon, 4Q.5%c&, l.O%cH4, at an absolute pressure of 4 atm. 

- _ 3.7 OR-line calibrations : . 

We performed o&line calibrations of wire positions, drift timing constants, 
the time to distance relationship, and drifts in these quantities. Bhabha scat- 
tering events proved very useful for thii purpose due to their simple topology. 
The use of Bhabha scattering events is by no means mandatory. Any sample 
of tracks free of bias from pattern recognition could have been utiliied. Bias 
can occur, for example, in dense regions of multihadron events, when two tracks 
pass through the same cell but only one is recorded. 

Our calibration techniques require existing progra,m.s to link hits into tracks 



and to fit the track parameters. The programs used to do this are described in 
reference (62). 

c Global Alignment 

For a description of our tracking parameterization, see the appendix. The 
VC measured only the three parameters that describe the track in the x-y plane. 
Of these three, only two were well measured, 6& and +cae. Our existing central 
drift (CD) chamber extended from 12 cm to 45 cm in radius, and had stereo 

layers, so it measured all five helix parameters. Systematic comparison of 60”~ 
and qSovc with 6eca and 4ocd as a function of 4ocd, 0, and ~0 allowed determination 
of the five relevant parameters that describe the relative global orientation of 
the VC and the central drift chamber. 

These five parameters were measured 13 times over the course of data tak- 

ing. Figure 3.14 shows the stability of the three most important over these 
measurements. The horizontal and vertical translations were stable to 10 pm. 

Time to Distance Calibration 

The gas used in the Vertex Chamber, 49.5% Argon,49.5%COs, l%CHd, has 

a drift velocity approximately proportional to the applied electric field. In a 
cylindrical geometry, this implies the drift distance r and the drift time t are 
related by r = 4. This simple relationship provided an initial guess for our 
time to distance function. 

We improved the initial guess with the following procedure. Tracks in 
. Bhabha scattering events with 4-6 hits in the VC and 7-10 out of 10 possi- 

ble hits in the CD were chosen. A VC hit waseliminated, and the remaining - _ : 
.- ‘ VC and CD hits were used in a new. track fit. This new fit was used to predict 

the drift distance, rPred, in the eliminated VC cell. Errors in the initial time to 
distance relationship tend to cancel in +d. We give a scatter plot of rPrcd as 
a function of the measured drift time, t meas in Figure 3.15. The rpred a && 

character is evident. We fit data such as that in Figure 3.15 to obtain the im- 
proved time to distance relationship, r(t), or its inverse, t(r). Fitting rptcd as 
a function of t mea8 or vice versa yield systematically different results for short 
drift distances, because no drift distances are defined as negative. Furthermore, 
the large slope of 4 near t,,,, = 0 makes fitting rpred as a function of tmcos 
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Figure 8.15 Time to Distance Relationship. The drift time is that measured in a cell 
of the VC, tmcor. The drift dietance ia obtained by dropping that cell from 
the track fit, then predicting the drift distance in the missing cell. In this 
manner the cell’s ‘pull’ in the track fit is avoided. A fit is made to data like 
that above to obtain the functional time to distance relationship. 

where torr and s If are the run by run timing offset and slope. These are found 
using a procedure very similar to that used to extract the time to distance 
relationship. Typically torr could be measured to an accuracy of .2 ns and atr 
to 2 %. torr remained stable for weeks, then would suddenly shift, usually due 
to a power failure or changes in PEP timing. The slope term was very stable, 

_. - c reflecting the stability of the gas density. i 

_- . Channel by Channel Calibration 

The timing constants and physical positions of each cell were calibrated 
ofhine. The procedure was similar to that used to obtain the time to distance 
calibration. The residuals 6r = rprcd - r(tmcab) and 6t = t(rprcd) - tmcas were fit 
for each cell with four constants: 

1. An offset in time, to. 

2. An offset in distance, in the azimuthal direction, 6. 

3. A slope in time, s. 
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Figure 8.16 Sense Wire Positions. The histogram on the left gives the wire offsets in 
azimuth M obtained in the channel by channel calibration. The accuracy 
of wire placement was controlled by the rise of the hole in the crimp pins 
that capture the sense wire, and the pins’ tendency to bend #lightly. This 
calibration was repeated 13 times; the histogram on the right is the standard 
deviation of each wire’s offsets among the 13 calibration. It indicates that 
the calibration procedure found the wire positions to w 1Opm accuracy. 

4. A tilt in z, the axial direction. 

& and to affect 6r with opposite signs on opposite sides of the sense wire. In 
a typical calibration, 100 runs were used, corresponding to 6pb-l of integrated 
luminosity. This yielded approximately 150 residuals in each of the 324 cells. 
The largest correction was 6, appearing in Figure 3.16. The calibration was 
performed 13 times. The standard deviations of do for each cell over the 13 
measurements also appear in Figure 3.16, indicating a reproducibility of 10 pm. 

The channel by channel calibrations were made in a single pass through 
Bhabha scattering data. The improvement in spatial resolution due to the cal- 
ibration was then immediately known via the multivariate analog of the rela- 
tionship: 

Use of orthogonal polynomials as fitting functions allowed straightforward isola- 
tion of the contribution of the various constants. Table 3.2 gives the importance 
of each of the constants. 
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3.7.1 Pattern Recognition 

73 

Algorithm 

Track segments were obtained by independent pattern recognition programs 
in the CD and the VC. The CD algorithm was complex, due to the presence of 
stereo layers and non-negligible track curvature? The VC algorithm WBS simpler, 
because tracks are approximately straight lines in the VC. 

We regard the six layers of the VC as three double layers for the first step 
of pattern recognition. Because of the overlapping, regular geometry of the VC 
double layers, the drift distances rr and t2 for hits produced by a radial track 
are related by: 

?I + 
RI -t2 w ro 
R2 

13 11 . 

Here R1 is the radius of layer 1 or the double layer, R2 that of layer 2, and ro 
the straw radius. Pairs of hits in double layers were associated if they met [%I] 
within 200 pm. Random associations were thereby suppressed, with little loss 
of real tracks. Most loss of real tracks occurred for very low momentum tracks 
or tracks from very long lived species, such as K”s and As. The ambiguity 
concerning by which side of the sense wire the track passed is resolved by [3.1] 

in most cases. 

Associated pairs in the three double layers were then linked based on their 
agreement in azimuth. A straight line fit was made to the resulting set of hits 
and drift distances. The straight lines found in the VC were then compared to 
and matched with tracks found in the CD. Unmatched CD tracks were extrap- 
olated into the VC and a search made for VC hits. A weighted, least squares fit 
was performed to both the VC and CD hits and drift distances. VC hits were 
assigned weights based on the measured resolution as a function of drift distance 
(Figure 19). Multiple scattering was accounted for by allowing partially con- 
strained kinks at the beam pipe, the boundary between the VC and CD, and at 

fixed locations within the chambers. A final search was made for hits along the 
track fit, and .l% of the VC and CD hits were dropped due to large residuals. 

Considerable effort was expended on scanning graphical representations of 
events and interrogating the pattern recognition programs to tune their deci- 
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c 

Events VC Efficiency 

Bhabhas 0.994 zt 0.001 

Taus 0.982 =t 0.003 

Multihadrons 0.939 =t 0.001 

Tuble 9.8 Vertex Chamber Efficiency. 

sions. After some optimization of cuts, results at least as good as those from 
scanning were achieved. 

Efficiency 

Since the CD and VC are in one sense redundant devices, it was possible to 
measure the efficiency of the VC by using a sample of tracks well measured in 
the CD. Sources of inefficiency include dead cells, overlap of particle trajectories, 
and inadequacy of the track tiding algorithm for particles with low momentum 
or very large impact parameter. 

.- 

We define well measured tracks in the CD by four requirements: 1)ten hits 
from the CD must be linked to the track, 2)zoca 5 6 cm., 3)6 s 20°, and 
4)a=&j&-~~ 1 5 4. Table 3.3 gives the efficiency for well measured 
CD tracks to link to 1 3 VC hits. The Bhabha efficiency was determined from 
2pb-’ of integrated luminosity, tau lepton and multihadron efficiencies from 
94 pb-? 

Track overlap was a source of inefficiency in the VC in multihadron events. 
If two tracks were separated by less than the diameter of a straw, 6.9mm, they 
could leave only one hit in a layer of the VC. The staggering of VC layers 
usually prevented this phenomenon from happening in every layer. Double-hit 
electronics probably would not eliminate it, because the drift field for straws is 
radial. Figure 3.17 shows the efficiency for well measured CD tracks to lii to 
2 3 VC hits as a function of VC track separation. The VC track separation is 
the minimum distance in the azimuthal direction from the well measured track 
to the nearest CD track, within the VC boundary. The efficiency was near 50% 

for small separation, indicating one track of the overlapping pair was found in 
the VC. For large separations, the efficiency was better than 96%. 
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Figure 9.17 Effect of Track Overlap on VC Efficiency. 
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Figure 9.18 VC Efficiency for Various Momenta and Impact Parameters. 

The VC track finding algorithm was most efficient for straight tracks coming 
from the beam centroid. The efficiency for CD tracks with VC track separation 
greater than one straw diameter is shown versus momentum in Figure 3.18. The 
efficiency was 2 90% above 200MeV/c. Tracks softer than SO0 MeV/c had an 

error in impact parameter due to multiple scattering in the beam pipe equal 
to their error due to chamber resolution. Since the multiple scattering .error 
scales as l/p, tracks with p < 200 MeV/c contribute little information to lifetime 
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Figure 8.19 VC Rerriduals. The hit was removed from the track fit in these data. bid- 
a& for all drift dizstancee are on the left, where the fitted gamian hss 
Q = &pm. On the right, only data from distancea > 0.16 cm; the fitted 
gaussian haa u = 38pm. As dixuased in the text, these data the true u is 
actually smaller than these data indicate. 

measurements. Figure 3.18 also exhibits the efficiency for the same tracks versus 
the impact parameter itself. Typical impact parameters of particles from B- 
meson decay are 3OOpm, and the VC efficiency is flat and 196% to some ten 
times this value, (3 mm). We conclude that linking efficiency effects lifetime 
measurements very little. 

Well measured tracks in the VC can be used to measure the efficiency of the 
CD. Defining a well measured track as one with six hits in the VC, 0.932=tO.O01 

are matched with tracks having six or more hits in the CD, and 0.798 =fI 0.001 

are matched to tracks having seven hits or more. 

3.7.2 Observed Resolutions 

Spatial resolutions were measured using residuals from the track fit. If the 
VC hit used to measure the residual is left in the track fit, the resulting residual 
distribution is systematically narrower than the true residual distribution, due 
to the pull of the hit in the fitf3 Conversely, if the hit is removed from the fit 

the distribution is wider than the true distribution, due to interpolation error 
in the track fit. The size of the bias is almost equal in these two cases, but 
opposite in sign. Figure 3.19 displays the residuals from Bhabha scattering 
events, where VC hits were removed from the fit. The non-gaussian tails arise 
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Figure S.&O VC Spatial Resolution. The fitted u of the residual distribution is shown 
aa a function of drift distance. Both cases of hit left in the track fit and 
removed are shown. The true u is approximately half way between thm two 
extremes. 

from the ,variation of resolution with drift distance. The resolution (a) as a 
function of drift distance is shown in Figure 3.20. Q aa a function of drift 
distance both for the hit left in the fit, and for the hit removed. For most drift 
distances, the resolution is 35 pm. Near the wire the resolution degrades, most 
probably due to the dispersion in pulse heights in our gas mixture, which is 
underquenched. Estimates of degradation due to spacing of ionization clusters, 
and due to timing resolution, indicate that these do not provide the degradation 
of resolution near the wire. The mean resolution is 45 pm. 

The figure of merit for lifetime measurements is our the resolution in extrap- 
olated distance of closest approach to the geometric center of the chamber. ov 
depends on the position resolutions of both the VC and the CD, the radii from 
the beam of their sense wires, and the amount of matter that causes multiple 
scattering in the beam pipe: 

13 21 . 
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The first term arises from the non-zero measurement resolution in the drift 
chambers, the second from multiple coulomb scattering. Here /1(z) and f2(z) 
represent the errors in extrapolation due to the slope and curvature i.n the fit, 
and are polynomials of order 1 and 2 respectively: 

fl(4 = 2 

f2(4 = 
s2+r1r3C+1 
r2r + rf, + 2 

p, the dimensionless mean extrapolation distance, is B s F/O*; given the radii 

+1, . . . , r~} of the sensing layers, and their spatial resolutions (01,. . . ,a~), 

z2 N 
-- ri 
r =- 

N c 2 
i=l a 

9 

1 1 N 1 -=- 
52 - N c 2 i=l a 

,- 

and 71r and 7zr are the coefficients of skew and curtosis defined in analogy 
with c+ For the combination of CD and VC, v = 8.6cm, a, = 7.4 cm,7rr = 
3.5, and72* = 15. f;(p) = 1.4, while r,“(p) = 12, indicating that uncertainty 
in the curvature in the fit dominates the extrapolation error. This uncertainty 
arises primarily from the small maximum radius, 45 cm, of the MAC CD; the 
vertex resolution decreases as the squutc of this radius. The first term in [3.2] 
predicts a vertex resolution of 72pm for 45pm resolution in the VC. In the 
second term, aP depends on the angle of the track with respect to the beam 
axis, but was typically 65pm- GeV/c. 

. 

__ - 
_ _ 

.- -1 

The resolution in impact parameter was measured with Bhabha scattering 
events. Ideally, the opposing electron tracks would have equal and opposite 
impact parameters. Figure 3.21 shows the sum of the measured impact param- 
eters. The distribution is very gaussian, with fitted Q of 124pm. This indicates 
a resolution ou = 124/d = 87pm in impact parameter. Constraint of the 
momentum leads to crv = 52pm. 

The effective spatial resolution in the VC degraded to m 7Opm in multi- 

hadron events. The primary source of this degradation was the misassociation 

of hits with tracks in the dense environment of a multihadron event. Hits in ad- 
jacent cells due to knock-on electrons probably caused some confusion as well. 
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Figure ,931 ‘Miss’ distance in Bhabha Scattering Eventa. These data rhow the rum of 
the 60s for the two tracks in Bhabha events. On the left, the momenta were 
allowed to vary in the track fit. The distribution b very gaus&n, with 
u = 124pm. On the right, the track momenta were constrained to equal 
beam energy, and the distribution narrowed to o = 74pm. This indicates the 
importance of the term arising from track curuuturc in [3.2]. 

The resolution in extrapolated distance of closest approach, or impact pa- 
rameter, in multihadron events is given in Figure 3.22. Tracks with: 1) 3 or 
more hits in the VC; 2)7 or more hits in the CD; and 3) momenta > 500 MeV/c 
were used. The first plot makes use of the beam centroid, as determined from 
Bhabha scattering events on a run-by-run basis. The resolution in this case is 
dominated by the size of the beam itself, which we measured to have crZ = 35Opm 
and cry = 70pm. For the second plot, an improved estimate of the e+e- anni- 
hilation location, the ‘average vertex,’ was made on an event by event basis. 

These data indicate a vertex resolution of 210pm, of which llOpm was due to 

multiple coulomb scattering. 

Figure 3.23 exhibits the tracks and VC hits in a typical multihadron event. 
This event is in no way unusual in complexity or lack of noise. 



80 3. Vertez Chamber 

3 3 
x1o w/r to Beam Centroid ‘lo w/r to Average Vertex 

3. 

0. - 

3. 

2. 

1. 

0. 
-.3 -.2 -.l .o .1 .2 .3 -.3 -.2 -.l .o .l .2 .3 

Impact Parameter (cm) Impact Parameter (cm) 

Figure 3.M Vertex Resolution in Multihadron Events. These data show the distance of 
closest approach of tracks with respect to two estimates of the e+c- anni- 
hilation point. In the plot on the left, the estimate b the beam centroid, as 
determined in Bhabha scattering events. The fit is to a Student’s t distri- 
bution, with Q = 306pm and asymptotic power 1.9 describing the tails. In 
the plot on the right, the ‘average vertex’ was used; the fit yields u = 210pm 
and power 1.5. 
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Figure 9.#?8 A Typical Multihadron Event in the VC. Each small circle is the contour 
of constant drift distance found from the drift time measured in that cell. 
Solid circles indicate the hit was linked to a track; dotted indicate it was not. 
Tracks should be tangent to the small circles. The innermost small circles 
represent the beam pipe, the outermost the outer chamber wall and inner 
wall of the CD. ‘. 
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Chapter 4 

Event Selection 

In this chapter, we discuss the selection and some attributes of the sample 
of events that are enriched in e+e- + b6. As discussed in the introduction, b6 
production constitutes only 9% of the fin 50Opb of inclusive mult’ihadron produc- 
tion at PEP We demand a muon or electron with high momentum transverse 
to the event thrust axis to obtain an enriched sample of 60% e+c- + b6 purity 
and yield e LSpb. We have rejected other methods of enrichment because they 
depend on untested bquark hadronization calculations? Use of the total inclu- 
sive multihadron sample, with no enrichment, leads to such a small sensitivity 
to the B-hadron lifetime that systematic errors swamp its measurement. 

We begin with a very brief discussion of the hadronization of bquarks, and 
their subsequent decay. Beyond providing orientation, this serves to define a’ 
number of parameters that are ultimately varied for systematic error estimates. 
Next we discuss the measurement of the thrust axis, important both for the 
event selection and later for the lifetime measurement itself. A discussion of 
muon identification with the MAC detector follows, and the estimation of the 
purity of the muon sample. A similar but shorter discussion of the electron 
sample completes the chapter. 

4.1 Physics in Flavor Enrichment 

4.1.1 Fragmentation 

The reaction e+e- + gp is followed by the spontaneous creation of many 
quark pairs from the vacuum, which combine with the original pair and one 

83 
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another to form hadrons. In the reaction q+(qp’)b, the fragmentation function 
describes the distribution function of the fraction of the quarks (q’s) initial 
energy retained by the meson (qp’). Mesons containing c and b quarks tend to 

6 retain most of the initial quark’s energy, because only light quark pairs (u, d, 
and 8) are pulled from the vacuum in the fragmentation processY A popular 
parameterization of the fragmentation function f(c) is due to Petersont6 

fk) 
1 = 

+ 
2’ v-w : 1:s frl 

The precise definition of $ was meant to be z = but unfortu- 
nately this variable cannot be directly determined by experiment. The variable 
most simply accessible to experiment is e, particularly when exclusive rTe- 
Construction of heavy mesons is performed. In fact, a clade of variables to 
describe fragmentation has formed, whose study is not particularly enlight- 
ening, but must be performed to compare the world data on heavy quark 
fragmentation? The result of our study for c = z, is eC = 0.063~@& while 

cb = 0.0123-~;. . 

Heavy quark fragmentation effects the B-hadron lifetime in several ways. .- 
First, the harder the B-hadron energy spectrum, the harder the subsequent 
lepton momentum spectrum, and the more leptons from B hadron decay pass 
our minimum momentum cut of 2 GeV, to be described later this chapter. The 
same is clearly true for charmed hadrons. Hence fragmentation effects the purity 

. I .- of our sample. Second, the harder the B-hadron energy spectrum, the less energy 
- _ is left available for the hadronization of light quarks into light mesons. This 

_- - means that a larger fraction of tracks in a 216 event originate from B-hadron 
decay. Finally, at PEP energies, the mean impact parameter for a given B 
lifetime depends on the B momentum. 

4.1.2 Lepton Tagging 

B-hadrons have large mass, so their decays produce particles with large mo- 
mentum transverse to the B-direction. Unfortunately, light quark e+e- + qg 
events ark sufficiently broadened by the emission of gluons to produce particles 
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with large transverse momentum as well. However, as discumed in the Chapter 
1, B-hadrons decay 12=f= 1% of the time to muons or electrons!* The rejection ob- 
tained by demanding both high transverse momentum and lepton identification 
strongly suppresses light quark background. The shape of the lepton momentum 
spectrum from B hadron decay tends to peak toward the kinematic maximum, 
because the associated antineutrino is right handed; this is in contrast to the 
situation for charmed hadron decay. Hence, lepton transverse momentum also 
gives good separation between b6 and ci! production. In fact, based on our Monte 
Carlo studies, most CE events enter the high transverse momentum sample via 
gluon emission. 

Lepton tagging as a method of b6 enrichment has been extensively studied, 
both by MAC and other PEP and PETRA detectors? It is fair to say that this 
method of flavor enrichment is very well understood. Unfortunately, the yield is 
somewhat low, only = 1 - 2pb out of a total bquark production cross section of 
90pb at PEP. One would hope the high mass of the &-quark could be exploited 
to distinguish b8 production without paying the price in efficiency of lepton 
identification. A number of variables, such as the jet mass and the boosted 
sphericity product, which depend on b6 events being more spherical than lighter 
quark events have been used, but in general the same level of experimental 
verification that exists for lepton tagging has been absent?’ Further, the effect 
of quark masses in perturbative computations of e+e- +&,S,d jeta is currently 
unclearlO It is possible to argue, for example, that e+e- + ai; is dominantly b 
jet, and thus that the jet mass and sphericity product methods are less effective 
than current calculations indicate. Hence, for a result of such fundamental 
importance as the B-hadron lifetime, we have chosen lepton tagging as the most 
effective method of b6 enrichment. 

4.2 Estimation of B-Hadron Direction 

Estimation of the B-hadron direction is important both for selection of the 
sample of events enriched in B-hadron decays, and for the measurement of the 
lifetime. Leptons with a large component of momentum transverse to the esti- 
mated B-hadron direction are used to select the enriched sample. The projection 
of the B-hadron direction in the plane transverse to the beam, or s-y plane, 
is used to determine the sign of the impact parameters used to measure the 
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lifetime. 

We use the thrust axis, 2, as our estimate of the B-hadron diiectionll The 

c thrust axis is found by maximiiing the quantity known as thrust, 

where {VI , . . . , VN} are a set of vectors that describe the N particles in the 
event. As originally formulated, these were the momenta of the particles. In 
MAC, we use instead vectors composed from the magnitude and direction from 
the interaction point of pulses in the segmented calorimeters. Separate weights 
are assigned for electromagnetic and hadronic showers. A muon leaves small 
pulses characteristic of a minimum ionizing particle, so a correction based on 
the measured muon momentum is made. Figure 4.la shows the distribution 
of the thrust axis in polar angle for a sample of multihadron events. We also 
make a second, redundant measurement of the thrust axis using the momentum 
vectors of charged particles, as determined by our CD. This estimate neglects 
neutrals, and is less accurate then the calorimetric thrust axis. 

0.6 0.7 0.8 0.9 1 

Thrust 

10-l 

loo2 

10MS 

Figure I.1 Thrust Axis and Thrust Distributions. (a) Distribution of thrust axis t^ in 
polar angle in multihadron events. Events having the thrust ti within 30” 
of the beam are cut. (b) Distribution of thrust, T, in multihadron events. 
Events having T < 0.72 are eliminated, due to error in thrust axis recon- 
struction. The excellent agreement with the MAC Monte Carlo ia to be 
noted. 
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The thrust T can vary from 8 to 1. A thrust of ) corresponds to an isotropic 
distribution of particles, and 1 to a completely back to back distribution. In 
practice, for e+e- + qp at PEP, T is on the average m 0.9, and rarely lower 
than 0.7. Figure 4.lb shows the measured distribution. Two-jet events’ tend 
to have high thrust, while three-jet events caused by radiation of a hard gluon 
tend to have low thrust. Two jet B-hadron events have slightly lower thrust 
than two jet light quark events, because of the large &-quark mass. However, 
it is somewhat unclear how the quark mass affects the emission of gluons and 
subsequent hadronization, and therefore unclear whether B-hadron events have 
on average lower thrust than light quark events. 

It is impossible to directly measure how well the thrust axis estimates the 
B-hadron direction. One expects that the estimate is best for high thrust events, 
and deteriorates for low thrust events. For this reason, we cut events having 
T < 0.72 from the sample used to measure the B-hadron lifetime. Further, 
errors in the B-direction estimate are amplified in the Z- projection when the 
thrust axis is at very small angles with respect to the beam. The error in thrust 
axis azimuth, a# a (l/ sin(e))dm, where 8 is the polar angle with 
respect to the beam. For this reason, we eliminate events with 2 less than 30’ 
from the beam axis. The B-hadron flight path appears foreshortened for these 
events, providing a second motivation for their removal. The location of the 
thrust and 8 cuts are shown in Figure 4.1. 

We must rely on our Monte Carlo to model how closely the thrust axis 
estimates the B-hadron direction. However, we perform a powerful check on the 
Monte Carlo’s ability to model the thrust axis. Multihadron events from both 
data and Monte Carlo are split into hemispheres based upon the calorimetric 
thrust axis. Two new thrust-axes, found using only calorimeter hits in either 
hemisphere, are then found. The difference in azimuth, 64, and polar angle, 
68, between these hemispheric thrust axes are shown in Figure 4.2a and b, 
respectively. Both distributions are well fit by a Student’s t-distribution72 , 
with argument sin(64) or sin(66), a+ = 0.106 or w 6.1°, and v = 1.3. Agreement 

between data and Monte Carlo is excellent, even in the tails. One can conclude 
that the thrust axis is reproducible to B 6.1°/fi = 4.3O, in both t$ and 8. 
The same study shows that the thrust axis reconstructed from CD momentum 
vectors is has a reproducibility of 9.9’. 
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Figure 4.a Asimuthal and Polar Difference of Hembpheric Thrust Axes. Multihadron 
events are split into two hemispheres, based upon the calorimetric thmst 
axis, and two independent thrust axes are found using only calorimeter hits 
in either hemisphere. (a) Distribution of rin(l~), where S$ ia the difference 
in aximnth between thee axes. (b) Distribution of rin(66), the difference in 
polar angle. Agreement ie excellent between data and Monte Carlo, even for 
the tails. The fit is described in the text. 

We employ the same technique to measure the thrust axis resolution as a 

function of thrust axis polar angle and thrust itself. The results for the resolution 

in 4, as determined in a Student’s t fit, are shown in Figure 4.3. The close 
agreement of the Monte Carlo with the data is evident from this figure. One 

sees that the thrust axis is reproducible to sd a (3.1°/ain(6))~~. We 
conclude that the Monte Carlo models thrust axis reconstruction exceedingly 
well. 

The Monte Carlo predicts that the thrust axis estimates the direction of the 
B-hadron involved in semileptonic decay to 8 = 5.6’, for a Student fit in either 
sin(&$) or sin(N), with u = 1.4. Physics effects presumably keep 8 larger than 
the reproducibility of the thrust axis. The equivalent numbers in cbproduction 
are 8 = 5.1O and v = 13;reflecting the higher mean thrust of charm events. 
The Monte Carlo shows a slight correlation of thrust axis with lepton direction, 
resulting in a systematic change in the shape of the muon and electron pl 
distributions. 

4.3 Selection of Muon Sample 

As discussed in Chapter 2, the MAC calorimeters are surrounded by drift 
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Figure 4.3 Acimuthal Difference of Hemispheric Thrust Axe~. The azimuthal difference 
of the hemispheric thrwt axes in with a Student’8 t-distribution for various 
thrust polar angles (a) 8 and thruh (b). 64 ia the wale parrmeter u of the 
rtudent fit. In (a)l the function l/rin(@)~~ h plotted as well. The 
agreement between data and Monte Carlo ia excellent. 

chambers that reconstruct muon tracks over nearly the entire solid angle. The 
steel in the calorimeters is toroidally magnetized, allowing a measurement of 
the muon momentum that is completely independent of the momentum mea- 
surement made in the CD. The techniques we u8e to identify muons in hadronic 
events for the purpose of this dissertation are substantially different than in pre- 
vious MAC analyses. 7s On one hand, the previous analyses of muon and tau final 
states allowed use of much looser cuts, because of the much smaller background 
from hadron misidentification and decay in flight. On the other hand, previous 
analyses of muons in hadronic events did not fully exploit the redundancy of the 
MAC system. The techniques developed for this dissertation have allowed both 
higher efficiency, less background, and better understanding of both. 

4.3.1 General Discussion ‘. 

The MAC calorimeters and solenoid present typically 60 radiation lengths 
and 7 nuclear absorption lengths (see Figure 2.10) to particles exiting from the 
interaction region. Therefore photons and electrons are extremely well absorbed, 
as are hadrons, although = eo7 = 9 x loo4 of the time a hadron can ‘punch- 
through’ to the muon drift chambers. Bremmstrahlung in the nuclear field, 
which causes electrons to shower, is enormously suppressed for muons because 
of their larger mass. Muons usually penetrate to the outer drift system, or OD, 
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if they have enough energy to overcome energy loss to ionization and atomic 
excitation of the calorimeters. Typically 1.8 GeV is lost to these processes. 

Muons that do penetrate execute curved trajectories due to the toroidal 
c magnetic field in the iron calorimeter segments. The toroidal field gives muons 

a ‘kick’ parallel to the beam axis, or z-direction. The muon drift tubes are 
aligned to measure this kick, and therefore measure the muon polar angle 0 a8 
well. However, the muon azimuth # is found by linking to a clean track in the 
hadron calorimeter, which measures both 8 and 4. Thus the muon momentum, 
polar angle, and azimuth are measured by the linked track, referred to as an 
OD-HD track. 

The uncertainty in the momentum measurement, or more naturally inverse 
momentum, is dominated by multiple coulomb scattering for most momenta at 
PEP, although the outer drift chamber resolution contributes slightly important 
for momenta near beam energy. Then 

[ I 4.1 

Here B is the magnetic induction in the iron, = 1.7T, L the magnetized iron 
thickness, typically .Qm, X0 the number of radiation lengths in the iron, typically 
45, p the muon momentum in GeV, and 000 the error caused by the non zero 
resolution of the outer drift chambers, fi: 0.0188. Then [4.1] gives 

2 0.22 * 
CTlW -* 

T; ( > P 
+ (o.o39)*. 

The resolution in polar angle 8 extrapolated back into the CD, calculated s’lmi- 
My, is a~ m d(O.OZ/p)* +-(0.013)*, but at least in the central section multiple 
scattering in the shower chamber degrades this by a factor of three. The reso- 
lution in extrapolated q5 is dominated by calorimeter segmentation, except for 
the endplugs. 

We further demand the OD-HD track to link to a track in the central tracking 
system. At all but the highest momenta the central tracking system makes 
more precise measurements of 6, 4, and l/p, as quantified in Chapter 2. The. 
redundancy of the OD-HD and central tracking systems in three variables makes 
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it possible to study backgrounds independently of the Monte Carlo, and perform  
meaningful tests of the Monte Carlo. 

The dominant background comes from punch-through, mentioned previ- 
ously, and from leakage from hadronic showers. These two processes are not 
strictly distinct, with a continuum of possibilities between them. Decays of pi- 
ons and kaons, although truly muons, are regarded as ‘background’because they 
do not come from prompt heavy quark decay. The short distance between the 
interaction region and the start of the MAC calorimeter limits the flight path 
available for decay of pions and kaons before they interact in the calorimeters. 

4.3.2 Specific Implementation 

Tracks in the OD system are reconstructed and fit by independent computer 
programs in the hex boxes, bottom chambers, and endplugs. These tracks must 
include hits from at least 3, 2, and 5 layers of the respective systems. Among 
the sample of 150,845 multihadron events discussed in Chapter 2, 16313 have 
reconstructed OD stubs. A  momentum, POD, is determined for each stub, tak- 
ing into account energy loss in the calorimeters and variations in $ Bds. It is 
assumed that the muon originated from the mean vertex of the event, although 
the momentum determination is sensitive only to the z position of this vertex. 
The polar angle, 800, at the muon’s exit from the CD, is similarly determined. 

An expected pattern of struck layers in the central hadronic and/or endcap 
calorimeters is constructed based upon 800. The tracks found by independent 
reconstruction programs in the central hadronic and endcap calorimeters are 
inspected for matches to the pattern, and those that match with at most one 
discrepancy are considered further. The polar angles of each of these tracks, 

~HD, are compared to OOD, and those that match within 0.2 radians are accepted 
as part of the combined OD-HD track. If the OD stub came from the hex boxes 
or bottom chambers, the precise azimuth of the stub is determined from the 
calorimeter track, and a correction to the momentum is made. If the OD stub 

came from  the endplug, its azimuth, q50~, is actually determined by the OD 
reconstruction programs. For such stubs, an additional match to within 0.4 

radians of ~HD is required, and a weighted mean of 40~ and ~HD is used for the 
OD-HD track. No correction is made to POD in this case. For ease in comparison 
with the Monte Carlo, we will quote the raw cross section, uncorrected for 



efficiency and acceptance, of OD-HD track production in the 311 pb-l of utilized 
integrated luminosity. We measure a raw cross section, after the thrust cuts 
discussed in Section 4.2, of 36.2 =t 0.3pb, in agreement with the Monte Carlo 

c prediction of 35.5 & 0.3pb. 

The OD-HD tracks are then examined for evidence of hadronic shower ac- 
tivity. The number of OD and calorimeter hits in the neighborhood of the. track 
is considered, as are the pulse heights of the calorimeter hits. A minimum num- 
ber of struck layers in the calorimeters is required. The exact cuts used were 
determined from a large amount of scanning, as well as from consideration of 
clean muon events from e+e- + &A- and e+e- + e+c-p+p-. We refer to 
these cuts as the ‘punch’ cuts, although technically they are intended to re- 
move background from hadronic shower leakage, and not clean punch-through 
of hadrons. After these cuts, we measure a raw cross section of 21.4 =t 0.3pb, 
in slight discrepancy with the Monte Carlo prediction of 24.5 =f= 0.3pb. Detailed 
study reveals that most of the discrepancy is in the region 0.4 < Ices(0) 1 < 0.6, 
and is due to the requirement that a minimum number of layers be struck in 
the calorimeters. The Monte Carlo is slightly over-efficient in thii region. This 
discrepancy has no consequence for the measurement of the B-hadron liietime, 
other than a slight loss of statistics. 

Comparison is then made between tracks found in the central tracking sys- 
tem (CD alone for the first 217pb ml of integrated luminosity, and CD+VC for 
the final 94pb-‘) and the OD-HD tracks. The central and OD-HD polar angle, 
azimuth, and inverse momentum are compared. The inverse momentum is given 

- the sign of the muon it describes. Central and OD-HD tracks are associated 1) 
z _ . _’ if their azimuth agrees to within 0.2 radians 2) if a chi-squared, XL, made from 
__ : the mismatch in polar angle, azimuth, and signed inverse momentum is 5 25. 

The errors used in the computation of the x& are determined empirically from 
the study of clean e+e- * @cc- and e+e- + e+e-p+l,c- events. For example, 
Figure 4.4 displays a scatterplot of the mismatch in 8 between central and OD- 

HD tracks as a function of signed inverse momentum. From such scatterplots, 
we determine 

u; = ( > 0.065 * + (0.013)2 
P 



4.S Selection of Muon Sample 83 

2 0.22 * 
t71= - 

F ( > P 
+ (0.034)2 

E  in excellent agreement with the estimates in the previous section. The effective 
error in phi is determined primarily by calorimeter segmentation, and is typically 
0.014 radians in the central section of MAC and 0.060 radians in the endcaps. 
The 6 and 4 for linked tracks is taken from the central tracking system, while a 
weighted mean of the central and OD-HD momenta is taken for the momentum. 
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Figure 4.4 Central OD-HD Polar Angle Difference in e+e- + #p- and e+c- + 
e+e-j&+/4-. The inverse momentum is given the Ggn of the muon. Muons 
from e+e- + j4+p- occupy the center of the plot. We determine from such 
plots the errors for the match x?, need to link central and OD-HD tracks. 

There is no reason to expect the mismatches in 8,4, and inverse momentum 
to be distributed in a gaussian, and hence no reason for the match ~2, to follow 
a chi-square distribution function. This is true for clean $p- events, but even 
more so in multihadron events, where leakage from hadronic showers, decay in 
flight and central tracking confusion degrade the mismatch distribution. For 
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Figure I.5 Mismatch in Inverse Momentum between Central and OD-HD %&ing. 
In ‘standard deviations’ as computed in this section of the text. The die- 
tribution is broader in multihadron events than in c+c- + p+p- and 
e+e- 4 c+e-p+jr events because of the effect of hadronic showers, de- 
cay in flight, and central tracking confusion. These phenomena are quite 
clearly well represented by the Monte Carlo multihadron simulation. 

example, Figure 4.5 shows the mismatch distribution in inverse momentum for 
both multihadron and clean muon events. Neither distribution is gaussian, and 
that for multihadron events is considerably wider than for clean muons, but __ - 

/ is very well modeled by the Monte Carlo. The same is true of the match XL - _ 
_- 1 distribution itself, exhibited in Figure 4.6. The ~2, cut for linking central and 

OD-HD tracks of 25 can be-seen from Figure 4.6 to be somewhat loose. We vary 
the value of this cut down to 5 and up to 100 to study systematic errors, but 

the excellent agreement of the Monte Carlo and data is already evident. 

Requiring a match to a central track brings the raw cross section measured 
in the data to 13.8 sfr CQpb, and the Monte Carlo prediction to 15.6 3~ 0.2pb. In 

fact discrepancy introduced by the punch cut has remained in proportion, and 
the efficiency for OD-HD tracks to link to central tracks has been modelled very 
well by the Monte Carlo, as discussed in the next section. The number of events 
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0 

0 10 20 

2 Figure 4.6 Distributions of Match xm. The difference between low multiplicity muons 
and multihadrons is again evident, as is the excellent modeling of the Monte 
Carlo. 

with linked OD-HD-central tracks is 4205, and these events contain 4306 tracks. ._ 

4.3.3 Efficiency 

1‘ - 

As already mentioned, knowledge of the precise efficiency for finding muons 
is not critical for the B-lifetime measurement, except that it determines the 
number of events in the final sample. In this section we present a brief study 
of the muon reconstruction efficiency, to be used later to check the number of 
B-enriched events in the sample. 

We select events with exactly two tracks in the central tracking system, 
and require these tracks to match scintillator pulses that occur within ins of 
the beam crossing. We further require the two tracks to enter sensitive areas 
of the calorimeters, and demand < 8 GeV in all the calorimeters. These re- 
quirements produce a sample of events highly enriched in e+c- + CL-$- and 
e+e- + c+e-p+p-, selected independently of the OD-HD system. The efficien- 
cies through the various stages of muon identification are given in Table 4.1. 
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I ID Stage Efficiency 

OD-HD 72% 

and punch 68% 

and&<100 65% 

and J& < 25 62% 

and&<5 47% 

Table I.1 OD-HD and Linkage Muon Efficiency. Determined with a sample of &em + 
p+p’ and e+e- -+ e+e’#p- events selected only with the inner portions 
of the detector. The efficiency of the central tracking has not been included. 

No fiducial region has been selected, although the CD covers Ico@)l < 0.95. 

Figure 4.7 shows the inefficient regions, which occur at boundaries and physical 
supports. The measured efficiency varies less than 2% as a function of momen- 
tum between 2 and 14.5 GeV. 

A similar study was made of the central tracking reconstruction efficiency. 
Events with at least two OD-HD tracks that passed the punch cuts and linked 
to scintillator hits that occurred within 1 ns of the beam crossing were selected; 
no requirement was made on the central tracking. The results are given in 
Table 4.2. We conclude the absolute efficiency for muon detection is 59% in the 

# of Layers Efficiency 

5 CD, 0 VC 98.9% 

7CD,3JKJ 95% 

-9 CD, 5 VC 59% 

Tuble /.C Central Tracking Efficiency. Determined with a sample of e+e- + JJ+~- 
and e+e- -+ e+e’p+p’ events selected only with the outer portions of the 
detector. A fiducial region of coer(8) < 0.95 has been ued. 

region Icon 1 < 0.95. This is somewhat lower than the 80 - 90% efficiencies 
quoted for MAC studies of the r lepton and the J.J$- final state. The difference 
can be traced to: 1) tracks with only 2 hits in the outer drift system are allowed 
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- 1 
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Fiqutc 4.7 Inefficiencies in the OD-HD Syrtem. Tracka that are found in the central 
tracking system, fire a scintillator within 1 ns of the beam, leave < 4 GeV 
in the MAC calorimeters, but are not not found in the OD-HD system are 
plotted. The dominant inefficiencies are bten to be at the bottom of the 
detector, where the lrupports for the detector are, and at the overIap between 
the hex boxes and the endplugs, near Icos(8)1 w 0.9. 

in these analyses; 2) calorimeter tracks are not required in those analyses. The 
lack of hadronic background in those studies justifies the looser cuts. 

In multihadron events, OD-HD tracks due to leakage from hadronic showers 
and decays in flight may fail to link to central tracks. The three matching 
variables, 4, 8, and particularly l/p will mismatch in such cases to a degree 
larger than they mismatch for prompt muons from heavy flavors. Therefore, the 
efficiency for OD-HD tracks to link to central tracks in multihadron events is 
not a measure of central tracking efficiency, but more a refiection of the amount 

of mismatch from background processes. However, our Monte Carlo simulation 
should portray leakage from hadronic showers and decays in flight. The efficiency 
for OD-HD tracks to link to central tracks tests the accuracy of the Monte Carlo 
modeling. In Figure 4.8 we show this efficiency for both Monte Carlo and data, 
for a variety of & values, and as a function of both polar angle 8, and the angle 
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of the muon from the thrust axis, flj. The agreement between the two is excellent. 
Some loss of efficiency occurs near the core of the jet, for small Oj, but in fact 
study in the Monte Carlo shows this is entirely due to the greater incidence 

’ leakage from hadronic showers there, and not due to tracking inefficiency. 
of 

1 
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0 

------I- Monte Carlo - ------I- Monte Carlo - 

O* O* I I I I I I I I I I I I I I 4 4 
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Figure /. 9 Efficiency for OD-HD Tracks to Link to Central Trackn. Vereu polar angle 
from the beam axis, 0, and angle from the thruet axis, 8j. The three Casey 

am? x2, < 100, 25, and 5. The primary reason for an OD-HD track not to 
link to a central track is that the OD-HD track originates from the leakage 
of a hadronic shower, and therefore fails to match well to any central track. 
The good agreement between Monte Carlo and data for the linking efficiency 
rhows that the Monte Carlo is portraying this process accurately. 

4.3.4 Studies of Background 

We have performed two studies to test the modeling of backgrounds by the 

Monte Carlo. In general, we have confidence in the modeling of the decay in 
flight of pions and kaons, and of the incidence of non-interacting hadrons, or 
punch-through. The leakage of hadronic showers is more difficult to model. Our 
first study is directed toward this phenomena. The second study utilizes the 
clean source of pions provided by 7+3 charged pions. 
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When leakage from hadronic showers results in an OD-HD track, the vari- 
ables @OD, &D, and signed l/p00 determined for a track will tend not to match 
any central track, but will occasionally do so by chance. The probability to do 
so is arguably independent of the sign of I/POD; this is not true for OD-HD 
tracks that result from true muons. Let Nm denote the number of links be- 
tween OD-HD tracks and central tracks where the measured sign of ~/POD has 
been retained in determining XL, and NI denote the number of links that oc- 
cur when the sign of l/p00 has been flipped. Then it is easy to show that 

NfIWm-N/l is an upper bound on the fraction of links from hadronic showers 
among Nm. This limit is shown in Figure 4.10 as a function of a cut on the track 
momentum transverse to the thrust axis, pi. Also shown is the prediction of 
the Monte Carlo for the fraction of tracks from misidentified hadrons, inclu~ding 
non-interacting hadrons. At low pi, wrong sign lii from true muons prob- 
ably keep the upper bound.well above the true shower leakage rate. At high 
PI, the upper limit actually dips below the Montr, Carlo prediction, indicating 
the Monte Carlo overestimates hadronic shower leakage in that region. Other 
evidence, described in the next section, suggests that the Monte Carlo underes- . 
timates the background to muons. We will use the difference between data and 
Monte Carlo observed here as a systematic error estimate. 

We have also studied the rate of apparent muon reconstruction among the 
tracks resulting from r+ 3 charged particles. The charged particles are dom- 
inantly pions, with a mean momentum of 3.3 GeV and standard deviation in 
momentum of 2.6 GeV. Only central tracks with momentum sufficient to over- 
come ionization losses and penetrate to the outer drift system are considered 
candidates for misidentification, and there are 2.2 such tracks among the 3 r 
decay products per event. The pion momentum spectrum is harder than that in 
multihadron events&d there are far fewer kaons in 3 prong tau decay than in 
multihadrons. The misidentification probabilities determined in this study are 
therefore not directly transferable to multihadrons, but they provide a useful test 

of the Monte Carlo. The results are summarized in Table 4.3. The agreement 
between data and Monte Carlo is excellent. For the loosest muon identification 
criteria, the OD-HD match, the Monte Carlo estimates w 20% of the events 
result from decays in flight, and = 80% from hadron misidentification. For the 
nominal ~2, < 25, the Monte Carlo estimates N 40% decays and w 60% hadron 
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Figure 4.10 Upper Bound on Leakage from Hadronic Showers from Wrong Sign Links. 
Versus lower cut on momentum transverse to the thrust axis. An upper 
bound on leakage from hadronic showers in the inclusive muon sample is 
inferred from the data, as diecussed in the text, from the fraction of wrong 
rign links between the OD-HD and central tracking systems. Also shown ia 
the fraction of tracks from misidentification of hadrons, as predicted from the 
Monte Carlo. In the region pi > lGcV, the Monte Carlo overestimates the 
hadronic shower leakage by # 5%; this will ultimately be used in a systematic 
error estimate. 

misidentification. The misidentification probabilities versus polar angle in the 
__ _ 

/ detector are shown in Figure 4.11. 

4.3.5 Flavor Enrichment 

In this section, we detail the final criteria used to select the sample enriched 
in B-hadrons, and discuss the purity of that sample. First, some miscellaneous 

cuts will be described, then, the cuts on momentum and momentum transverse 
to the thrust axis will be discussed. The cut on transverse momentum, or pI, 

produces most of the fiavor enrichment. 

Recall that the cuts described in section 1.3.2 lead to the selection of 4205 
events containing 4306 linked muon tracks in 311 pb-l of data. In order to 
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cut 

. 
Data Monte Carlo 

#p i.d.‘s mis i.d./track #p i.d.‘s mis i.d./trck 

I OD-HD I 196 1.80 Ifr .13% 842 1.76=t.O6% 1 
I and punch rej. I 86 0.79 &.09% 417 ,.,,.I 

1 and CD, ~2, < 100.1 76 0.70 i .08% 346 0.72 zt .04% 1 

1 and CD, ~2, < 25. 1 54 0.50 It .07% 216 0.45 *.03% 

Tuble 4.9 Muon Misidentification in r--* 3prongs. Four levels of the muon id cuts are 
shown. The data were taken from 311pb-1 containing 4959 1-3 7 events, 
and the Monte-Carlo from 990 pb-l containing 21728 l-3 r events. 
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Figure 4.11 Polar Angular Distribution of Muon Misidentification in r- 3pronga. (a) 
loosest muon identification, requiring only a match between the OD and the 
hadronic calorimeter. (b) nominal, requiring the track to pass cuts designed 
to reject punch-through and to link to the CD with XL < 25. 

eliminate some background originating in rare 27 processes, we require that no 
hemisphere in the event contain fewer than two central tracks. These mild cuts 
remove only 117 events, bringing the linked track raw cross section to XLEUpb, 
to be compared with the Monte Carlo prediction of 15.2 k 0.2pb. 

We demand that the linked track have momentum greater than 2 GeV. This 

cut reduces background, in particular leakage from hadronic showers, which 
tends to cluster at low momentum. This leaves a sample of 3179 events contain- 
ing 3243 linked tracks, a raw cross section of 10.4 AI 0.2pb compared with the 
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6+P 1.70 1.219 0.967 7.60 

b+C-+ 0.594 fm 0.819 r2 

c-+/J 0.351 5.42 1.184 E 2 

background 0.424 3.88 0.914 E 2 

Table 4.4 Parametetiation of Monte Car10 pi Spectra. The most general form of 
([4.3]) was found to be necessary for the primary b-+p, which has a very steep 
edge in the pI distribution. The simplification /3 = 2 was found adequate 
for primary c and background, and u--+00 for cascade b. 

12.13~ 0.2pb predicted by the Monte Carlo. 

.- 

We cut on the linked track momentum transverse to the thrust axis to 
achieve most of the &flavor enrichment. We use two methods to estimate the 
fraction of b6 events in the sample. In the first, we fit the pl spectrum of the 
data with a set of functions, whose shape is determined from the Monte Carlo. 
This method allows the data itself to determine the &purity, thereby accounting 
for actual fluctuations and allowing for the constraint of systematic errors. We 
take the fit value as the most accurate purity estimate. In the second, we take 
the purity directly from the Monte Carlo. 

The Monte Carlo pA spectra for linked tracks originating from a primary 
b+p decay, a cascade b+c+p decay, a primary c-p decay, and background 
tracks are fit with functions or the form, 

[4 31 . 

where p, Y, a, and @ are free parameters. The simplification p = 2, v+oo leads to 
a chi-squared distribution, and if this leads to a sufficiently good representation 

of the Monte Carlo, it is employed. Table 4.4 shows the typical fitted parameters. 
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The data is fit as a sum of these functions. The cascade b, primary c, and 
background functions have very similar shapes, so the relative normalization 
of primary c to background and cascade b to primary b ie tied, leaving two 
normalizations free in the fit. The fit to the data is shown in Figure 4.12. Using 
these normalizations, we obtain Figure 4.13, which exhibits the percentage of b6 
events as a function of pi cut. The small percentage of b6 events that produce 
linked tracks from background processes, typically 3%, are included in the figure. 

0 1 2 3 4 5 

PA (GeV) 

Figure 4.H Fit to Inclusive Muon pi Spectrum. The data is binned into 100 MeV bins. 
The goodness of fit x2 is 56 for 47 degrees of freedom. Note that the C--*JJ 
and background dominate for both very low and exceedingly high pi. The 
bulge in the midrange, due to primary b, in evident 

From Figure 4.13, it is apparent that the maximum b6 event purity is ob- 
tained for a lower pi cut of 1.5 GeV. Due to the proximity of an extremum in 
purity, we expect general insensitivity to systematic errors. With this cut, 453 

events containing 458 linked tracks remain in the data, a raw cross section of 
1.47 =ir 0.07pb, compared with a Monte Carlo prediction of 1.62 3~ 0.07pb. 

The b& purity of this sample, estimated from the fit to the data, is 60.3f2.6%, 

while the Monte Carlo predicts 62.8 911.6%. In section 1.3.4, the data indicated 
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Figure 4.18 Percentage of Bottom Events as a Function of pi. The fl standard deviation 
e~ora of the fit to the data are shown. The agreement with the Monte Carlo 
is good. 

that the Monte Carlo may be overestimating background from hadronic showers 
by 5%, which would lead to an increase in estimated b&purity of 3%. We 
find that variation of the shapes and relative normalizations of the primary c 
and background functions change the fitted bg purity by 2%. Variation of the 
bottom and charm fragmentation functions lead to < 1% change in the fitted 

. _. . b6 purity. Combining these systematic errors in quadrature with the statistical 1 
_ error, we arrive at an estimated fraction of b&events in the final muon sample 

_- - 
of 60 414.5%. We estimate the fraction cE events to be 22%, where 6% enter 
from misidentification, and 16% from primary C+JJ decays. The remaining 18% 

comes from light quark production. 

We now perform a simple check of the number of b6 events in the final 

sample. We start with 150,845 events, of which 97% are multihadrons from I7 

annihilation, and RS l/11 of which contain 2 &quarks. The requirement that the 
thrust axis have 8 > 30" retains = 81% of the 1 + cos’(B) distribution; the cuts 
on thrust itself and against 27 background retain 95% each. For the muon itself, 
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the CD covers 93% of the 1 + cos2(8) distribution, and the JIWOXI identification 
is 59% efficient. The cuts on p > 2 GeV and pi > 1.5 GeV retain 23% of b+p, 
and we take the b semileptonic branching ratio to be 12%. Hence, we expect: 

150,845 0.97 
2 

x x II x 0.81 x 0.952 x 0.93 x 0.59 x 0.23 x 0.12 = 295 

b& events. There are 453 events in the final sample, of which 55%, or 249 come 
from b - p. The data thereby has 18% less events than this simple prediction, 
14% of which is explained by the discrepancy between the data and Monte Carlo 
in the description of the punch cuts. 

4.4 Selection of Electron Sample 

Electrons are identified in the MAC detector by their shower profile in the 
central shower chamber. The algorithms to do so were not developed for this 
work and are described elsewhere, although a brief summary will be provided in 
this section I6 As in the case of muon identification, these algorithms are more 
stringent than those used in MAC analyses of electrons in r or Bhabha scattering 
events, because of larger background in multihadron eventsY6 In particular, no 
identification of electrons in the MAC endcaps is made for this dissertation, but 

.- 
is in those analyses. 

. . 
a 

A new feature of this work is an analysis of background from the process 
e+e- + e+e-qg, where at least one electron is scattered at large angle into 
the shower chamber. This process has an effective cross section for survival 
through the MAC multihadron selection and electron identification of w lpb, 
and possesses a very flat spectrum in ~1, so survives the flavor enrichment cut. 

4.4.1 General Discussion 

Electrons initiate a cascade of bremmstrahlung in the nuclear field followed 
by pair conversion in the nuclear field when they enter matter. The depth of this 

cascade, or electromagnetic shower, is very dependent on the atomic number of 
the target matter, 2, and is oc l/Z 2. In contrast, hadrons and muons do not 

initiate electromagnetic showers, because their masses are at least hundreds 
of times greater than that of the electron. Hadrons induce cascades that are 
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primarily due to collisions mediated by the strong interaction. The depth of 
hadron showers decreases only as ss l/Z:. Therefore, for materials of high 2, it 
is possible to distinguish electron-initiated showers because they develop much 

c more quickly in depth than do hadron-initiated showers. In the MAC detector, 
we distinguish electrons in the central shower chamber, which has lead (2 = 82) 
absorbers. 

As discussed in Chapter 2, the SC consists of 32 layers of alternating layers 
of lead and wire chambers. These layers are ganged into three groups, of 2.7, 

5.0, and 4.7 X0. Electrons deposit the great majority of their energy in the SC, 
and their energy is typically measured with a resolution = 24%/G; hadrons 
typically deposit only one-half of their energy in the SC, and the remainder is 
deposited in the surrounding HC and ECs. Hence, a match between the energy 
deposited in the SC and the momentum measured in the CD is required for 
electron identification. A match in direction from the interaction point, shower 
development in depth consistent with an electromagnetic cascade, and lack of 
energy in the HC are required as well. The probability that a well isolated 
hadron will mimic an electron is typically l/200, and the irreducible phenomena 
allowing hadrons to fake electrons being no production in an early hadronic 
collision. 

However, it is not the direct faking of an electron by a hadron that domi- 
nates the misidentification probability in multihadron events. The overlap of the 
electromagnetic shower, often from a prompt x0 decay, with a charged hadron 
is more likely. The pl cut, which is made primarily for flavor enrichment, also 
tends to reduce this background. In addition, real electron pairs come from 
processes other than the prompt decay heavy hadrons: stiff pairs from photon 
conversion, as well as Dali& decays of r”s are two such sources. In contrast to 
the situation for muons, there are not direct decays to single electrons analogous 
to 7r+-+p+up. 

4.4.2 Specific Implementation 

All tracks found in the central tracking system having momentum p > 
1.8GeV are projected into the SC, and the one or two hit(s) closest to the 
track in each SC layer, but within 64 = 4.5',3.0', and 2.2' in azimuth in the a 
three layers, respectively, and within 68 = 5.5',4.0', and 4.0’ in polar angle of 



4.4 Selection of Electron Sample 107 

the track is associated with that track. In a similar manner, the one hit closest 
to the track in each of the three HC layers, but within 64 = 5.0°,4.50, and 4.0° 
in the three layers, respectively are associated with that track. Let EI, EII, 
EIII, and I& denote the energies of the hits associated with the track in the 
three SC layers and all the HC layers, respectively. Then the identification of 
the track and associated calorimeters hits as due to an electron is made if: 

1. 

2. 

3. 

4. 

5. 

The track does not come from a very loosely defined primary vertex. 

+ > 0.1 and + > 0.3. 

qp > 0.2. 

o 4 . < E~+EII+EIII 
P < 1.8. 

Ehc < 0.5 GeV and 9 < 0.12. 

The electron sample is taken from 137018 multihadron events from 297 pb-1 

of integrated luminosity, 205 pb -’ before installation of the VC, and 92pb’l 
subsequently. Fewer multihadron events are used for the electron sample than 
for the muon sample because of technical problems with the SC. In these mul- 
tihadron events, some 210721 tracks pass (l), and 7469 pass (2). Of these, 
5902 pass (3) and (4), and 4027 tracks in 3914 events survive the final hadron 
calorimeter cuts. 

4.4.3 Eficiency 

As noted in the discussion of the muon sample selection, knowing the effi- 
ciency is not critical for the B-lifetime measurement. Nevertheless, some knowl- 
edge of the electron identification efficiency is useful for comparing data and 
Monte Carlo. 

Studies with the Monte-Carlo of clean electrons lead to an estimate of 0.8OIf 
0.03 for the efficiency to averaged over 2 and 10 GeV, and lco~(8)1 < 0.7. A 
similar study of clean electron pairs from 27 processes in the MAC data leads 
to an estimate 0.68 AI 0.02. 

The efficiency in multihadron events, as estimated by the Monte Carlo, is 
w 0.50. This is less than for clean electrons, because 1) tracks fail the hadron 
calorimeter cuts, due to overlap of hadrons; 2) overlap of hadrons causes some 
of the SC cuts, in particular (2) and (3) of the last section, to be failed; and 
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3) the central tracking is less efficient in the crowded multihadron environment. 
The efficiency as a function of pi is shown in Figure 4.14b. Scaling the Monte 
Carlo estimate by the ratio of data to Monte Carlo for clean electron events, 

c we estimate the electron efficiency to be w 0.43 for data multihadrons. This is 
most likely an overestimate. 

4.4.4 Background 

We estimate backgrounds with our Monte Carlo simulations. The dominant 
background is due to hadron misidentification, induced by the overlap of photons 
with hadrons. The effect of these overlaps dominates at low pI, because the 
density of particles is greater near the thrust axis. At larger pi, the fluctuation 
of hadronic showering is responsible for misidentification. Figure 4&a shows 
the misidentification probability as a function of pi. 

Figure /.I4 Hadron Misidentification and Electron Identification Efficiency vs. pl. As 
estimated by our Monte Carlo. (a) Hadron misidentification probability per 
track. (b) Electron identification efficiency. 

4.4.5 Sample Composition 

For flavor enrichment we employ the same cuts on the value of thrust and 
polar &ngle as in the muon sample, as well as the came cuts on momentum p and 
momentum transverse to the thrust axis pi, namely > 2 GeV and > 1.5 GeV. 
Our motivations differ somewhat in this case, however. The momentum cut 
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ensures that the electromagnetic shower typically penetrates to the third layer 
of the shower chamber, and peaks in the second. The pi cut enriches the sample 
in b-quark events, but also reduces background from hadron-photon overlap, and 
sensitivity to imperfect modeling of this phenomena. In the data, 364 tracks in 
358 events pass these cuts. 

.- 

Inspection of the 358 passing events reveals a eubstantial background from 
O(a4) e+e- + c+e-qg processes. In previous MAC analysis of inclusive elec- 
trons in multihadron events, this background was removed by scanning. For 

this dissertation, we have formalized this background rejection to definite cuts 
implemented in software. We have also estimated the remaining background 
using the most complete O(cy4) e+e-+e+e-qq Monte Carlo available. The dom- 
inant such background is from multiperipheral 27 processes, where one electron 
is scattered at large angle into the SC, the other escapes down the beam pipe, 
and the photon pair couples to hadrons. This process tends to produce iso- 
lated electrons with large momentum and pi. The presence of this process is 
qualitatively evident from Figure 4.15, the distribution of the electron tracks in 
pI. There is a clear excess of large pi tracks when compared with the same 
distribution for the muon sample, Figure 4.12. This obsenration leads to our 
first cut intended to reject the 27 background: events containing tracks with 
pI > 3 GeV are rejected. 299 events remain after this cut. 

_- r 

The remaining 27 events tend to have a very unbalanced appearance, both 
in the density of charged track and in momentum along the beam direction, and 
a low multiplicity. In a large number, the scattered electron appears to recoil 
against a jet of hadrons. In these events, the projection of the thrust axis in 

the plane perpendicular to the beam, or s-y plane, tends to be parallel to the 
scattered electron. Most of the scattered electron’s pl is along the beam axis. 
To eliminate such events, we demand the ZY component of pi, or plZY, to exceed 
0.5 GeV. This cut tends to reduce hadron misidentification due to overlap as 
well. Figure 4.16a exhibits the distribution of plZY and the cut location. 207 
events remain after this cut. Some unbalanced events remain even after the plZy 

cut. We make the following additional requirements: 

1. A quantity, C, is constructed that characterizes the isolation of the most 
isolated track in the event. For each track reconstructed from our central 
tracking, the relative direction cosines of all tracks is computed, and the 
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Figure 1.15 Distribution of pi for Electron Tracks. The distribution has a tail at high 
pI due to 27 background, which motivates the cut described in the text of 
pA < 3.0 GeV. Comparison with Figure 4.12 for the muon sample reflects 
the higher misidentification probability at low pi for the electron sample, as 
well as the lower absolute detection efficiency. 

sum of all positive direction cosines is made. This quantity is at least 1, 
because the direction cosine of a track with respect to itself is retained 
in the sum. C is then the minimum of these sums over all reconstructed 
tracks. We require C > 1.1. The distribution or this quantity is shown in 
Figure 4.16b. C, is the sum for the identified electron track; we addition- 
ally require Ce > 2.1. 

2. At least six tracks containing 2 6 hits in the CD are required. 

147 events survive these final cuts. Scanning these shows that only 5 of these 
would have failed the earlier scanning criteria. 

We have used the generator of Berends, Daverveldt, and Kleiss (BDK) to 
estimate the remaining 27 background in the sample?’ . This computer program 
generates events of the type e+e-+e+e-XX, where XX can be e+e-, &J-, gp 
according to a nearly complete O(Q~) calculation. We have checked this pro- 
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Fi~urc 4.16 Distributions for Two of the 27 Rejection Cuta. (a) Distribution of plzy, 
the component of pi in the z-g plane. The peak at low pity results from 
e-jet type 27 events. (b) distribution of the blation variable C. Events with 
only one track in a hemisphere have C = 1. The cut values are ahown by the 
aaTOW8. 

gram’s calculation for e+e- + e+e-p+p-, where one electron is scattered into 
the SC, with the MAC data, and find agreement to better than 25%?8 We 
use the Lund hadronization Monte Carlo to evolve quarks into hadrons for the . 
process e+e-+e+e-qp, and ignore resonance phenomena. The mean center of 
mass energy of the qq when one electron scatters into our SC is m 10 GeV, so we 
expect the Lund approximation to be good. Table 4.5 summarizes the Monte 
‘Carlo estimate of the cross section for 27 to enter the inclusive electron sample. 

The effect of the cuts beyond the p > 2.OGeV and pI > 1.5 GeV cuts are 
summarized in Table 4.6. The agreement between the data and Monte Carlo is 
good, with the exception that the number of data events removed by the plZy > 
0.5 GeV is slightly greater than the number in the Monte Carlo. This is may be 
because the 27 cuts are more efficient in the data, or because there are more 27 
events in the data than in the Monte Carlo. However, the latter possibility is 
limited by the agreement of data and Monte Carlo for e+e-+e+e-p$-, where 
the data actually contain 18% 319% fewer events than the Monte Carlo predicts. 
We use the former and latter possibilities to estimate systematic errors on the 

flavor composition of the data sample. 

We estimate that in the final sample of 147 electron tagged events, 59 =t 5% 
come from b6 production, where the error contains contributions from statistics 
and Monte Carlo statistics. The systematic error in the 27 background raise 
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Flavor 00 ernh ce Vf 

Uii 2.98 pb 0.37 0.65 0.69 i- 0.05 pb 

dSi 0.29 pb 0.46 0.52 0.070 zt 0.008 

83 0.19 pb 0.53 0.52 0.052 zk 0.006 

CE 0.41 pb 0.80 0.65 0.21* 0.01 

I total 3.87 pb 0.43 0.61 1.02 * 0.05 

Table 4.5 Two Photon Cross Section to Enter the Inclusive Electron Sample. The 
first column designates the quark flavor for e+e- + e+e’q~. The second 
column contains the cross action for at least one electron with momentum 
> 2 GeV to scatter at an polar angle from the beam having cos(0) < 0.7. The 
second column containe the efficiency for events, after Lund hadrotiation 
and detector simulation, to pass our multihadron identification, and the third 
column contains the efficiency (in the Monte Carlo) for electron identification. 
The final column is the effective cross Bection for these events to enter our 
inclusive electron 8ample, prior to thrust wie, thrust, pi, etc., cuts. 

cut Data Monte Carlo 

(Events) Total 17 27 

pi > 1.5 GeV, p > 2.0 GeV 358 339 204 135 

pi c 3.OGeV 299 288 197 91 

plzy > 0.5 GeV 207 233 170 63 

c > 1.1 176 209 162 47 

c, > 2.1 153 189 153 36 

ng > 5 147 182 151 31 

Tuble 4.6 Effect of Additional Cuts in the Electron Sample. Events must pass the 
thrust axis, thrust, and p > 2.0 GeV and pI > 1.5 GeV cuts to be counted 
at the beginning of the table. For 297pb-’ of integrated luminosity. The 
Monte Carlo estimates have been scaled by the ratio of electron identification 
efficiencies between data and Monte Carlo for clean events, # 85%. The 
agreement between data and Monte Carlo is excellent with the exception of 
the cut on plzy, which removes some 38 more events in the data than in the 
Monte Carlo. We use this discrepancy to estimate a gstematic error in the 
composition of the electron sample. 
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c 

the total error to A?%. Our Monte Carlo predicts the remainii 41% comes 
9.4% from CE production, 15% from light quark production, and 17.1% from 27 
production. If we lowered the pi to 1.0 GeV, the we estimate that the resulting 
sample of 391 events would come 56 =t 7% from b6, 17% from ~25, 18%‘from 
light quarks, and 9% from 27. A smaller fraction of the 17 events are from 
b6 than for the pI > 1.5GeV cut, but the relative fraction of 17 to 27 events . 
increases so that the b6 fraction changes little. Hence the systematic error from 
the 27 estimate is less important, but a new systematic error from discrepancies 
between the data and Monte Carlo for hadron misidentification at lower pl 
compensate this, making the total error the same. 
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Chapter 5 

B-Lifetime Determination 

In this chapter we describe the use of the events enriched in c+e- -+ b6 

to measure the B-hadron lifetime. This measurement has several components. 
First, an estimate of the b6 production point must be made. In previous MAC 
B-lifetime measurements, the centroid of the beam spot, determined on a run 
by run basis, was used. In this analysis, the improved resolution provided by 
the VC has enabled us to make a better estimate on an event by event basis by 
combining beam and tracking information. Second, an estimate of the B-hadron 
flight direction must be made, for which we use the thrust axis, described in the 
previous chapter. Third, a parameter sensitive to the B-hadron flight path 
must be measured for some group of tracks in the event. We take this to be 
the impact parameter, or distance of closest approach, with respect to the b6 

production point of all tracks passing certain quality requirements. We do not 
require the track to come from an identified lepton, as in previous MAC analy- 
ses. The sign given the impact parameter is crucial, and in the convention we 
use positive accumulation is indicative of a non-zero lifetime. Negative impact 
parameters result from errors in tracking, and occasionally from backward de- 
cays. Finally, the accumulated parameters must be converted to a lifetime. We 
use the trimmed mean of the impact parameter distribution for this purpose. 
The trimmed mean retains the statistical precision claimed by the maximum 
likelihood method, but is less sensitive to assumptions concerning the shape of 

the resolution function. We convert the trimmed mean to a lifetime, accounting 
for the B momentum, background, and charmed particle lifetimes. There are 

several major points that bear emphasis. The tracking system is precise only in 
the plane transverse to the beam axis, so we make no use of the z component of 

_. . 
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tracks. See Appendix A for a discussion of the MAC tracking convention. We 
analyze the entire MAC data set, including the data taking prior to the installa- 
tion of the vertex detector, although some emphasis will be placed on the sample 

’ taken with the VC. We wiil r&r to the data taken prior to VC installation as 
the ‘CD’ data, and that taken with the VC as ‘VC’ data. The very large number 
of inclusive multihadron events will be used as a control sample. 

5.1 Beam Position Determination 

We determine beam positions on a run by run basis with Bhabha scattering 
events. The duration of a typical run is 2 hours, and corresponds to one fill of 
PEP from the LINAC. Usually 100 Bhabha scattering events were used for the 
determination of the beam centroid, (q, & zb). The co-ordinates in the plane 
transverse to the beam are found by minimizing 

N 

x; = c 
i=l 

@Oi - (vb cos(h) - =b sin(h))2 

.- 
1 

q&J= 

sin2 (&) + .0S2(4i) + Sin2(#i)Cm2(4i)(& - &I” 

a2 3 
’ coez4i) + 8in:h) 

Here (61 ,-,h}=d{h,-, 4~) are the track parameters, from a momentum 
constrained fit; (61,. . . , N (r } are the errors on the 60’s from the fit covariance 

J- - matrix, and are typically 300pm for data taken prior to VC installation, and 
- _ _’ _ : 50pm for data with the VC; q,(4) is the spatial standard deviation of the beam 

as seen from the angle 4, which depends on a, and av, the spatial standard 
deviations of the beam in the horizontal and vertical. As we discuss below, 
these are 350 If: 5pa and 55 =fi 5pm. The (q&) as a function of run number 

for the data taken with the vertex chamber are displayed in Figure 5.1. For a 
typical run, the error in q, is 40pm and that in gb is 20~~72. 

The impact parameters with respect to (za,gb) for horizontal and vertical 
tracks are shown in Figure 5.2, and show one determination of o, and q,. The 
fitted gaussians have 0% = 351 i 7pm and av = 63 If: 2pm, but these include the 
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Figure 5.1 Beam Position8 for Data Taken with the Vertex Chamber. (a) 26, horison-tal 
beam position; (b) yb, vertical. The error bars are typically 4Opm in zb, and 
20pm in &. 
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smearing due to the resolution of the tracking system, as discussed in Chapter 
3. Deconvolution of this smearing, which we determine empirically from the 
Bhabha miss distribution, leads to the estimates quoted above. These data 

c were taken with the VC installed. 
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Figure 5.8 Impact Parameters for Horbontal and Vertical Tracks. (a) within f0.45' of 
hotiontal and (b) within fO.45’ of vertical, from the totality or data taken 
with the VC. The fitted gauesiaus have 02 = 351 f 7pm and cry = 63 f 2pm 
respectively. 

The horizontal beam size, oz, is must larger than au, because of horizontal 
oscillations in the beams due to synchrotron radiation. Presumably very de- 
tailed machine effects determine Q. These sizes include any contribution from 
instability of the beam during the run, which we have in general found to be 
small. We exhibit the widths a, and a# as determined on a run by run basis are 

: - . shown in Figure 5.3. The statistical error in determining 0, and ou dominates 
2 

* these histograms, but only k: 3% of runs have 0% > 500pm or ou > 200pm. 
.‘ 

6.2 Primary Vertex Position in Multihadron Events 

The horizontal width of the beam of some 350pm is somewhat larger than 

the resolution in impact parameter 6 for data in which the VC is present. It 
is therefore possible to make an estimate of the position where the e+e- + qq 

occurred, the primary vertex, on an event by event basis in these data. In 
this section, we describe the procedure we use to make the improved estimate. 
First, we describe the cuts we apply to obtain the tracks used, then we discuss 

- . 
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Figure 5.8 Hotiontai and Vertical Beam Widths. Determined on a run by run basis, in 

(a) hotiontal and (b) vertical. 

our procedure for combining the track and beam information to arrive at the - 
improved estimate. 

We use tracks that satisfy the following requirements to improve the estimate 
of the primary vertex: 

1. At least 7 hits in the CD, and in data where the VC is present, at least 3 
hits in the VC. 

2. Momentum p > 0.5 GeV/c. 

3. Distance of closest approach from the beam centroid < 15004~71 in data 
taken with the CD alone, and < 1OOOpm in data taken with the VC in 
addition. 

The first two requirements are ‘quality’ cuts, in the sense we observe that 
tracks that fail these cuts tend to contain more false tracks from pattern recog- 
nition mistakes. In addition,the momentum cut eliminates tracks with large 
errors in extrapolation from multiple scattering. Tracks that pass these cuts, 
which we refer to as ‘quality’ tracks, as well as two additional cuts to be de- 
scribed in subsequent sections, will be used to measure the B-lifetime. The 
third requirement is made only for tracks used to improve the primary vertex 
estimate, and is also intended to reduce the effect of pattern recognition mis- 
takes. In the control sample of inclusive multihadron events, these cuts select 
6.10 zkO.02 tracks per event in the CD data, and 4.33 & 0.02 in the VC data: The 
loss of efficiency in the VC data is only slightly due to the requirement of 3 VC 
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hits; the remainder originates in the use of HRS gas in the CD while the vertex 
chamber was present. In Figure 5.4, we show the multiplicity distributions for 
the CD and VC inclusive multihadron samples.. 
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Figure 5.4 Multiplicity of Quality Tracks in Multihadron Events. For (a) CD data and 
(b) VC data. Solid-data; dots-fast Monte Carlo, where LUND generated 
particles have tracking parameters smeared, and efficiencies as a fanction of 
p, 8, 4, and overlap are accounted for. 

Given N of the tracks in an event, we find our improved estimate of the 
primary vertex, (z,, yV), by minimizing the simple quadratic loss function, ~2,: 

x: = x N (6Oi - (&J cd&) - z~sin(h))~ + (xv - xb)2 + (fh - j/b)2 

4 ai4. i=l 
[5 11 

l 

’ _. . . Here (61,. . . ,6N} and (41,. . . ,&v} are the track parameters, (01,. . . ,UJJ} are * - _ -: errors on the 6’s from the covariance matrix from the track fitting procedure, 
__ .‘ 

(xb, yb) is the b eam position, and (a,, oY) describe the beam cloud. We refer to 

(x,, yv) as the ‘average’ vertex. 

In general we measure the distance of closest approach of tracks to (x0, yv) 
to measure the B-lifetime, as we will discuss in great detail in Section 5.3. If 
we were to include the track for which we measure the impact parameter m the 
computation of (x0, y,), the measured impact parameter would be smaller than 
the true value, because of the influence or ‘pull’ of the track in [&I]. In principle 
this effect could be calibrated, but in practice substantial systematic errors arise 
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Figutc 5.5 Primaxy Vertex Improveprent in Multibadron Events. Impact parameters 
for tracks within f1.8’ of (a) horkontal and (b) vertical in mnltihadron 
events. Solid-with respect to the average vertex; dota-with rmpect to the 
beam centroid. Considerable improvement is tin for vertical tracks. 

from non-gaussian tails. Therefore, we czcludc the track for which we measure 
the impact parameter from [5.1]. Then we cycle through the tracks, defining 
a new (sU,yU) for each, and accumulate the set of impact parameters for the 
event. We show the effect of this procedure for the inclusive VC multihadron 
sample in Figure 5.5. Little improvement is observed for horizontal tracks, due 
to the tiny beam size in g/; considerable improvement is seen for vertical tracks. 

The improvement displayed in Figure 5.5 is substantial, but one might won- 
der if the average vertex procedure destroys information or introduces false in- 
formation about non-zero impact parameters. A more detailed discussion of this 
point will follow in Section 5.6, but the typical impact parameter is small enough 
compared to our impact parameter resolution that little bias is introduced. 

5.3 Sign Determination 

Given helix parameters for a track and the estimated primary vertex, (zv, y,,), 
the magnitude of the distance of closest approach, or impact parameter, is easily 
found. However, the sign of the impact parameter is a matter of convention, and 

we describe in this section the particular convention we use to measure lifetimes. 
We also motivate a final cut we require tracks to pass in order to be used to 
measure the B-lifetime. 

We start by discussing the sign convention utilized for all impact parameter 
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distributions presented so far. This is the convention of Appendix A, and we 
refer to it as the ‘geometric’ convention. If one imagines two vectors in the plane 
transverse to the beam, the first, 8, from (zV,gV) to the point of closest approach 

c along the track, and the second, j5, pointing in the direction of the particle motion 
along the track, the geometric sign convention is based on the cross product of 
these. In the MAC convention, positive fi x 8 points in the positive z direction, 
along the e+ beam. In this case the geometric sign, a0 = +l. Systematic biases 
in the geometry of the drift chambers, or in the various drift chamber constants 
tend to accumulate with this sign convention. 

To define the ‘lifetime’ sign convention, one needs an estimate of the flight 
direction of the parent particle that has decayed to the observed daughter track. 
We use the thrust axis, discussed in Section 4.2, for this estimate. The result of 
our Monte Carlo study, which agrees very well with cross checks in the data, is 
that the B direction is reconstructed to 5.6' in the w plane by the thrust axis. 
However, we have no knowledge of which way along the thrust ti the parent 
travelled. We assume the parent proceeded into the hemisphere that contains 
the daughter track. This assumption allows us to construct the unit vector iP 
from the thrust axis but now with the direction ambiguity resolved. We are in 
error when decay products go in the opposite direction of the parent; for the 
parent moving at velocity BP, and if the decay product has velocity Bf in the 
parent rest frame, and if the decay is isotropic in the rest frame, this occurs 
i(l - &,/p*) of the time. This is typically 0.04 of the time for daughters of Bs. 

We note that although the 2, and fi share the same hemisphere, they do not 
necessarily share the same semicircle in the zq plane. 

. 

We attribute a positive sign if the track intersects the thrust axis in forward 
of the primary vertex, where ‘forward’ is defined by the q projection of P,. We 
take this lifetime sign from the sign of the cross product of the w projections of 
$, and 3. Call this sign it; then the lifetime sign, sl = S+ An example appears 
in Figure 5.6a. Biases may effect the average so, but ~t will randomize these, 
resulting in merely a broader distribution of lifetime impact parameters. it is 

not easy to conceive of biases in the lifetime sign, and one concludes that the 
impact parameter method of measuring lifetimes has fundamental robustness. 

The dominant source of sign errors is the resolution in extrapolation. This 
subject will be discussed at some length in Section 5.5. Such sign errors cannot 
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Figure 5.6 The Lifetime Sign Convention. Shown are the primary vertex, the solid circle; 
the path of the parent particle, the heavy arrow; the thrust axis, dots; the 
reconstructed trajectory, the impact parameter, 6. (a) rhows the CM where 
the situation is properly reconstructed, with the tht axis matching the 
parent direction. Here, the rign conventions d&bed in the text lead to a 
positive geometric sign 8#, where the positive z axis ie going out of the page. 
8t is positive as well, 80 81 = ~8: is positive, as it should be. Note that if 
the track where reflected about the thrust 6, both a0 and st change Ggn. 
In (b), the thrust axiS h- been inaccurately reconstructed. 13~ irr the same 
as in (a), but 8t has flipped sign, leading to a negative 84. This phenomenon 
clearly happens moet often for tracks nearly parallel to the thrust ti, which 
also tend to have small impact parameters. 

destroy the average positive impact parameter from a non-zero lifetime, whereas 
sign errors from thrust axis errors can. Sign errors from thrust misreconstruction 
tend to occur for tracks close in azimuth to the thrust axis, as examination 
of Figure 5.6b shows. The error in thrust axis azimuth is approximately oc 
l/ sin@), where 8t is the thrust polar angle; hence, to reduce our sensitivity to 
our modeling of the thrust axis we require tracks for the B lifetime measurement 
to be separate in azimuth by at least 0.2/sin(Bt) (radians) from the thrust axis. 
This is approximately 2 standard deviations of the thrust error. Figure 5.7 shows 
the fraction of wrong signs as a function of this variable. Thrust type sign errors 
that remain tend to come from backward decays, at least for B parents. We 

note that tracks from K” and A decays, as well as those from C, K- +p-i~ 
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Figure 5.7 Sign Errors as A Function of Atimuth from Thrust Axin. From Monte Carlo 
simulation. 64 is the difference in azimuth between the thrust rxis and the 
track, 6$ the polar angle of the thnut axis. (a) includ= tracking and thrust 
errors, aa well = backward decay errors; (b) rhows just the contribution 
from backward decays. Light daughters are tra& from p, A, rrf , and 
K* decays; c daughters from the decay of c-flavored hadrom in cc eventa; b 
daughters include the cascade b - c decays. Note that light daughters suffer 
a high sign error rate, while for 64 sin(6:)/0.2 > 1 most sign errors for heavy 
decays come from backward decays. 

tend to be subject to a far higher sign error rate than tracks from heavy quark 
decays. This is because the light parent’s direction is not nearly as correlated 
with the thrust axis as the heavy parent’s, We also note that our cut about the 

I . . - _ . thrust axis increases sensitivity to the B life, because tracks separated from the 
I - . _- thrust axis see a larger component of the B flight path. 

5.4 Data and Central Value Estimation 

In this section we describe the reduction of the lifetime signed impactpa- 
rameters for the B enriched data samples. We keep the CD and VC samples 
separate, but combine muon tagged and electron tagged samples in these respec- 
tive categories. Our objective is to characterize whatever positive displacement 
the signed impact parameter distribution has. We have chosen the trimmed 
mean to do so, because of its good statistical efficiency but lack of sensitivity to 
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the shape of the resolution function. We leave to the next section the conversion 
of the trimmed mean to a mean B hadron lifetime. 

Sample Events ~1 Events e Events $FatFsy pf$by p&+&g 

B enriched CD 439 336 103 2810 1763 1694 

Control CD 17425 - - 106206 64433 59412 

B enriched VC 161 117 44 709 463 453 

Control VC 8323 - 36004 21811 21477 

Table 5.1 Events and Tracks in the B-enriched and Control Samples. Quality tracks 
must have at least 7 hits in the CD, as well ~AJ at least 3 in the VC when 
the VC is preeent, and momentum > 0.5 GeV/c. Lifetime tracb in addition 
differ in azimuth from the thrust axis > 0.2/ hn(&), where 8t is the thrust 
polar angle. Finally, we make a mild cut on the absolute value of the impact 
parameter, 6 < 4mm in CD data and 6 < 3 mm in VC data, to reduce 
fluctuation from long lived light particles. 

Table 5.1 summarizes the numbers of events and tracks in the B-enriches 
data sample. In the CD sample, 2810 tracks survive the quality cuts enumerated 
in Section 5.2. Of these, 1763 are sufficiently separated in azimuth from the 
thrust axis to pass the cut discussed in the previous section. We refer to this 
subset as ‘lifetime’ tracks. In the VC sample, there are 709 quality tracks, and 
463 of these are lifetime tracks. Event selection is the same for the control 
sample as for the B-enriched sample, except that no lepton tag is required 
for the track with p > 2 GeV/c and pi > MGeV/c. We plot the signed 
impact parameter distributions for the CD and VC samples of lifetime tracks 
in Figures 5.8a and d, respectively. The CD distribution shows a clear positive 
shift. The VC distribution is approximately 4 times narrower than the CD 
sample, due to the superior vertex resolution, and shows not only a clear positive 
shift but an exponential-like tail. Also shown in Figure 5.8 are the impact 
parameter distributions of lepton tracks for the respective samples, as well as 

the distributions for the control samples of tracks from untagged multihadrons. 
The control samples show markedly less positive shift. 

We use the data in Figures 5.8a and d, the signed impact parameters, from 
all lifetime tracks in B-enriched events to obtain the mean B-hadron lifetime. 
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Figure 5.8 Signed Impact Parameter Distributions. (a) Lifetime tracks in the B-enriched 
CD sample. (b) Lepton (p and c) tracks in the B-enriched CD sample. (c) 
Tracks in a control sample of untagged CD multihadrons. (d) Lifetime tracks 
in the B-enriched VC sample. (e) Lepton (p ad c) tracks in the B-enriched 
VC sample. (f) !L’racks in a control sample of untagged VC multihadrons. 
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In this way we obtain a higher statistic than the previous MAC measurement, 
which used only the impact parameter6 of the leptons, in particular those of 
Figure 5.8b. A higher fraction of leptons tracks actually come from the B or 
subsequent decay than all lifetime tracks. This results in a smaller possible 
qptemutic error if we employed just the lepton tracks. However, lepton.6 con- 
stitute only = f of all lifetime tracks. we would pay for the smaller systematic 
error with a larger statistical error. Further, if the B lifetime is a truly non- 
zero, a positive displacement should be evident in non-lepton tracks. Finally, 
the non-lepton tracks can have a momentum a6 low as 0.5 GeV/c, while leptons 
are required to have momentum > 2.0 GeV’c. Kinematics therefore force the 
non-lepton tracks from B-decay to be somewhat more sensitive to the B-lifetime 
than the lepton tracks. 

The use of all tracks, as opposed to just lepton tracks, introduces a higher 
fraction of tracks from long lived light species, such aa es and ds. Tracks 
from these species, which can have impact parameters up to several centimeters, 
are picked up somewhat sporadically by our pattern recognition. To reduce 
fluctuation6 from this phenomena, we impose the final cut for tracks to be used 
to obtain the B-lifetime: ISI C 4 mm for CD data, and ISI < 3 mm for VC data. 
In the CD B-enriched sample, 1694 track6 survive this cut, and 453 do so in the 
VC data. 

We reduce the surviving data in Figures 5.8a and d to two numbers, namely, 
a mean B-hadron lifetime, and a statistical error on that lifetime. ‘Mean’ in 
this context implies not just the average lifetime a6 opposed to the another 
measure of lifetime, for example the half-life, but also implies the average over 
all hadron species produced at PEP that contain bquarks. We have considered 
two method6 of reducing the data: 1) taking an estimate of the central value of 
the signed impact parameter distributions, then converting this estimate into a 
lifetime and 2) performing a maximum likelihood fit to the signed impact pa- 
rameter distribution? In choosing between these, our concern was uncertainty 
in the exact tracking resolution function. Figure 5.8 represents the convolution 

of an ‘exact’ impact parameter distribution with the tracking resolution function 
of our drift chambers. If we had complete knowledge of this resolution function, 
a maximum likelihood fit would, at least in the limit of large statistics, achieve 
the smallest statistical error possible. However, uncertainty in the shape of the 
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resolution function can produce quite substantial systematic errors in the life- 
time found from the fit. In the typical case, the width of the resolution function 
is underestimated, and a bias toward longer lifetimes is produced? In contrast, 

c central estimators such as the mean, median, or our preferred estimator, the 
trimmed mean, are more immune to biases from imperfect knowledge of the 
resolution function. Further, a trimmed mean usually has high efficiency, mean- 
ing its statistical error is nearly as small as the maximum likelihood estimator. 
Finally, we appreciate the directness and simplicity of central estimators. 

To contrast several aspects of central estimators and the maximum likelihood 
fit, consider the case of samples drawn from a parent distribution obtained from 
the convolution of an exponential, e-zI)L, with a gaussian, c-z1/2U2. This problem 
is similar to the B-lifetime estimation, where the exponential is similar to the 
true distribution of signed impact parameters, and the gaussian to the smearing 
caused by non-zero tracking resolution. The mean is an eficient estimator of 
X in the limiting cases CI > X and ~7 < X, meaning the statistical error from 
no estimator, including a maximum likelihood fit, is smaller than that of the 
mean. This result obtains by comparison the variance of the mean with the 
‘information’ of the two limiting distributions. In the regime Q - X, the mean is 
not efficient. In Figure 5.9 we show the ratio of the lower bound on the statistical 
error from the information, to the standard deviation of the mean, as a function 
of x/a. One sees that at worst, for X - o/2, the lower bound is only 11% 
below the standard deviation of the mean. We conclude that this is the most a 
maximum likelihood fit could gain in estimating X. However, the regime X - CT 
is also precisely where the most sensitive to knowledge of 0 in the maximum 

. ; - likelihood fit; the correlation between X and Q is nearly unit. In contrast, the 
- _ mean does not suffer this disadvantage. Hence, the smaller statistical error in 

_- . X provided by the maximum likelihood fit must be paid back with a systematic 
error from ignorance of 0. 

In practice, very few experimental resolution functions are truly gaussian, 
and most have some sort of non-exponential tail. These tails compromise the 
statistical efficiency of the mean. In fact, for the Cauchy distribution, f(z, 0) = 
l/olr(l + (~/a)~), the variance of the mean is infinite. Therefore, we have 
explored the use of other central estimators that retain more statistical efficiency 
in the presence of tails than the mean. In the previous MAC analysis of the B- 
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Figure 5.9 Efficiency of Mean for the Convolution of a Gawian with an Exponen- 
tial. The lower bound in computed from IL”‘, where the information 
4 = JP ln f(% A, w42 fk, A, u Id 2, where f(z, X,u) is the convolution 
of the exponential characterised by X and the gatkan by u. A m&mum 
likelihood fit asymptotically approaches the lower hound for large &atXcs, 
but only improves by 11% at beet on the mean. 

lifetime, the median was used. For N samples drawn from a parent distribution 
j(z) with median z,,,, the standard deviation of the median sm is: 

1 

sm= 2divj(4 I 21 5. 

For example, for a Cauchy distribution, 8 m is within 10% of the lower bound 
computed from the information. Before the introduction of the vertex chamber, 
the tracking resolution is fairly large compared to the typical impact parameter 
from a B decay, and the median provides a good estimator of the non-zero 

displacement of Figure Mb. However, since introduction of the VC, the tracking 
resolution is comparable to the typical impact parameter. As is discussed in the 
Section 5.5, a number of tracks from a parent distribution with eero impact 

parameter are present in Figure 5.8a and d. The presence of these tracks makes 
the median insensitive to the tracks with non-zero impact parameter, if the 
resolution is good. One can imagine the limiting case of zero tracking resolution: 
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if greater that 50% of the tracks have zero impact parameter, the median would 
be zero, regardless of the non-zero impact parameters of the remainder of the 
distribution. So, we use a central estimator that is in a sense ‘in between’ the 

c mean and median, namely the trimmed mean. 

Given a set of measurements (~1,. . . , so}, the trimmed mean it for trim 
factor t, 0.0 < t < 1.0, is found by 

1. Sorting the measurements {zr,. . . ,zN}. 

2. Eliminating the smallest t/2 and largest t/2 measurements. Call the small- 
est remaining measurement st and the largest 28. 

3. Taking the mean of the remaining N x (1 - t) measurements. 

.- 

Note that the limiting cases t = 0 and t = 1 correspond to the mean and 
median, respectively. Note also that although the smallest and largest t/2 

measurements are eliminated from last step of the computation of the mean, 
they still have influence in the location of SL and ZR, so have influence on 
the value of it. Calculation of the standard deviation of the trimmed mean 
can proceed from trinomial statistics, or Poisson statistics. Formulas extent in 
the literature are in general for symmetric parent distributions, that is, when 
x; = zt - XL = SR - St = z&!’ For the distributions of Figure 5.8, especially 
those for data taken with the VC, this is not strictly true, so we have derived 
the result for this case, 

{ N(ll_ t) [2+; yii::,l + (xk+4)‘)])li2 [5.3] 
_. . 

‘ 

_  _  

: 

S2 
l NW)/2 

=- 
N C( xi - Q2 

i=Nt/2 

The term containing sk + SL enters only for asymmetric distributions. Note 
that for t = 0, the second term in the square brackets in [5.3] vanishes, and this 
is just the error on the mean. In the limit t+l, the first term in the curved 
brackets contributes ((zk -zi)/(l-t))2+1/f2(zm), and the other terms vanish, 
giving the result for the error on the median. 
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Figure 5.10 Signed Impact Parameter Dietribution for CD B-Enriched Data, Showing 
Trim. The trim factor, t = 0.2. The lrhaded region is trimmed; the trimmed 
mean is 162.1 f 24.9pm. XL = -1147pm, ZR = lSSOpm, 8 = 627pm. The 
terms from the zi and zk contribute 609pm, to be added in quadrature to 
8, then divided by dm to get the statistical error of 24.9pm. 

The literature indicates that t = 0.7 gives a standard deviation within - 10% 

of the lower bound from the information for a variety of parent distributions? 
For our distributions, such a hard trim degrades sensitivity to the tracks with 
non-zero impact parameters, and ultimately to the B-hadron lifetime. Studies 
with our Monte Carlo show good statistical sensitivity to the lifetime for trims 
from 0.05 - 0.5; in this range, there is no sharp maximum in sensitivity. We 
choose a trim of 0.2. The locations of this trim on the distributions of Figure 5.8a 
and d are shown in Figures 5.10 and 5.11. In Table 5.2, we give the trimmed 
means for the B-enriched samples and the control samples. For both CD and 
VC data samples, there are statistically very significant differences between the 
B enriched samples and the control samples. In the next section we take up the 
conversion of these numbers and errors to a B lifetime and error. 

Before doing so, we would like to comment on weighting schemes. We have 

chosen equal weighting: all points in Figures 5.8a and d, that pass the cut 
on absolute value of impact parameter, are weighted equally. We have kome 
knowledge of the error on each impact parameter from the covariance matrix 
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Figure 5.11 Signed Impact Parameter Distribution for VC B-Enriched Data, Showing 
Trim. The trim factor, t = 0.2. The Bhaded region ib trimmed; the trimmed 
mean k~ 130.2 f 18.5pm. ZL = -2%pm, ZR = 726@m, a = 2&&m. Terms 
from the zi and Z’R contribute 250pm, to be added in quadrature to 8, then 
divided by dm to get the statistical error of 18.5pm. 

Sample Tracks Trimmed Mean 

B enriched CD 1694 162.1f24.9pm 

Control CD 59412 71.2 =f: 4.3pm 

B enriched VC 453 130.2k 18.5pm 

Control VC 21477 29.2 rt 2.Opm 

Table 5.g Trimmed Means. For the B enriched and untagged multihadron samples. In 
both the VC and CD data, there is a very significant difference between the 
B-enriched and control samples. 

of the track fit, however: it might seem that by using this error in a l/o2 type 
weighting might give better statistical efficiency. In truth, this is not entirely 
clear: a major contribution to the computed impact parameter error comes from 
multiple coulomb scattering, which is larger for low momentum tracks. Thus 
low momentum tracks would be de-weighted; but as discussed previously, these 
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tracks tend to have higher sensitivity to the B-lifetime. Instead of separately 
accounting for both effects, we choose equal weighting. 

5.5 Conversion of Impact Parameter to Lifetime 

There are primarily four factors that influence the conversion of the impact 
parameters to an average B-hadron lifetime: 

1. The momenta of the B’s in the lab, and the momenta of the B descendants 
in the B rest frame. 

2. The composition of tracks in the B enriched sample. 

3. The tracking resolution function. 

4. Systematic bias from pattern recognition and fitting. 

We account for the first two factors through the use of the Lund Monte Carlo, 
described earlier, which models bquark hadronization and subsequent B-hadron 
decay. We will make some qualitative comments about these factors. We have 
studied the tracking resolution function, and use it in a fast, non-simulation 
Monte Carlo of the detector effect on the Lund output. We compare the results 
from this fast Monte Carlo to results from our full detector simulation, and thus 
are able to test for systematic biases: we find no such biases in the VC data, and 
a slight bias in the CD bias. Taking this into account, we are able to construct 
the relationship between the trimmed mean impact parameter and the B-hadron 
lifetime. 

The B-hadron retains about 80% of the beam energy at PEP, or about 
12 GeV, or a Lorentz factor rp = 2.4. For a mean lifetime rb = lps, crb w 3OOp7-2, 
and in the lab frame rpc7 m 740pm. Decay products emitted in the rest frame 
of the B at angle 8’ with respect to the B lab direction and speed P* appear in 
the lab at 81 given by 

sin(9*) 
t4sd = ~p(COS(P) + ppp’) 

[ I 5.4 

The magnitude of the impact parameter rpcrsin(81) tends to a constant for 
7p-we, since sin(81) - l/rp. All impact parameters are positive for p* < pp; 
negative impact parameters become possible for p* > & from backward decays. 
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F+ure 5.16 Kinematical Effects on the Average Impact Parameter. (a) impact parameter 
averaged over 81. Negative impact parameters occur for /9* > &, causing the 
decrease in the average impact parameter. (b) epectra of reduced momenta 
in the B rest frame of B decay products. The b products have a long positive 
tail, not shown, from leptons. No cuts, such as p > 0.5 GeV/c have been 
applied. 

In Figure 5.12a we plot the impact parameter, averaged over 61, as a function of 
_ ; _-- P*7* for the PEP conditions. In Figure 5.12b, we plot the P*7* spectra from the 

a 
. . Lund Monte Carlo for direct B stable daughters, and cascade b - c daughters as 

.- j well. One sees that (6) B 0.6~7 k: 180~~1 is to be expected for decay products, 

and a 1 ps lifetime. 

We do not measure 3b on an event by event basis, and in fact, there is 
substantial uncertainty in the mean value of rp. This causes systematic error in 
the B-lifetime value, but the error for this all tracks analysis is different than 
that for analyses of the lepton tracks exclusively. Leptons usually have /3* > &, 
at PEP, so, for a given B lifetime, their average impact parameter increases 
as Pp increases, because less backward decays are produced. Hadrons from B 
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decay are s ignificantly softer than leptons , and in many cases have p* < &, 
where the meiLn impact parameter decreases as & increases. Therefore hadrons 
are les s  sensitive to & than leptons , s ince some cancellation of increases for 
@ * > BP agains t decreases for P* c  pp occurs. However, a s y s tematic  error from 
uncertainty in pp of a different origin arises  for this  all t racks analy s is , namely 
the uncertainty in the fraction of primary t racks in b6 events. 

In Chapter 4 we discussed the flavor composition of the B-enriched event 
sampIe. However, to convert the impact paraxneter to a B-lifetime, we need truck 
content of the sample. W e use the Lund Monte Carlo, processed through our 
detector s imulation, to do so. The results  from this  s imulation are summarized 
in Table 5.3. 

Category b6 CE uE, da, 8s’ all 

Events 0.6 0.2 0.2 1.0 

Tracks:  all 0.68 0.17 0.15 1.0 

primary 0.21 0.11 0.15 0.47 

C 0.0 0.06 0.0 0.06 

b 0.23 0.0 0.0 0.23 

b-C 0.22 0.0 0.0 0.22 

Kf , etc . 0.02 0.005 0.005 0.03 

Table 5.8 Track Content of B Enriched Sample Fraction of total events and tracks in 
var ious categories is  listed. The event fractions are for the mix of muon and 
electron B-enriched samples: the 27 component of the electron sample has 
been placed with the light quarks. c  refers to the fraction of t racks from 
charmed hadron decays, b from B ha&on decays, and b - c  from bottom- 
charm cascade. 

W e do not have as s trong a c ross  check  in the data of the Monte Carlo 
for the t rack fractions as we have from the lepton pi spectra for the event 

fractions. Nevertheless, we have some checks.  The multiplic ity  of lifetime t racks 
in untagged multihadrons is  3.13 z k O .01 for CD data and 2.17~kO .01 for VC data, 
while the result of the Lund Monte Carlo and detector s imulation for untagged 
multihadrons is  3.17 & 0.01 for CD and 2.17 =t 0.01 for VC. Admittedly , some 
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tuning of the parameters of the Lund Monte Carlo and the detector simulation 

was performed to achieve this agreement, although the tuning was not performed 
on the number of lifetime tracks. However, for the B-enriched samples, there 

a;re 3.86 & 0.02 lifetime tracks per event in the CD sample, and 2.8 =t 0.1 in. 
’ the VC sample, while the Monte Carlo predicts 3.80 =t 0.04 and 2.87 9~ 0.03, in 

* excellent agreement that is not particularly the result of tuning. A check on the 
contribution of tracks from light, long lived sources, such as I@ and As, comes 
from the fraction of tracks removed by the impact parazneter cut of 4m.m in CD 
data and 3 mm in VC data. In the CD data, 0.039 310.005 of the B-enriched 
tracks are removed by this cut, while the Monte Carlo predicts 0.032 =t 0.002; 

for the VC data, 0.022 Z!Z 0.007 are removed, while the Monte Carlo predicts 

0.012 & 0.001. There is agreement within errors. 

Our Monte Carlo assumptions regarding charmed particle species content 
and lifetimes are summarized in Table 5.4 

I Species I Continuum 

DO DO 

D+ D+ 

D, D, 

A,, etc. . A,, etc. 

1 mean lifetime j mean lifetime 

0.50 0.50 0.59 0.44 ps 

0.33 0.33 0.22 1.06 ps 

0.12 0.12 0.13 0.48 ps 

0.05 0.05 0.06 0.20 ps 

0.64 ps 0.64 ps 0.57 ps 

B-decay Lifetime 

_ _ .-- 
” - 

_- . 

Table 5.4 Charmed Particle Summaxy. From our implementation of the Lund Monte 
Carlo. The continuum column constrain the assumed fractions of the various 
species, while the B-decay column contains the number of each species per 
B. The lifetimes are from the recent results of the EL691 experiment!l 

We have used our large sample of untagged multihadrons to study our track- 
ing resolution function. To do so, we fit the negative side of the distribution of 

signed impact parameters with respect to the average vertex to a Student’s t 
distribution: 

f(z) a (1+ (z/a)2/Y)* F 51 . 
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Figure 5.18 Width Parameter of Tracking Resolution F’unction. From the fit to a Stu- 
dent’s t distribution, as described in the text, of impact parameters with 
respect to the average vertex. 

The parameter s describes the width of the distribution, and u the tails. We 
perform the fit as a function of l/psin ‘b(O), to include the effect of multiple 
scattering. The resulting s as a function of this variable appears in Figure 5.13. 
From these plots, we find for the CD data, for p = l/psins/‘(8) GeV/c-‘, 

S = 565+158p+338p2 pm 

and in the VC data, 

S =150+44p pm 

We find that the tail parameter Y is momentum independent, and is 2.0 for the 
CD data and 3.5 for the VC. 

We use this tracking resolution function in a fast, non-simulation Monte 
Carlo. In this Monte Carlo, we take the momentumvectors output by Lund and 
with a few simple parameters model the effect of the MAC tracking system. We 
include the acceptance of the tracking system, loss of efficiency for overlapping 
tracks, momentum resolution, and smearing in the impact parameter from the 
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Figure 5.14 Comparison of Impact Parameter Distributions for Multihadron Data, Full 
Monte Carlo, and Fast Monte Carlo. Solid - data; Dotdaah - Full Monte 
Carlo; Dots Fast Monte Carlo. Both the full and fast Monte Carlou w 
the output of Lund event generation. Hit generation in the drift chambers, 
pattern recognition, and tracking are done for the full Monte Carlo, while a 
fast characterisation of the tracking system is done in the fast Monte Carlo. 

tracking resolution function. We actually utilize a large database of events that 
have had their shower development in the MAC calorimeters already modeled; 
in this way we obtain the calorimetric thrust axis. In Figure 5.14, we compare 
the signed impact parameter distributions for multihadrons from the control 
sample, multihadrons modeled with the full detector simulation, and those from 
the fast Monte Carlo. We use this fast Monte Carlo to explore sensitivities 
to various parameters that would be take a large amount of computer time to 
examine with the detector simulation. For example, with the fast Monte Carlo 
we have found that the trimmed mean impact parameter for a given B-hadron 

: lifetime is insensitive to the losses of efficiency do to overlapping tracks. s 
_ _ _= We generate calibration curves for the trimmed mean signed impact param- 

eter as a function of the input average B-Hadron lifetime with both the full 
detector simulation and the fast Monte Carlo. The results are given in Fig- 
ure 5.15. For the VC data, agreement between full and fast Monte Carlos is 
very good. We conclude that the pattern recognition, track fitting, and average 
vertex procedure is unbiased at the level of 5pm for these data. For the CD 
data, the full reconstruction appears to add a slight bias to the mean impact 
parameter of = 23pm. This is to be compared with a typical resolution in 
impact parameter in CD data of 800pm. 
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Figure 5.15 Calibration of Trimmed Mean Impact Parameter. (a) for CD data. A slight 
bias ia evident in the full Monte Carlo. (b) for VC data. No bias is evident. 

We have undertaken a number of studies of this bias, with negative results. 
It clearly appears in the data in the CD multihadron control sample, in the 
form of the difference between the trimmed mean for the CD and VC samples in 
Table 5.2. Comparison of CD and VC trimmed means for a variety of samples 
leads to Table 5.5. We conclude that its origin is in our pattern recognition 

. 
or track fitting algorithm. It 16 not caused by the dense environment of mul- 
tihadrons, since it is present for 1 - 1 7s. However, we have set the resolution 

with which hits are generated in our detector simulation to a very small value, 
and the bias vanishes, so it seems to scale with resolution. We note it is only 5% 

of the impact parameter resolution in the CD data. We accept its presence, and 
account for it in our calibration curve of B-hadron lifetime versus trimmed mean 
impact parameter. Based on Table 5.5, we will attribute an additive systematic 
error of 8pm to the bias. It would clearly be enlightening to understaxid the 
origin of this bias, particularly how it survives the lifetime sign convention. 
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Table 5.5 

Sample 

Multihadrons 37 =t 3pm 

7: all 

1-1 

l-3 

l-3 

Data 

33 =t 5gm 

30 4~ 7pm 

48 3~ 13pm 

17 * 10pm 

Full M.C. Fast M.C. 

23 =t 6pm 15 =f= 3pm 

38 =t6pm 2.4 If: lpm 

33 =t 4pm l.Qk 1.5pm 

42 & 7pm 5.3 =t 3.5pm 

45 zk 7pm -2.4 & 2.4pm 

CD Bias in Various Samples. The entries are the differences between the CD 
and VC trimmed mean impact parameters for identically selected BarnpIes, 
in the data, full Monte Carlo, and fast Monte Carlo. A larger sample of 
multihadrons is used here than is used for the control samples. The t lepton 
trample is split into 1- 1 events, and 1 - 3 events. The 1 - 3 events are further 
broken down according to the origin of the track on the 1 or 1) side of the 
event. 

0 0.2 -0.2 0 
Signed Impact Parameter (cm) 

Figure 5.16 Comparison of Monte Carlo with B-enriched Data. (a) for signed impact 
parameters in the CD data,. and (b) f or signed impact parameters in the VC 
data. 

The calibration yields an average B-hadron lifetime of 1.35fE:$ps for CD 
data and 1.40+"*33 -o 27ps for VC data. The errors are statistical only. Both data . 
sets combined give 1.37+“:22 --o ,,ps. If we combine the CD and VC muon samples, 
we find 1.36+“*30 -o 28ps, while the electron samples give 1.18~~:~~ps. Figure 5.16 . 
shows the overlay of the fast Monte Carlo results on the data for the determined 
lifetimes. 



5.6 Systematic Errors 141 

1 
I 

I 
I 

I 
I 

I II ’ I ’ I ’ I ’ I 
( 1 a 04 

I I I I I I I III I I1 I! I I I 
0 0.25 0.5 0.75 1 0 0.2 0.4 0.6 0.8 

Cut Value (cm) Trim Value t 

Figure 5.17 Sensitivity of the B-lifetime to Variation in Cut and Tkim. (a) change in q 
with the cut on absolute value of the impact parameter, with solid circles 
CD and open circles VC data, and (b) change in Q with trim factor t, VC 
and CD data combined. 

The next section is devoted to the systematic errors of this measurement. 
However, of particular concern is the effect of our cuts and trims on the B 
lifetime result. We present the B-lifetime as a function of cuts and trims in . 
Figure 5.17, where it can be seen that the result is insensitive to variations in 
these parameters. 

5.6 Systematic Errors 

We group systematic errors into two broad categories: first, errors in the 
definition or measurement of the trimmed mean impact parameter, and second, 
errors in the interpretation of the trimmed mean due to errors in the measured 
or assumed properties of the event sample. 

5.6.1 Errors in the Trimmed Mean 

The first type of error in this category we address is pedestal and scale of 
length. That is, how well do we know the location of Opm, and for non-zero 
trimmed mean, how well do we know that what we call lpm is the same measure 

that the rest of the world calls lpm? 

Since we have performed calibration of the central tracking system, as dis- 
cussed in Chapter 3, we have some feeling of the accuracy of our location of 
Opm from that work. We observed in that work drifts in the Bhabha scattering 
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Figure 5.18 Trimmed Mean Vasiation with 4 and 8. (a) CD untagged multihadron data 
versus 4; (b) VC data; (c) CD untagged multihadron data verstu 8; (d) VC 
data. The VC data show some significant variation with 4, with an rms of 
FU 5pm. However, this washes out when averaged over 4, au the 8 data show. 
Hence, we believe 5pm to be a conservative systematic error. 

miss distribution of the order of 5pm. With further study, such drifts could be 
suppressed, but we have not expended the effort. 

We can bring the very large sample of untagged multihadrons events to bear 
.- on this issue. In Figure 5.18a-d, we plot the deviation from the trimmed mean 

for this sample as a function of azimuth and polar angle. These data support an 
assignment of M 5pm systematic error, which we refer to as the ‘instrumental’ 
pedestal systematic. Our image is that the physical instrument might produce 
biases at this level. Another indication is the trimmed mean of the untagged 

_. . + - 

__ : 

multihadron data, taken with the geometric sign convention from Section 5.4, 
instead of the lifetime sign convention. This yields 2.1 k 2.Opm for CD data, 
and 8.1 -+ 0.7pm for VC data. Some dilution of the slight VC bias certainly 
occurs when the lifetime sign convention is employed, so the Spm systematic is 
reasonable. 

As for an instrumental systematic error in the definition of lpm, what we 

refer to as an instrumental scale error, ultimately our definition of Ipm is trxe- 

able to the drilling of the endplates of our drift chambers. This drilling was 
good to at most 20 - 40pm per lOcm, limiting this systematic to well less than 
0.0586, which is truly negligible on the scale of the errors that follow. We note 
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that the software calibration of our drift chambers did not allow them to stretch 
or shrink. 

As we discussed in the previous section, we believe that there is a systematic 
effect in the CD data that produces an offset of = +23pm, where the lifetime 
sign convention is used. We do not refer to this as ‘instrumental’ because it 
appears in the Monte Carlo, and vanishes when the drift chamber resolution in 
the Monte Carlo is set to 0. We refer to this as the ‘pattern recognition/fitting 
bias’, reflecting our suspicion as to its origin, and we assign it a systematic error 
of 8pm, based upon the comparison of multihadron and 7 data. All indications 
are that this is negligible for VC data. 

One might imagine the average vertex procedure to generate some distortion 
of the impact parameter distribution. In fact, we can find no such effect. If we 
use the beam centroid rather than the average vertex, we find the trimmed 
mean impact parameter in the B  enriched samples to be 164.2 =f= 24.9pm rather 
than 162.1 zb 24.9pm for CD data, and 130.4 Z!Z 21.4pm  rather than 130.2 rt 
18.5pm  for the VC data. These are negligible differences, and seem somewhat 
against the intuition, so we have conducted some further studies. The average 
vertex procedure has the greater effect in the VC data, to which we confine our 
attention. In general, semileptonic decay of B  mesons produces fewer charged 
tracks than hadronic decay, 3.8 zt 0.4 as opposed to 6.0 =t 0.3fS At PEP energies, 
fi: 5 &  1 additional charged tracks are emitted from the primary vertex by the 
hadronization process. 84 One might expect some ‘pulling’ of the average vertex 
to the hadronic side of the event. However, for the VC data, the tracks on the 
hadronic side of the event yield a trimmed mean of 122.2 &  3l.lpm, consistent 
with the 135.5f23.9pm on the semileptonic side of the event. We have conducted 
a Monte Carlo study of the average vertex procedure. A  large sample of 66 events 
with a very long B lifetime of 5.6~s was produced, and in Figure 5.19a we show 
the impact parameter with respect to the average vertex plotted versus the true 
impact parameter. We have performed a linear fit, and find an intercept of 
14 =t 7pm and a slope of 0.981 zt 0.004. Repeating the fit on impact parameter 
with respect to the beam centroid rather than the average vertex results in an 

intercept of 11 zt 6pm, and a slope of 0.980 4~ 0.004. It is extremely difficult to 
escape the conclusion that the average vertex procedure produces a systematic 
error well below 5pm in offset and 2% in scale, which are negligible. 
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Figure 5.19 Test of Average Vertex.. (a) Signed impact parameter with respect to the 
average vertex versus the true signed impact parameter, with a linear fit. 
(b) Residuals from the fit, on an expanded scale, and with the fit’s error 
envelope. The fit has elope 0.980 f 0.004, and intercept 14 f 7pm. 

5.6.2 Errors in the Interpretation of the l’bimmed Mean. 

.- Imperfect knowledge of the tracking resolution function can result in the 
wrong calibration of B-lifetime as a function of trimmed mean. We use the 
fast Monte Carlo to estimate our sensitivity to the width parameter, 8, of the 
student distribution, and the power v, that controls the tails. We give the results 
in Figure 5.20. The fit to multihadron data gives 8 to better than 5%, and v 

- _. . . to 10%. Based on these variation, the systematic error in the B lifetime is less 
- _ _- than 0.03 ps. 

Error in the fragmentation function of b-quarks effects the calibration of rb 
as a function of the trimmed mean in two ways, both of which lead to smaller 
rb for a given trimmed mean impact parameter for harder fragmentation. First, 
the more of the initial b quark energy that is retained by the B hadron, the 

fewer the number of tracks from the primary vertex, which have eero impact 
parameter. Second, the higher the energy of the B hadron, the larger the impact 
parameter of the B’s daughters, from kinematics. As mentioned in Section 4.1.1, 

the world data permit variation of the Peterson variable of cb = 0.012~~:~~, 
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Figure 530 Variation of B lifetime with Shape of Resolution Function. (a) For CD data, 
if the width parameter used in the Student’s t distribution is scaled by R, 
the variation in the resulting B lifetime is ahown. (b) similar, for VC data. 
(c) variation of B lifetime with Y, which describes the tails of the student’s 
t resolution function. The fit to multihadron data gives 2.0 f 0.2 for the 
CD, shown here. (d) similar, for VC data, where Y = 3.6 f 0.3 from the fit 
to multihadron data. These four plots show the general insensitivity of the 
trimmed mean to the shape of the resolution function. The variation of B- 
lifetime with width of the resolution function is typically four times greater 
than in (b) h w en a maximum likelihood fit is employed 

. 

which corresponds to a variation in the beam energy retained by the B  hadron, 
corrected for initial state radiation, of 0.78 310.05. This variation changes the 
dope of our calibration curve of 7b as a function of the trimmed mean by HO%. 

However, the intercept of the curve, that is the trimmed mean for 0 B  lifetime, 
is insensitive to this variation, and varies by only 9~0.01 ps. 

The results of the inclusive lepton analysis of Chapter 4 were somewhat 
insensitive to variations in the fragmentation function, because the shape of the 
pl spectrum is nearly Lorentz invariant. Those results are also insensitive to 
changes in the branching ratio of B  into leptons. Hence, we can take the b purity 
of the muon event sample of 60 =t 4.5% and the electron event sample of 59 317% 
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without more detailed consideration of the errors. These errors in purity lead 
to a systematic error in the slope of the q calibration curve of f&5%, and a 
systematic error of the intercept at zero lifetime of fO.O3ps. 

We have considered errors in our track purities, as opposed to event purities, 
that is, the entries in Table 5.3. We note that our data and Monte Carlo agree in 
the result that the B enriched sample has a higher multiplicity of lifetime tracks 
than the untagged multihadron sample, as we mentioned previously. From study 
of the data on multiplicity in heavy quark eventsfs*84 we assign a systematic 
error to the B lifetime calibration of f7% in slope and f0.03ps in intercept 
from possible errors in the b and b - c track fractions in Table 5.3. We feel this 
is a very conservative assignment, as we are in some part double counting errors 
in the fraction of tracks from the primary vertex that have been included in the 
systematic from b fragmentation. 

.- 

Because we have chosen to use all tracks, as opposed to just lepton tracks 
in this analysis, we are somewhat more sensitive to the effects of light, long 
lived particles, such as Kfs, As, and decays in flight of charged pions and kaons. 
Consistency was noted in the previous section between the number of tracks with 
very large impact parameters between our data and Monte Carlo, indicating no 
serious discrepancy. We have, however, artificially increased the abundance of 
light, long lived species in our Monte Carlo, and show the effect on the B-lifetime 
result in Figure 5.21. A pessimistic variation of a full factor of 2 in the light, long 
lived abundance would produce a systematic error of fO.OSps in the B-lifetime. 
We assign a more realistic error of zbO.03 ps. 

: 
- _ 

.- L 

Finally, we consider the systematic error from errors in the lifetimes of 
charmed particles. Due to the success of experiment E-691, the lifetimes of 
the dominant charmed hadron species are known with great accuracy. If we as- 
sume the abundances in Table 5.4 are correct, there is an error of only ~tO.03 ps 
in the mean charmed lifetime in our sample. However, the abundances are 
themselves subject to considerable uncertainty, and this in fact dominates. Our 

study of results from CLEO and Argus*’ indicate that these uncertainties pro- 
duce and error of ~4~0.06~~ in the mean charmed lifetime in our sample. This 
error produces a systematic error of only kO.02 ps in the B-lifetime. 
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Figure 5.gI Variation of B Lifetime with Level of Light, Long Lived Species. (a) is for CD 
data, (b) is for VC data. The fraction of light, long lived species is scaled by 
the factor along the hotiontal; the calibration of q, M a function of trimmed 
mean is then reevaluated and a new B-lifetime computed. We note that the 
trimmed mean is a good deal less sensitive to the level of light, long lived 
species than the untrimmed mean. However, some bias would be created if 
there was an extremely long lived but uncommon species of B hadron. 

5.6.3 Other Checks 

The 7 lepton lifetime has been measured with both CD data:” and VC dataf7 
The measurement using VC data actually employed 3 different techniques to 
extract the r life. The result. utilizing the average vertex technique is 0.297 jz 
0.026 zt 0.014ps. 

The CD biases in Table 5.5 are found from the difference of CD and VC 
trimmed mean impact parameters. We note here that the values for the trimmed 
means of untagged multihadrons are 72.8 -+ 2.8pm for CD data and 67.1 zk 6.4 

for the equivalent full Monte Carlo sample. In the VC data, the untagged 
multihadrons yield 36.3 k l.lpm, while the full detector simulation yields 34.1 k 
3.2pm. 
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Source Error in Impact Parameter Error in Offset Error in Slope 

Instrumental f5pm kO.07 ps m 

CD Bias f8pm kO.06 ps m 

Resolution Zto.03 ps 

Fragmentation zko.01 ps HO% 

Event Purity kO.03 ps 9~8.5% 

Track Purity zto.03 ps f7% 

Light, Long Lived Jco.03 ps 

Charmed Lifetime zko.02 ps 

All in Quadrature f6.5pm zko.11 ps ilS% 

Tuble 5.6 Summary of Systematic Errors. 

5.6.4 Summary of Systematic Errors 

We summarize the systematic errors in Table 5.6 



Chapter 6 

Conclusions 

6.1 Summary of Results 

6.1.1 Vertez Chamber 

We have described the design, construction, and operation of a vertex cham- 
ber used with the MAC detector. This device consists of aluminized mylar tubes, 
or straws, and has operated reliably only 4.6cm from colliding beams at PEP. 
An average spatial resolution of 45pm has been achieved, and the resolution is 
Sprn over much of the drift distance. The resolution in extrapolation to the 
vertex, as measured with Bhabha scattering events, is 87pm. 

6.1.2 B Hadron Lifetime 

The B hadron lifetime, averaged over the species produced in e+e- annihi- 
lations at fi = 29 GeV, has been measured. A sample of events enriched in b6 
production has been obtained by the requirement of either a muon or electron 
with large momentum transverse to the thrust axis. The impact parameters of 
all tracks in these events that pass certain cuts have been employed to measure 
the lifetime. Data from 214 pb- 1 taken without the vertex chamber and 94 pb-l 
with the vertex chamber has been employed to obtain the result: 

+0.22 
?b = 1.37 

-0.19 
stat.kO.11 sys. 1 x (1 It 0.15) psec. 

The final factor is the systematic error in the scale, and is stated separately to 
emphasize the fact that it does not degrade the statistical significance of the 
difference of this result with 0. 

149 
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Figure 6.1 Restrictions on vbU and Vbc from this Measurement. The 3~ one rtandard 
deviation allowed region without inclusion of estimated theoretical error is 
hatched. Inclusion of theoretical error leads to the region between the solid 
lines. then reevaluated and a new B-lifetime computed. (a) the B lifetime 
has been used, with equation 1.3; (b) the partial rate to electrons, taking the 
branching ratio to be 12 f l%, haa been used. 

- _ 
_- * 6.2 Constraints on the Quark Mixing Matrix 

Using the expressions from Section 12.5, in particular Il.31 and [1.4], we 
are able to compute a bounded region in the elements of the KM quark mixing 
matrix, V& and I+'&, from our B lifetime measurement, assuming the naive 

spectator model. These results are given in Figure 6.1, where we have made 
an effort to distinguish our experimental error from theoretical errors in the 
relationships between 76 and the KM quark mixing matrix elements. 
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6.3 Comparison with Other B Lifetime Measurements 

In Figure 6.2 and Table 6.1, we detail other measurements of the B-lifetime. 
All but one come from e+e- experiments, and the one fuced target experiment 
has only two B decays, although they are extremely well reconstructed. We 
have made a strong effort to make this compilation complete, so that systematic 
differences between experiments and trends may be observed. This means that 
a great many of these measurements do not come from refereed journals. We 
list 26 measurements other than ours. 

The B-lifetime measurements made at e+e- colliders are distinguished by 
technique to achieve a B enriched sample, method of estimation at the vertex, 
and resolution in extrapolation to the vertex. These qualities are tabulated in 
Table 6.1. We have employed semileptonic decays of Bs to obtain an enriched 
sample, while some groups at PETRA have attempted to exploit the spheri- 
cal shape of hadronic decays of Bs to obtain enriched samples. We emphasize 
that semileptonic enrichment has undergone far more study with data than has 
hadronic enrichment. Recently, the PETRA experiments have given up enrich- 
ment altogether, and have used the inclusive multihadron samples to estimate 
the B-lifetime. The sensitivity of such techniques to the B-lifetime is low, but 
the large statistic allows a significant measurement to be made. However, we be- 
lieve the surrender of sensitivity allows high susceptibility to systematic errors. 
For example, the 5pm systematic error in impact parameter we assign from in- 
strumental phenomena would become more prominent if we did not enrich our 
sample. 

; _-- . 
- _ 

_- . 

Among measurements that do use semileptonic enrichment, our measure- 
ment is distinguished by the highest value of the cut on pi, and by the predom- 
inance of muons. We emphasize the redundancy and solid angle coverage of the 
MAC muon system. 

At the vertex, we utilize the signed impact parameter of all tracks to estimate 
the lifetime. By using all tracks instead of just lepton tracks we gain statistics, 
at some expense of systematic error. However, a number of experiments utilize 
vertex fitting or other measures or the B decay length. These are inherently 
more susceptible to systematic errors in fragmentation and track composition 
than the signed impact parameter. 
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World B-lifetime Measurements over Time. Only datistical errors are shown, 
in part because a sieeable fraction of the systematic errors are known to be 
common to all experiments. Systematic errors due to fragmentation are one 
such example. Note that we have not put this measurement quite in its 
chronological place, for emphasis. 

: Finally, we have good resolution in extrapolation to the vertex, particularly 
_ . considering we allow tracks with momenta as low as 500MeV into our sample. 
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Tuble 6.1 Measurements of the B lifetime. Reference to reualts published in refereed 
journals are in boldface, others are in italics. The Tags 1, h, and # refer to 
wmileptonic tagging, hadronic tagging, and no tagging. Among fractions, b 
includes cascade b-c, bk means events with leptons from misidentification of 
decay, It refera to light quark events, and o to tracks from the primary vertex 
of light, long lived species. ‘Entries’ axe entria in the distribution used to 
derive the lifetime, where 6 refere to impact parameters, and u to vertices; 
the dipole method of TASSO, which is somewhere between these alternatives, 
is labelled ‘dip.’ The resolution Q b that of the distribution of entri-. The 
JADE(82) upper limit may have contained an error of a factor of 1.3, and 
we have placed the corrected value in parenthe&. (Nezt Four PageB) 



l m? Entries (6) * 7b 
Experiment Reference Events F’raco Frac- 

tions tions 
pb-’ 4, h 4 6, v (Pm) picoaeconds 

JADE( 82) (88) - 
0 0.47b 

1.4 
Tl p> > 0.2 

27p 0.38~ 6 
0.47b 

;:;& 
104187 450 < 1.495% CL 

3118182 0.15bk 2% (1 . 4 

MAC(82) WI 30 4h P>2 23~ 0.55b 6, v - - 600 1.7 f 1.0 
10/30/82 PI>1 0.28~ 2% 

Mjd>0 O.l?bk 

MAC( 83) (23) 1w 
f 

155p 
0.88b d 0.68b 
0.13c 0.13c 158 * *v 600 1.8 f 0.6 f 0.4 

6/30/83 92e PI> P>2 1.5 133e 0.19bk 155p 133~ 0.19bk 174 * 75 c 

MARK-11(83) (24 80 
f 

8/02/83 PI>1 P>2 104 0.64b 6 0.64b 106f29 200 f 0.3 p+e 0.16~ 104 0.16~ 1.2o+g; . 

U6<350 0.20bk 0.20bk 

MAC(84) (89) 160~ 
f 

238~ 0.52b 6 0.52b 159 f 39~ 600 1.6 f 0.4 f 0.3 
3112184 Mk p,“= ;5 16Oe 0.18~ 238p 0.18~ 83f42e 

q<lmm 0.30bk 160~ wobk 

DELCO(84) w 118 
f 0.83b 6 0.83b 

0.11~ 60 O.llc 215f81 400 f 0.23 7/27/84 P>l y 1.16+:*3; . 
PI>1 0.06bk e 0.06bk 

MARK-II(84a) (94 220 
f 

270 0.64b 6 0.64b 80fl7 200 0.85 f 0.17 f: 0.21 
813184 PO1 P>2 fl+e 0.16~ 270 0.16~ 

U6 < 350 0.2Obk 0.20bk 

Table 6.1 



Ic Tag Entries (6) t7 n 
Experiment Reference Events F&0 Fhc- . 

t ion8 tions 
pb-’ 1, h 4 4 v b 1 m picoaeconds 

MARKJ(84b) (!I!?) 209 1 270 0.64b - 
Cl+e 0.16c 4f3 * 43 400 

g/24/84 P’ 2 
PI>1 

0.20bk 5il 1.25+;::: f 0.5 

TASSO(84) (9s) 79CD h 2354 CD 
0.32b6 6 

10/g/84 14 VC w2 ml 204 vc 
0.35~~ 
0.33& 7526 716 Vc CD - 105 CD f 17 1100 CD 109 f 23 VC 380 VC 1.83f;;;+;:i,7 . 

MAC(85) 

WA75(85) 

(94) 210 1 
PI> P>2 1.5 

505 0.52b 6 0.52b 70f22 530 
l/18/85 

0.81 f 0.28 f 0.17 
0.18~ 505 0.18~ 

06<lmm 0.3obk 0.30bk 

(95) lo-’ ! 2 
615185 

l.OOb6 2” l.c)ob~ 2433 zt 2.5 5 0.65 f 0.46 

DELCO(85) (96) 214 1 1 P> 118 0.79b 6 0.79b 85 0.17c 118 0.17c - 400 1.47 =t 0.30 f 0.29 
PI>1 e 0.04bk G 0.04bk 

TASSO(85) (97) 79CD h 
2y$;D 

0.32b6 6 
7526 -vc CD - 7124185 25 vc s& > 0.1 0.331t 0.35~~ 105 f 17 CD 1100 CD -vc 380 VC 1.57 f 0.32+,0$ . 

JADE(86a) lg*) 
l/9/86 

63 14 p> 1.Q 
p> 1.5e 
PI > 0.9 

a-3’df cuts 

74P 34e 0.76b 6 
0.0% w 
0.15bk 34e 

0.76b 570 282f78p 
0.09c 457 f 107 e 1.7fpfj:;; f 0.38 
0.15bk 

Table 6.1 (continued) 

- 



f! Tag Entries (6) 0 7% 
Experiment Reference Events Frac- Fr ac- 

tions tions 
pb- 1 4 h 4 6, v (rml picozwconds 

JADE(86b) (98) 63 1, h p> 1.8~ 2g3p 0.47~~ 0.19b6 9233a 6 0.2b6 195f 621.( 850 1.7 f 0.6 f 0.4 
l/9/86 0.341t 

TASSO(86d) (100) 47 4 - - - dip. 328 zt 28 750 3116186 1.62+;*s,; . f 0.25 

DELCO(86) (-1 214 1 1 113 6/86 l-u>1 P’ 0.79b 0.17c 113 6 0.79b 0.17c %gf 49 400 c 0.04blc c 0.04bk 1.16+~-;;+;:;; . 

I+ASSO( 86v) WI 
86 

33 4 3586 O.llb6 
0.35cl? 
0.54ft 2;9 

0.12b6 
0.35cE 
0.531t 

140*21 500 1.54+~:~~*0.29 

MAC(86) W I 220 CD I 410 CD 10/27/86 94 Vc PI P>2 > 1.5 152 vc 0.6466 O.19c~ 1558a 6 CD 0.47b 0.05~ US4 * 26 CD 800 CD 12gf lg vc 200 vc [ 1.29 f 0.20 f O.ll] 0.171t 441a VC 0.480 
x(l.OOf0.15) 

rAsso(861) (10s) 47 I 
P>2 68P 

0.39b 6 0.39b 
11186 31c 0.22c 68P 0.22c 138 f 47 280 1.46 f 0.65 f 0.34 

PA> 1.1 0.39bk 31e 0.39bk 
~ ~~ 

HRS(87) 2 P>2 312 0.22c 0.53b 312 6 0.22c 0.53b 80f27 325 1 . 02+0.” 
Pl>l.l e 0.25bk c 0.25bk 

-0.37 

Table 6.1 (continued) 



t Tag Entries 0 u f?J 
Experiment Reference Events Fkac- Ihe 

tiona tiona 
pb-’ 1, h, # b (Pm) picoseconda 

TASSO(87) WI 157 h 
&&>0.18 0.3466 6 - 80.8 f 0.2 380 1.52f0.18f0.24 

9/5/8? 

TASSO(87d) WI 157 d - - dip. - 305fl3 750 1.37fO.l4=t 0.32 
915187 

TASSO(87v) (105) 157 4 - 0.1266 ” - 83.7f 5.1 380 1.39 f 0.10 f 0.25 
9/5/87 

JADE(87) (105) 
915187 

115 &*S2 4 
weight 

15111 - V 1008 f 80 1300 1.46 f 0.19 f 0.3 

dARKII(87) (106) 206 
1 

;;g 
0.646 6 0.646 

P>2 0.19c 231~ 0.19c 112 f 16e 130 0.98f0.12f0.13 
9187 PI > 1.0 0.17bk 38th 0.17bk 118 * 21p 

I%ie Work 220 CD 
1 

439 CD 
o.sObi 6 0.456 

10187 
94 vc 

P>2 
US1 vc 

0.22~~ 1694a CD 0.06~ ltJ2 * 25 CD 800 CD (1.37ti.z 0.111 f 
PA >1.5 0.181t 453a VC 0.490 130 * l9 vc 200 vc x(1.00 k 0.15) 

Table 6.1 (continued) 
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Appendix A 

Tracking Parameterization 

Five parameters describe the helical trajectory of charged particles in the 

axial magnetic field of MAC. Three of these describe the circular projection of 

the trajectory in the plane perpendicular to the beam axis: K, the reciprocal of 

the radius of curvature; 60 the (signed) distance of closest approach of the circle 
to the geometric center of the MAC coordinate system; and 40, the azimuth of 

the trajectory at closest approach. The sign of 60 is determined from the cross 

product of the direction of the particle trajectory at closest approach taken 
with the direction from the geometric center to the point of closest approach. 

Figure A.1 exhibits the definition of IC, 60, and C#Q. The remaining two parameters 

describe the particle trajectory out of the plane perpendicular to the beam. 8 is 

the angle with respect to the beam axis of the trajectory, and ~0 its intercept with 

the axis, viewed along the azimuth containing the distance of closest approach. 
In the MAC track fitting routines, multiple coulomb scattering is described by 

‘kinks’ at the radii of matter concentrations, such as the boundary between the 
VC and CD. Several kink angles are fit, but with a constraint by the r.m.s. 

angle predicted by multiple coulomb scattering. This procedure quite naturally 

incorporates errors from multiple coulomb scattering into the covariance matrix 

of ccJo,&J, and ~6. 
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Geometric Center 

Drift Chamber Boundary 

Figure A.1 Parameters Describing a Particle Trajectory. The figure is in the plane per- 
pendicular to the beam. The outer circle schematically represents a boundary 
in the drift chamber system. 60 is given a sign based upon the cross product 
of a vector pointing along the particle trajectory taken with a vector from 
the geometric center to the perihelion of the trajectory. 
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