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Abstract

This dissertation presents a measurement of the time-dependent CP-violating asym-

metries in the neutral B-meson system performed with data collected with the BABAR

detector at the PEP-II asymmetric-energy B Factory at the Stanford Linear Accel-

erator Center. The data sample used consists of 29.7 fb�1 collected at the � (4S)

resonance and 3.9 fb�1 collected o�-resonance. We analyze three samples of fully-

reconstructed B-meson decays: a sample of decays to CP eigenstates in the modes J= 

K0
S ,  (2S) K

0
S , �c1 K

0
S , and J= K�0 (822 events); as well as both charged (14304

events) and neutral (10457 events) B decays to 
avor-eigenstates including D(�) and

�=�=a1. In all cases, the proper decay time di�erence between the reconstructed B-

meson and the recoiling B-meson is determined by measuring the separation of the

two decay vertices. Furthermore, the 
avor of the recoiling B-meson is tagged using a

neural network algorithm. We use the 
avor-eigenstate samples to calibrate both the

vertexing and tagging performance. We measure the amplitude of the CP asymmetry,

sin2� = 0:61 � 0:14(stat)� 0:06(syst). These results indicate the existence of indirect

CP violation in the B-meson system.
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Chapter 1

CP Violation in the B-Meson System

\Saying that you're trying to discover why the universe is made of matter and not
antimatter is a great pick-up line."

| T. Dignan.

Asymmetries of the CP transformation, which simultaneously exchanges particles for their

anti-particles and reverses their momenta and helicities, are among the least well measured

aspects of the Standard Model of Particle Physics. 1 In fact, although the 1964 observation

of the CP violating decay K0
L ! �+�� [6] was generally unexpected, it has since led to a well

formulated theory of CP violation in the context of the Standard Model. However, despite

the general con�dence in the theory, many aspects have yet to be con�rmed experimentally.

This chapter details the theoretical motivation and context for the work described in the

remainder of this dissertation; the end goal of which is a measurement of the parameter

sin2� using the time-structure of B-meson decays observed at the BABAR experiment. The

most important point is that sin2� is a parameter of Standard Model of Particle Physics

(henceforth simply Standard Model) which quanti�es CP violation in certain types of decays.

1For a brief summary of the salient features of the Standard Model I refer the reader to any particle physics
textbook. In the body of this dissertation I will only discuss those features of the Standard Model which
directly relate to the results presented. Furthermore, unless stated otherwise, charge-conjugate reactions are
implied throughout and all numerical values are taken from Refs. [4, 5].
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So, we begin with a catalog of facts pertaining to CP violation, the Standard Model, and

Cosmology.

1. The Standard Model accurately describes all extant measurements from nuclear, high-

energy and particle physics with a small set of axioms and some twenty-odd input

parameters.

2. For all its success, the Standard Model is NOT mathematically self-consistent, but

requires arbitrary integration cut-o�s to avoid divergent results for many calculations.

3. There is a manifest baryon asymmetry in the observable universe. Furthermore, the

Sakharov conditions [7] state that violation of the combined charge conjugation - parity

CP symmetry is a necessary condition for said baryon imbalance.

4. The only source of CP violation in the Standard Model is in the electroweak sector,

and is fully described by complex terms in the Cabbibo-Kobayashi-Maskawa (CKM)

mass mixing matrix [8].

5. Until recently, CP violation had only been observed in the neutral kaon system [6, 9,

10]. However, advances in experimental techniques have made it possible to study CP

violation in the neutral B-meson system.

From these points it immediately follows that any knowledge of the CP-violating param-

eters obtainable by study of the B-meson system is very useful as it enables progress in

several issues.

1. Making more accurate predictions within the Standard Model and testing the Standard

Model more stringently with said predictions.
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2. Constraining any theories which claim to derive or approximate to the Standard Model.

3. Developing more precise cosmological models explaining the matter anti-matter imbal-

ance.

The philosophical justi�cations having been made, the remainder of this chapter will

describe CP violation in the Standard Model. Secs. 1.1, 1.2 and 1.3 will detail various sources

of CP violation and examine the necessary conditions for their existence. Sec. 1.4 will show

the existence of such conditions in the electroweak sector of the Standard Model, quantify the

expected resultant CP violation and introduce sin2� as a measure of CP violation. Finally,

Sec. 1.5 will give a simple overview to the method we use to measure sin2�.

Chapter 2 will give an overview of the experimental apparatus, namely the PEP-II ac-

celerator complex and the BABAR detector. Chapters 3 through 6 will the detail the various

steps of the analysis and present a measurement of sin2� as well as several calibration mea-

surements. Finally, in Chapter 7 we will conclude with an interpretation of our results in

the context of the Standard Model.

1.1 CP Violation in Field Theories

\Particles are de�ned by their Poincare Invariants. . ."
| C. Goebel, Physics 711 Lecture.

At its core, the Standard Model is a quantum �eld theory. That is to say, in the Standard

Model, the time-evolution of systems are described by the action of the Lagrangian on the

quantum �eld. Furthermore, the observable particle spectra are simply the eigenstates of

the associated Hamiltonian. For our purposes, the most important consequence of these
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statements is that the Standard Model exhibits the same symmetry properties as underlying

Lagrangian.

Since most of the remainder of this chapter describes how CP violation arises in the

Standard Model, is is best to start by:

� de�ning the discrete transformations C, P, and T , as well as the combined transfor-

mations, CP and CPT ;

� Summarizing the operation of those transformation on the quantum �eld and the

Standard Model Lagrangian;

� Discussing the circumstances under which the combined CP symmetry can be broken

in any quantum �eld theory.

The main point of this section is that the existence of irreducible complex coupling constants

in the Lagrangian are an necessary condition for CP violation.

1.1.1 De�nitions of the Discrete Symmetries

For an operator on the quantum �eld to be physically meaningful to any inertial observer

it must preserve the Minkowski interval t2 � x2. Such quantities are known as Lorentz-

invariants.

In addition to the continuous (Lorentz) transformations which preserve this interval,

three independent discrete transformations preserve t2�x2. Namely, the charge conjugation

operator (C), the parity operator (P), and the time-reversal operator (T ). In fact, in the

Standard Model, these three operators form a complete set of discrete Lorentz-invariant
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180-degree

rotation

mirror

Figure 1.1: The parity operation: (t;x)! (t;�x).

operators. All other discrete interval-preserving transformations extant in the Standard

Model can be formed from C, P, T , and the group of continuous Lorentz and gauge rotations.

Without further ado we give formal de�nitions of these operators.

1.1.1.1 Parity: P

The parity operator P reverses the signs of the 3 spatial elements of a four-vector: (t;x)!

(t;�x) and (E;p)! (E;�p). This is equivalent to a mirror-image followed by an 180-degree

rotation normal to the plane of the mirror. The parity operator reverses the momentum

of a particle but leaves its angular momentum unchanged. This transformation is show

schematically in Fig. 1.1.

Parity violation was predicted in 1954 by Yang and Lee [11], and subsequently observed

by C.S.Wu in nuclear � decays [12].

1.1.1.2 Time Reversal: T

The time reversal operator T 
ips the sign of the time component of a state vector while leav-

ing the space components unchanged, (t;x) ! (�t;x). This reverses both the momentum
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T

Figure 1.2: The time reversal operation: (t;x)! (�t;x).

and angular momentum. This transformation is shown schematically in Fig. 1.2.

1.1.1.3 Charge Conjugation: C

The charge conjugation operator C is de�ned to be the transformation of a particle into its

anti-particle without changing position or momentum.

1.1.2 Field Transformations of C, P, T

As a Lorentz scalar, the Lagrangian can only be composed of terms proportional to �eld

bilinears { scalar, vector, tensor, pseudo-vector, pseudo-scalar quantities. Since the La-

grangian describes the time-evolution of the �eld, it is suÆcient to observe how these �eld

bilinears transform under the various symmetry operations to understand under which cases

particular symmetries should be conserved.

So as a (very relevant) example, we summarize in Tab. 1.1.2 the action of the discrete

symmetry operators on the Dirac �eld for spin 1
2
particles and the various bilinears of that

�eld. Furthermore, since C, P, and T are independent and discrete, they can be combined

and commute. At this point we are particularly interested in two of four possible combination
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Term (form) C P T CP CPT
CoeÆcients (c) 1 1 c� 1 c�

Scalar (���) 1 1 1 1 1
Pseudo-scalar (���) 1 -1 -1 -1 1
Vector (��
��) -1 G�� G�� �G�� -1
Pseudo-vector (��
�
5�) 1 -G�� G�� �G�� -1
Tensor (��[
�; 
�]�) -1 G��G�� �G��G�� �G��G�� 1
Derivative Operator (@�) -1 G�� �G�� �G�� 1

Table 1.1: Summary of the action of the C, P, and T operators on bilinears of the Dirac
�eld; G�� is (1,-1,-1,-1) across the diagonal and 0 elsewhere.

operations: CP and CPT .

Remembering that the Lagrangian L is a Lorentz scalar, and noting that any contraction

of indices to form a Lorentz scalar must result in an eigenstate with a +1 CPT eigenvalue

we conclude CPT is an exact symmetry for the special case of Dirac �elds. If fact, under

the basic assumptions of Lorentz invariance, locality, causality, positive energies and norms,

the combination CPT operator is guaranteed to be a fundamental symmetry of nature [13].

Furthermore, CPT has been tested to extremely stringent levels and no credible results have

indicated any violation [14].

This is not quite the case for the CP transformation. As we shall see in the next section,

under particular circumstances CP violation is possible and in fact occurs.

1.1.3 CP Violation From Coupling Terms

Complex quantities such as particle masses and coupling constants do not transform under

CP but only under T . Therefore, if any of these quantities is not purely real, it will su�er

a phase shift relative to the quantities that are transformed by CP , potentially violating CP

symmetry.
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To manifest as CP violation, such phase di�erences must be robust against gauge mod-

i�cations. If rede�nitions of the �elds phases can remove overall phases in each couplings,

the theory remains CP-conserving. With suÆcient coupling, however, irreducible phases can

remain, and how such phases e�ect observable CP violation will be shown in the following

sections.

1.2 Time Evolution of Neutral Meson States

\It isn't a mass eigenstate; it doesn't have a well de�ned rest frame."
| C. O'Dell

The results discussed in this section are treated in signi�cantly more detail in several

places, most notably Ref. [15].

Before we continue with our discussion of CP violation, we must introduce a bit of back-

ground about the systems in which we propose to measure it { the heavier neutral mesons:

qq bound states having at least one /, c or b quark, such as K0, D0, B0, and B0
s . Such

systems exhibit particular phenomena that are very relevant to any measurements of CP

violation.

1. They decay via the weak interaction with a lifetime on the order of 10�12s, implying

that such particles travel about c� � 300�m. (The K0 lifetime is somewhat longer, as

described in Sec. 1.4.4.)

2. They can decay to CP eigenstates such as �0�0 from which it is not possible to determine

the 
avor of the initial state.

3. They are able to mix with their respective anti-particles via the W-boson box diagrams

Fig. 1.3.
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W

d

b,s

X

(u,c,t)

WX

b,s

d

(u,c,t)

d

b,s

XX

b,s

d

(u,c,t)

W

(u,c,t)

Figure 1.3: The \ladder" (top) and \box" (bottom) diagrams for neutral meson mixing.

4. It is possible to pair-produce them in coherent states, such that the pair time evolve

in phase.

Although there is nothing particularly unusual or surprising about the manner in which

neutral mesons decay weakly, the other three points have some involved implications, which

we will now discuss.

d

1.2.1 Tagging and CP Final States

In order to proceed with a full 
edged discussion of CP violation, it is useful to distinguish

between two types of �nal states in neutral meson decays.

1. \Flavored" �nal states, fflav, are not CP self-conjugate, and generally have very di�er-

ent amplitudes compared to decays to CP conjugate �nal states. AX!fflav � AX! �fflav

and A �X! �fflav � A �X!fflav .
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2. \CP" �nal states, fcp, are CP self conjugate, and have related amplitudes from either

CP conjugate initial state. AX!fcp = �CPA �X!fcp, where �CP is the CP eigenvalue of

the �nal state fcp.

In fact, there are many decays, where to an excellent, O(10�3) or better, approximation:

AX0!fflav = 0 or (1.1)

AX0! �fflav = 0

Such decays greatly simplify the discussion in the next few sections, in particular the decay

amplitude given in Eq. (1.16), and as such, are instrumental in isolating particular phenom-

ena in neutral meson decay.

1.2.2 Mixing of a Neutral Mesons

Flavor mixing has been studied in the decays of neutral mesons into conjugate 
avor-speci�c

�nal states. A classic example of such decays are semi-leptonic B decays via virtual W

bosons:

B0 ! D+�� ��� and (1.2)

�B0 ! D��+��:

In these decays, the leptons's charge is the same as the charge of the virtual W , which is in

turn de�ned by the 
avor of the b quark, and thus the B-meson 
avor. It is said that the

lepton \tags" the B as being either B0 or B0. By studying associated production of neutral

mesons, \
avor tagging" can be used identify events in which 
avor mixing has or has not

occurred.
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The correct technical description of 
avor mixing is that neutral mesons time-evolve as

mass eigenstates which are linear combinations of the 
avor eigenstates, jXmassi =MjXflavi.

Consider a weakly-decaying neutral meson X0. It is an arbitrary linear combination of

the 
avor eigenstates:

�jX0i+ �j �X0i (1.3)

and mixes with its conjugate according to the time-dependent Schr�odinger equation:

i
@

@t

�
�
�

�
= H

�
�
�

�
�
�
m11 � 1

2
i
11 m12 � 1

2
i
12

m21 � 1
2
i
21 m22 � 1

2
i
22

��
�
�

�
(1.4)

The m and 
 terms represent the mixing and decay features of the time behavior of the

state. The o�-diagonal elements are potentially complex: the angle in the complex plane

of m12 corresponding the phase of the mixing, and 
12 representing coupling to common

decay modes of the X0 and �X0 (for example, B0 ! J= K0
S or �+��). Furthermore, CPT

invariance guarantees that m11 = m22 � m, 
11 = 
22 � 
, m21 = m�
12 and 
21 = 
�12.

Therefore, Eq. (1.4) becomes

i
@

@t

�
�
�

�
=

�
m� 1

2
i
 m12 � 1

2
i
12

m�
12 � 1

2
i
�12 m� 1

2
i


��
�
�

�
(1.5)

The mass eigenstates are the eigenvectors of the Hamiltonian. Namely

jXLi = pjX0i+ qj �X0i (1.6)

jXHi = pjX0i � qj �X0i

where:

q =

0
@
q
2(m+ 1

2
i
)2 + (m12 � 1

2
i
12)(m�

12 � 1
2
i
�12)

m12 � 1
2
i
12

1
A (1.7)

and jpj2 + jqj2 = 1 (1.8)
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The mass di�erence and decay width di�erence can be obtained by diagonalizing the mixing

matrix. Let

� = jm12j2 � 1

4
j
12j2; � = Re(m12


�
12) (1.9)

Then,

�m =
q
2�� 2

p
�2 � �2 and (1.10)

�� = 4�=�m (1.11)

For this we see that an initially pure jX0i state will time evolve as a superposition of the

mass eigenstates jXLi and jXHi. Furthermore, the time-evolution can be fully expressed in

terms of the physically intuitive quantities m, �, �m, and ��.

jX0(t)i = g+(t)jX0i+ (q=p)g�(t)j �X0i; (1.12)

j �X0(t)i = (p=q)g�(t)jX0i+ g+(t)j �X0i;

where

g+(t) = e�imte��t=2(e�i�mt=2e���t=2 + e+i�mt=2e+��t=2) (1.13)

g�(t) = e�imte��t=2(e�i�mt=2e���t=2 � e+i�mt=2e+��t=2):

1.2.3 Neutral Mesons in Coherent States

Consider the associated production of a pair of interchangeable or mix-able particles. For

example, two photons from positron annihilation, or two B-mesons from the decay of an

� (4S). Both are produced at the same time and place. Therefore, until either particle

decays, scatters or otherwise interacts, both particles must have exactly the same phase in

their mutual center of mass frame.
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This is the origin of the classic Einstein-Poldosky-Rosen situation [16]. Each particle

propagates as a mixture of available eigenstates (spin states in the case of photons, 
avor

states in the case of B-mesons), allowing the expectation values for observable (spin, 
avor)

for that particle to vary, however the expectation values for the pair of particles remains

constant. That is to say, until one of the particles decay, there is always exactly one X0 and

one �X0

In fact, after the decay of one of the particles, the other continues to evolve. Thus, the

probability to observe, for example, two X decays or two �X decays, is a function of the time

di�erence between the two decays.

If we consider states where two coherent mesons which decay to states f1 and f2 at proper

times t1 and t2, we can write the coherent state as,

S(t1; t2) =
1p
2
e�(�=2+im)(T ) (1.14)

f[e(i�m+��)(�t=2) + e�(i�m+��)(�t=2)](jX0
1 ij �X0

2i � j �X0
1 ijjX0

2i)

�[e(i�m+��)(�t=2) + e�(i�m+��)(�t=2)](p
q
jX0

1 ijX0
2 i � q

p
j �X0

1 ij �X0
2i)g

Which can in turn can be used to calculate the decay amplitude

A(t1; t2) =
1p
2
e�(�=2+im)(T ) (1.15)

f[e(i�m+��)(�t=2) + e�(i�m+��)(�t=2)](A1
�A2 � �A1A2)

�[e(i�m+��)(�t=2) + e�(i�m+��)(�t=2)](p
q
A1A2 � q

p
�A1

�A2)g

Where T � t1 + t2 and �t � t1 � t2.
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1.3 Three Types of CP Violation in Neutral Meson Sys-

tems

\So I made of list of all the things I am angry at him about."
| A. Chakravarti

The results discussed in this section and the next are treated in signi�cantly more detail

in several places, notably Refs. [17] and [18]. Here we merely summarize the most relevant

points.

It is useful at this point to categorize and describe various ways in which CP violation

can occur and how it can be measured by studying decay asymmetries. The core of this

discussion is the observation that if CP were an exact symmetry of nature, the rate from any

pair of CP conjugates processes must be equal at all times.

Furthermore, since phase space is CP invariant, the only possibility for CP violating terms

to appear in decay rates is via the matrix elements themselves. If we admit the possibility

of 
avor mixing, and consider the decay from an initial state i to �nal state f , i ! f , and

its CP conjugate process �i! f , having amplitudes Ai!f and �A �i!f respectively, the quantity

� � (q=p)( �A �i!f=Ai!f) (1.16)

summarizes all possible sources of CP violation.

CP violation in decay occurs when a decay process and its CP conjugate process have

di�erent magnitudes owing to di�erences in phases from several intermediate states. This

form of CP violation is also known as \direct" CP violation.

Direct CP violation could potentially be observed by comparing the total rate for any

processes to the rate for its CP conjugate:

af =
�(X ! f)� �( �X ! �f)

�(X ! f) + �( �X ! �f)
: (1.17)
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However, the e�ect usually small, and although it has not yet been measured, there is

compelling evidence for it in the kaon system [9, 10].

CP violation in mixing occurs when the mass eigenstates di�er from the CP eigenstates.

This form of CP violation is also known as \indirect" CP violation. Indirect CP violation can

be observed by comparing time variation of the rates for a pair of CP conjugate decays from

states that are able to mix with each other:

af (t) =
�(X0(t)! f)� �( �X0(t)! �f)

�(X0(t)! f) + �( �X0(t)! �f)
: (1.18)

where X0 and �X0 are able to mix. In fact, this form of CP violation has been unambiguously

observed in the neutral kaon system [6].

CP violation in the interference between mixing and decay occurs when CP conjugate

decays to the same �nal state contribute di�erent phases. This can only be observed by

comparing the decays of CP conjugate states which are able to mix with each other into the

same �nal CP eigenstates:

af (t) =
�(X0(t)! fCP )� �( �X0(t)! fCP )

�(X0(t)! fCP ) + �( �X0(t)! fCP )
: (1.19)

Although this form of CP violation occurs in combination with the other types, there are

certain circumstances under which it is, to an excellent approximation, the only e�ect. It

is in fact, this type of CP violation that we measure in this dissertation. This type of CP

violation has only been observed in the past year [19, 20]. Previous measurements ([21, 22])

were ambiguous at best.

1.3.1 CP Violation in Decay

Consider the decay amplitudes for CP conjugate states X and �X to decay into �nal states

f and �f . If we call these amplitudes Af and �A �f , the quantity j �A �f

Af
j is phase-convention
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independent.

Two types of phases are present in the amplitudes Af and �A �f .

1. Those arising from complex parameters in the Lagrangian. In the Standard Model,

such phases enter only via the electroweak CKM mass mixing matrix, and are often

called \weak" phases. Such phases appear in Af and �A �f with opposite signs.

2. Those arising from contributions of intermediate on-shell states. Since such contribu-

tions usually dominated by strong interactions, these are often called \strong" phases.

Since they do not intrinsically violate CP such phases appear in Af and �A �f with like

signs.

If we separate each decay channels contribution to the amplitude into magnitude Ai,

\weak-phase" term ei�i and \strong-phase" term eiÆi we obtain:

j
�A �f

Af
j = j

P
iAie

iÆi��iP
iAie

iÆi+�i
j: (1.20)

From this we can set that \direct" CP violation only occurs if two terms with di�ering weak

phases acquire di�erent strong phases:

jAj2 � j �Aj2 = �2
X
i;j

AiAj sin(�i � �j) sin(Æi � Æj): (1.21)

Furthermore the rate asymmetry can be expressed in terms of the decay amplitudes:

af =
1� j �A=Aj2
1 + j �A=Aj2 (1.22)

Since the magnitude and \strong phase" of any amplitude involving strong interactions

at long distances is non-perturbative, it is e�ectively impossible to calculate such quantities

model independently, Thus it remains very diÆcult to relate observable \direct" CP violation

asymmetries to the underlying Standard Model parameters.
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1.3.2 CP Violation Purely in Mixing

As mentioned above, CP eigenstates are not identical to mass eigenstates. Or, in terms of

mixing parameters q and p:

jq
p
j2 = jM

�
12 � i

2
��12

M12 � i
2
�12

: (1.23)

In analogy with Eq. (1.22), the rate asymmetry for CP violation in mixing can be expressed

in terms of the mixing coeÆcients:

amix =
1� jq=pj4
1 + jq=pj4 : (1.24)

In order to relate \indirect" CP violation to fundamental CKM parameters it is necessary

to calculate �12 and M12. This involves large theoretical uncertainties, in particular those

owing to the hadronization models in the calculation of �12.

1.3.3 CP Violation in Interference Between Decays of Mixed and

Unmixed Mesons

In the case of neutral meson decays to CP eigenstates, the �nal state is accessible in both

X0 and �X0 decays. Thus, both mixing and decay amplitudes must be taken into account.

The quantity of interest is the � of Eq. (1.16). If we re-write � in terms of the magnitudes

and phases of the complex quantities q=p and �AfCP =AfCP we get:

� = jq=pjj �A �fCP =AfCP jei�CP : (1.25)

Where �CP is the relative phase between q=p and �A �fCP =AfCP .

In fact, as shown in Sec. 1.2.3 the time-dependent asymmetry for coherent neutral mesons

can be expressed in terms of � as:

afCP =
(1� j�fCP j2) cos(�Mt)� 2I�fCP sin(�Mt)

1 + j�fCP j2
: (1.26)
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Clearly it is possible to have CP violation with:

j�j = 1; I� 6= 0: (1.27)

In which case, Eq. (1.26) reduces considerably to:

afCP = �I�fCP sin(�Mt): (1.28)

Or, in terms of the CP violating phase �CP we have:

afCP = � sin(�CP ) sin(�Mt): (1.29)

Since �CP is simply the phase shift between the mixing and decay terms in the process

amplitude and is independent of their magnitudes it can be cleanly related to electroweak

parameters of the Lagrangian.

Thus, observation of CP violation in interference between decays and mixing with no

contribution from CP violation in decay o�er the best hope for directly extracting information

about the CKM matrix. Examples of such decays are modes dominated by a single CP-

violating phase.

We should also note that it is possible to decay to states that have CP self-conjugate

particle content, but are not CP eigenstates because the contain admixtures of various angular

momenta and hence di�erent parity. In some cases the amplitudes for each CP contribution

can be separated by means of angular analyses. Otherwise, we must average over the various

contributions.

1.4 Quark Mixing and CP Violation in the Standard

Model

\I still think it looks more the tree of the Cabbalah than a physics theory."
| C. Shalizi
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As stated in the introduction, the only source of CP violation in the Standard Model

is in the electroweak sector. We will proceed now with a brief summary of the important

features of the electroweak sector of the standard model and describe how they give rise to

CP violation.

1.4.1 Weak Interactions and the CKM Matrix

In the Standard Model, each quark generation consists of three multiplets:

QL
I = (

UL
I

DL
I ) = (3; 2)+1=6 (1.30)

uR
I = (3; 1)+2=3

dR
I = (3; 1)�1=3:

Here, for example (3; 1)+2=3 signi�es an SU(3)C triplet, SU(1)L singlet, with hyper-charge

Y = Q = T3 = +1=3. In the Standard Model, the interaction of quarks with the primordial

SU(1)L �elds, Aa, are describe by:

LW = �1

2
g �QL

I
��aQL
IA�

a: (1.31)

Furthermore, the interaction of quarks with the Standard Model Higgs scalar doublet � are

described by:

LY = �G �QL
I�dR

I � F �QL
I ~�uR

I +H:C:: (1.32)

In general F and G are 3 � 3 complex matrices. As described in Sec. 1.1.3, their complex

nature can introduce CP-violating terms into the coupling constants in the electroweak sector.

Spontaneous symmetry breaking, because of the non-zero Higgs vacuum expectation

value (h�i 6= 0), causes SU(2)LXU(1)Y ! U(1)EM . The result of which is that various
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members of quark doublet become distinguishable. Similarly, the primordial vector Bosons

become the more familiar electroweak carriers, W+;W�; Z0; 
.

After this transformation the charged current interactions in Eq. (1.31) are given by:

LW = �
r

1

2
g �uLI


�dL
IW �

+ +H:C:: (1.33)

Furthermore, mass-type (of the form �m���) terms arise from the replacement Re(�0) !q
1
2
(v +H0):

LM = �Md
�dL
IdR

I �Mu
�uLIuR

I ; (1.34)

where we have de�ned:

Md �
r

1

2
vG (1.35)

Mu �
r

1

2
vF:

Finally, if we want to transform to the mass eigenbasis, we must introduce a group of unitary

matrices VdR, VuR, VdL, and VuL such that:

Mdiag
d = VdLMdV

y
dR (1.36)

Mdiag
u = VuLMuV

y
uR:

Thus, in the mass eigenbasis, the charged current interaction is given by:

LW = �
r

1

2
g �uLI


� �V dL
IW �

+ +H:C:: (1.37)

where �V = VuLV
y
dL is the mass mixing matrix or Cabbibo-Kobayashi-Maskawa (henceforth

CKM) matrix [8]. The order (N = 3) of the CKM matrix is given by the number of quark

generations, and in general it has complex coeÆcients, for a total of 2N2 = 18 parameters.
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However, the unitarity requirements constrain N2 = 9 of those parameters. Furthermore,

we are free to rede�ne all but one (2N � 1 = 5) of the quark phases. Therefore, the CKM

matrix has a total of 18� 9� 5 = 4 free parameters. As a 3� 3 matrix, these can be de�ned

as three real rotations and a single complex phase. It is in fact, the irreductability of this

complex phase that permits CP violation.

1.4.2 Unitarity Conditions and Unitarity Triangles

As discussed above, the description of the CKM matrix requires 4 independent parameters.

Although many such descriptions are possible, two parameterizations occur in most of the

literature.

1. The \Standard" parameterization in terms of three Euler rotations [23], �12; �13; �23

and a complex phase Æ.

V =

0
@ c12c13 c12c13 s13e

�iÆ

�s12c23 � c12s23s13e
iÆ c12c23 � s12s23s13e

iÆ s23c13
s12s23 � c12c23s13e

iÆ �c12s23 � s12c23s13e
iÆ c23c13

1
A (1.38)

2. The Wolfenstein parameterization [24]. Basically an expansion in terms of the sin of

the Cabbibo angle [25], � � sin(�12), which uses the feature that s23 = O(�2) and

s13 = O(�3), to de�ne expansion co-eÆcients of order unity, A and � and complex

phase �,

V =

0
@ 1� �2=2 � A�3(�� i�)

�� 1� �2 A�2

A�3(1� �i�) �A�2 1

1
A ; (1.39)

which is accurate to O(�4).

The unitarity of the CKM matrix, V V y = 1, implies a some very useful relations.
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|VcdV*cb|

βγ

α

ρ

η
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Figure 1.4: The unitarity triangle for the B-meson system. The bottom �gure has been
rotated, all the sides have been divided by V �

cbVcd.

1. VijVkj = 0 for i 6= k: In terms of the various matrix elements:

VudV
�
us + VcdV

�
cs + VtdV

�
ts = 0 (1.40)

VusV
�
ub + VcdV

�
cb + VtdV

�
tb = 0

VudV
�
ub + VcdV

�
cb + VtdV

�
tb = 0:

Each of these expressions require three complex numbers to sum to zero, and can

thus be geometrical expressed as triangles in the complex plane. Such triangles are

called \unitarity triangles". The unitary triangle for the B-meson systems is shown in

Fig. 1.4.

2. A quantity J , the Jarlskog Parameter, exists such that

I[VijVklV �
ilV

�
kj] = J

X
m;n = 13�ikm�jln (1.41)

for all i; j; k; l = 1; 2; 3. In fact, by construction, the area of any of the unitarity

triangles is equal to J/2 [26, 27, 28].
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1.4.3 Measurements of the CKM Matrix Elements

Several constraint on the CKM matrix exist and we will summarize them here [29]. The

magnitude of �ve of the nine CKM matrix elements have been measured directly.

1. jVudj = 0:9736� 0:0010 has been measured using nuclear � decays.

2. jVusj = 0:2205 � 0:0018 has been measured using semi-leptonic kaon and hyperon

decays.

3. jVcdj = 0:224 � 0:016 has been measured via charm production in � and �� scattering

o� valence d quarks.

4. jVcsj = 1:01� 0:18 has been measured using semi-leptonic D decays.

5. jVcbj = 0:041� 0:003 has been measured using semi-leptonic B decays.

Additionally, two elements have been indirectly measured.

1. The ratio jVubj
jVcbj = 0:08�0:02 has been measured by observing the B semi-leptonic decay

spectrum near the kinematic end-point.

2. The quantity jV �
tbVtdj = 0:009� 0:003 has been measured using B0B0 mixing.

Finally, we note that unitarity conditions allow us to constrain some of the unmeasured

CKM terms, as well as to narrow the possible ranges for others. A global �t to current data

gives the following ranges.

jVijj =
0
@ 0:9742� 0:9757 0:219� 0:262 0:002� 0:005

0:219� 0:225 0:9734� 0:9749 0:037� 0:43
0:004� 0:014 0:035� 0:043 0:9990� 0:9993

1
A (1.42)
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1.4.4 The Neutral Kaon System

Neutral kaons are mesons with quark content K0 = s; �d, �K0 = �s; d. As discussed above, the

K0 and �K0 are able to mix with each other. In fact, since in the kaon system, decays to CP

eigenstates vastly dominate over \tagging" decays, the lifetimes di�er hugely between the

mass eigenstates, and it is more convenient to de�ne \long" and \short" mass eigenstates in

terms of their lifetimes:

�S = (8:927 +�0:009)� 10�11s (1.43)

�L = (5:17 +�0:04)� 10�8s;

where the subscripts S and L refer to the short and long-lived mass eigenstates:

jKSi = pjK0i+ qj �K0i; (1.44)

jKLi = pjK0i � qj �K0i;

such that ��K < 0 by construction. Furthermore, the kaon mass di�erence has been mea-

sured to be:

�mK �ML �MS = (3:491 +�0:009)� 10�15GeV=c2: (1.45)

From Eqs. (1.43 and 1.45) we see that:

��K � �2�mK : (1.46)

Furthermore, since the CP -violating e�ects in the kaon system are known to be small, it is

useful to work in terms of a series expansion of the phase �12, and to note that to �rst order,

�mK = 2jM12j (1.47)

��K = 2j�12j:



25

Which give us:

M12

�12
� �jM12

�12
jei�12 = �MK

��K
(1 + i�12): (1.48)

We go on to note that indirect CP violation has been observed in the kaon system in

complimentary ways.

1. Asymmetries in semi-leptonic K0
L
decays measure the quantity:

Æ(`) =
�(K0

L
! ��`+�)� �(K0

L
! �+`��)

�(K0
L ! ��`+�) + �(K0

L ! �+`��)
; (1.49)

and have found:

Æ(�) = (3:04� 0:25)� 10�3; Æ(e) = (3:33� 0:14)� 10�3[30]: (1.50)

2. Asymmetries in the two-pions channels,

�00 =
A(K0

L
! �0�0)

A(K0
S
! �0�0)

; (1.51)

�+� =
A(K0

L
! �+��)

A(K0
S ! �+��)

;

have also been measured:

j�00j = (2:275� 0:019)� 10�3; �00 = 43:5� 1:0Æ; (1.52)

j�+�j = (2:285� 0:019)� 10�3; �00 = 43:7� 0:6Æ:

Given these measurements, it is possible to separate the contributions from di�erent isospin

channels and construct two complex parameters "K and "0K whose real and imaginary parts

are sensitive to di�erent types of CP violation:

"K � 1

3
(�00 + 2�+�); "0K �

1

3
(�00 � �+�)[31]:
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Speci�cally R("K) and R("0K) respectively measure CP violation in mixing and decay, while

I("K) and I("0K) are both measure of CP violation in interference. As such, the "K and "0K

are can be used to constrain the CKM phase parameter. We will make use of this point in

Chapter 7, when we interpret our results within the context of the Standard Model.

1.4.5 The B-Meson System

The lightest neutral B-mesons have quark content B0 = b; �d, B0 = �b; d. In analogy with the

generic case, the mass eigenstates of the neutral B system can be de�ned as a superposition

of the 
avor eigenstates:

jBLi = pjB0i+ qjB0i (1.53)

jBHi = pjB0i � qjB0i;

and the mass and width di�erences are de�ned such that �md is positive:

�md �MH �ML; ��B � �H � �L: (1.54)

Because of the large mass of the b quark, the decays of B-mesons are dominated by \spec-

tator" type decays with the quark-level process b ! cW+ and its CP conjugate. In many

cases, such decays will result \tagging" �nal states such as B0 ! D+����� or B0 ! D+ ��.

As described above, the di�erence in width is produced by decays which are common

to the B0 and B0. The branching fractions for all of these modes are at or below 10�3.

Furthermore, since these modes contribute to ��B with varying signs, it is expected that

their sum will not greatly exceed the individual level. Thus, since the large majority of

neutral B-meson decay modes are speci�c to either B0 or B0 the relative di�erence in width
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is expect to be quite small:

��B=�B = O(10�2); (1.55)

and has not yet been observed.

In contrast, the mass di�erence �md arise from the quark masses and the CKM matrix

elements, and is comparable to the B0 width. The current world average is:

xd � �md=�Bd = 0:723 +�0:032: (1.56)

From Eqs. (1.56 and 1.14) we integrate of all times and obtains a result for the fraction of

B0B0 mesons which decay in a mixed state, �d;

�d � 1

2

xd
1 + xd2

: (1.57)

Which has been measured to be:

�d = 0:174� 0:015: (1.58)

Furthermore, from Eqs. (1.55 and 1.56) it is clear that:

��B � �mB: (1.59)

If we make the approximation that the widths of mass eigenstates are equal (�H = �L =

�B ) �� � 0), and re-write the time the mixing amplitudes in Eq. (1.14) reduce to:

g+(t) = e�iMte��t=2 cos�mdt=2 (1.60)

g�(t) = e�iMte��t=2i sin�mdt=2:

Finally, the CP phase from mixing is dominated by contribution for top quarks in the box

diagram and can be calculated quite accurately:

(
q

p
)
B

=
M�

12

jM12j =
V �
tbVtd
VtbV �

td

e2i�d: (1.61)
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These results will be used extensively in the next section to describe how CP violation arises

the in neutral B system.

1.4.6 CP Violation in the B-System

There exist a myriad of decay channels available to B-mesons, many of which carry con-

tributions from several di�erent diagrams. As such, the overall picture of CP violation in

the B-meson system is very complicated. To broach this subject, we will begin by classify-

ing various types of B decays to CP eigenstates according to how they might manifest CP

violation.

1. Decays dominated by a single term, such as b ! sss or b ! ccs. Since the direct CP

violation for such decays is expected to be small, these provide the cleanest method

for directly measuring CKM phases via CP violation in interference.

2. Decays with a large tree level term, and suppressed penguin contributions, such as

b ! ccd or b ! uud. To the extent that direct CP contribution from the penguin

terms can be estimated the asymmetries for these decays can be related to CKM

phases.

3. Decays with highly suppressed or null tree contributions, such as b ! uus, b ! ssd

or b ! =
. The possibility for relatively large cross terms between various penguins

loops and tree diagrams allow several competing CP violating terms and signi�cantly

complicate analyses.

The particular analyses described in this dissertation are of the �rst type, namely decays

with underlying quark content, b ! ccs. In fact, they are all varieties of B !  K0
S. Such
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process are all dominated by the internal W tree diagram, and contributes an amplitude

ratio:
�A K0

A K0

= � k0(
VcbV

�
cs

V �
cbVcs

): (1.62)

A critical element of such decays is the subsequent kaon mixing. Since B0 ! K0 and B0

! �K0, we must also consider the contribution to � from the kaon appearing as a K0
S rather

that a K0
L
:

(
q

p
)
K

=
VcsV

�
cd

V �
csVcd

e�2i�K : (1.63)

So then, taking equations Eqs. (1.62, 1.63 and 1.61) we �nd:

�(B !  K0
S) = �K0

S
(
VtdV

�
tb

V �tdVtb
)(VcbV

�
cs

V �cbVcs
)(
VcsV �cd
V �csVcd

) (1.64)

I� K0
S
= sin 2�:

Alternatively, we can arrive at the result of Eq. (1.64) by observing the relevant CP phase

�cp for such decays is VtdV
�
tbVcbV

�
cd. By consulting Fig. 1.4, we see that this corresponds to

the angle �. Taking into account a factor of two for the sign change between B0 and B0

�nally states, we get:

�cp[ K
0
S ] = 2� (1.65)

I� K0
S
= sin 2�:

Finally, we note that it is possible to reproduce the above argument with decays involving

an intermediate K�0, provided that the K�0 decays to a CP eigenstate such as K0
S
�0, rather

that a 
avor eigenstate such as K+ ��. However, since the K�0 is a vector particle, this

decay chain has contributions from di�erent angular momentum states, which must either

by separated out or averaged over [33].
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1.5 Using B-Meson Decays to Measure CP Violation

\I thought you just turned on the anti-gravity during earthquakes."
| J. Buetens

Now that we have discussed the origins of CP violation in the B-meson system, we proceed

with a describe of the basic technique used to measure the resulting CP decay asymmetries.

Some critical observations need to be made at this point.

1. In order to produce coherent B0B0 pairs, the energy in the center of mass (CM) frame

must be below the threshold for production of hadronization pions. Otherwise the

phase shifts from hadronization process would break the coherence of the B-mesons.

2. Since the lifetimes of B-mesons are too short to resolve temporarily, we can only mea-

sure the time structure of B0B0 decays indirectly; by using the distance of 
ight from

creation to decay. In order to do this, the B-mesons must have signi�cant momentum

in the lab frame.

Therefore, we immediately conclude that the ideal conditions for studying the time-structure

of CP decays require a CM frame that is boosted relative to the lab frame. This leads

immediately to the concept of an asymmetric collider, as discussed in Sec. 2.2.

From that point, these basic steps involved in measuring time-dependent CP violation

with B-mesons.

1. Reconstructing a three samples of B decays, Brec. We reconstruct a measurement

sample of B decays to CP eigenstates (BCP ) and two control samples: B0 decays to


avor eigenstates (Bflav), and B
� decays (B�). Event selection is described in Chapter

3.
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2. Flavor-tagging the non-reconstructed B-meson (Btag) in each event. Flavor tagging is

described in Chapter 5.

3. Measuring the proper-time di�erence �t between the two B decays (Brec and Btag) in

each event. The �t measurement is described in Chapter 4.

4. Fitting the resulting decay time distributions to extract physics parameters. Various

parts of the �tting procedure are discussed in Chapters 3, 4, and 5; however the �nal

�tting procedure and results are presented in Chapter 6.

The rest of this section brie
y describes these methods and the experimental issues as-

sociated with each part of the process. For clarity and concreteness, we will present this

discussion in terms of the decay time Probability Density Functions (PDF's) which will

eventually be used to extract sin2� using a maximum likelihood �t.

1.5.1 Decay Time Distributions

The starting point for any eventual �t of the data are the theoretical �t distribution for

di�erent combinations of reconstructed (Brec) and tagged (Btag) B-mesons. In all cases,

the �t distributions for 
avor mixing and CP-violating e�ects that we are studying can be

described as complimentary modulations of double-sided exponential e�j�tj=� .

� For B� decays, the decay rate distributions f� are simply:

f�(�t; Brec; Btagj�B+) = (1
2
)rec(

1
2
)tag

e
�j�tj=�

B+

2�B+
(1.66)

A�(�t) = 0:
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Figure 1.5: Theoretical decay time di�erence distributions. Top: B� events. Bottom left:
Bflav events, unmixed (mixed) event are show as the darker (lighter) line. Bottom right: CP
events, events with a B0 (B0) on the tag side are shown as the darker (lighter) line. For all
plots we used �B+ = 1:67 ps, �B0 = 1:54 ps, �md = 0:472 ps�1 and sin2� = 0:7.
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� For B0 decays to 
avored states, the decay rate distributions fflav are:

fflav(�t; Brec; Btagj�B0 ;�md) = (1
2
)rec(

1
2
)tag

e
�j�tj=�

B0

2�B0
(1.67)

�[1 + Smix cos�md�t]

Aflav(�t) = cos (�md�t);

where Smix = +1(�1) for unmixed (mixed) events.

� Finally, for decays to CP eigenstates, the decay rate distributions fcp are:

fCP (�t; Btagj�B0 ;�md; �) = (
1

2
)tag

e�j�tj=�B0

2�B0

(1.68)

�[1� �f _Scp sin2� sin (�md�t)]

ACP (�t) = ��f sin2� sin (�md�t);

where Scp = +1(�1) for events where the Btag is a B
0 (B0), and we have made use of

the fact that j�j � 1.

All three of these distributions are shown in Fig. 1.5.

Clearly, all of three of these distributions are of the general form:

f(�t) = f0(�t)[1� fmod(�t)] (1.69)

where

f0(�t) =
e�j�tj=�

2�
(1.70)

and fmod(�t) depends on the type of event. This particular formulation will be quite useful

later.
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1.5.2 Reconstructing the CP Sample

As we can see from Eqs. (1.66, 1.67 and 1.68), the decay time distribution of B-mesons varies

depending on the CP and 
avor properties of the decay channel of the event.

Furthermore, given the relative rarity (branching ratios of O(10�3)) of decays to CP

eigenstates, is not possible to extract a completely pure sample of such events. The selected

CP event sample is inevitably contaminated by backgrounds from a variety of sources.

Therefore, from the point of view of extracting physics information from a selected event

it is expedient to construct the probability that the event of the signal type as a function of a

discrimination variable m. In terms of the signal G (m) and background A (m) distributions

we have:

Psig(m) = fg � G(m)

G(m) +A(m)
(1.71)

Pbkg(m) = (1� fg)� A(m)

G(m) +A(m)

where fg is the fraction of signal events in the entire sample. Furthermore, if we denote the

parameters of G and A by �̂ then the combined probability to observe an event with m;�t

given a particular set of physics quantities 
̂ (sin2�, �md, �) is:

F (m;�t ; �̂; 
̂) = Psig(m; �̂)� fg(�t j
̂) + Pbkg(m; �̂)� fbkg(�t); (1.72)

where fbkg(�t) is the �t distribution for background events.

Thus, to properly account for the presence of backgrounds in our event sample we will

need to:

1. Preselect signal enriched events.

2. De�ne a variable for discriminating signal events: m.
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Figure 1.6: Decay time di�erence distributions for B0B0 with \realistic" tagging performance.
The left plot show the distributions for Bflav events tagged as unmixed (mixed) as the darker
(lighter) line. The right plot shows the distributions for CP events with a B0 (B0) on the tag
side as the darker (lighter) line.

3. Measure the signal and background distributions of m on the preselected events.

4. Model the �t distributions for background events which pass the pre-selection.

The �rst three items are described in Chapter 3, while the last is described in Secs. 4.6.1

and 5.5.2.

1.5.3 B Flavor Tagging

After reconstructing a B decay to a CP eigenstate, we need to determine the 
avor of the

other B (Btag) in the event. We do this by looking for one of several decay signatures (such

as leptons from semi-leptonic decays) which would indicate the 
avor of Btag. In practice,

tagging is complicated as we must consider a variety of possible decay signature with di�erent

power for separating B0 and B0 tag-side decays.

Given a \tagging variable" x derived from such an analysis, we can construct the prob-

ability that the Btag in a particular event decayed as a B0 or as a B0 as a function of
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x:

P (B0jx) = f(x)

f(x) + �f(x)
(1.73)

P (B0jx) =
�f(x)

f(x) + �f(x)
;

where

f(x) � f(xjB0) (1.74)

�f(x) = f(xjB0): (1.75)

Furthermore, in analogy to Eq. (1.72) the combined probability to observe an event with

x;�t given 
̂ is:

F(x;�t j
̂) = f(x)� f(�t j
̂; B0) + �f(x)� f(�t j
̂; B0) (1.76)

A signi�cant complication arises because we do not know a priori the 
avor of the tagging

meson or f(xjB0) and f(xjB0). This is particular important since sin2� is simply the

magnitude of the undiluted decay asymmetry. Therefore any error in modeling the tagging

performance translates directly to an error on sin2�. In Chapter 5 we describe how we use

the data to extract f(x) and �f(x).

The non-perfect tagging performance has the e�ect of washing out asymmetries. To

illustrate this, decay time di�erence distribution with the e�ects of tagging are shown in

Fig. 1.6.

1.5.4 �t Reconstruction

In order to be able to study the decay time distributions it is of course crucial to measure

the proper time di�erence between the decays of the two B mesons. In principle it is not



37

 T (ps)∆
-20 -15 -10 -5 0 5 10 15 20

P
ro

b
ab

ilt
y 

/ 0
.4

 p
s

0

0.2

0.4

0.6

0.8

1

 T (ps)∆
-20 -15 -10 -5 0 5 10 15 20

P
ro

b
ab

ilt
y 

/ 0
.4

 p
s

0

0.1

0.2

0.3

0.4

0.5

0.6

Figure 1.7: Decay time di�erence distributions for B0B0 with \realistic" vertexing perfor-
mance. The left plot show the distributions for Bflav events tagged as unmixed (mixed) as
the darker (lighter) line. The right plot shows the distributions for CP events with a B0 (B0)
on the tag side as the darker (lighter) line.

possible to do this with perfect accuracy. Therefore we must model our �t reconstruction

with a resolution function R(Æ�t) and resolution parameters �̂.

Æt � �t��ttrue (1.77)

R(Æt; �̂) � f(Æt)

f(�t) = R(Æt; �̂)
 f(�ttrue)

In chapter 4 we describe how we use the data to extract R(Æt).

The non-perfect vertexing performance has the e�ect of washing out asymmetries. To

illustrate this, decay time di�erence distributions with the e�ect of detector resolution are

shown in Fig. 1.7.
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Parameter Event Samples Value

�B+ B� 1:548� 0:032 ps
�B0 Bflav, CP 1:653� 0:028 ps
�md Bflav, CP 0:472� 0:017 ps�1

sin2� CP -

Table 1.2: Physics parameters measured; with relevant event samples and current world
averages..

1.5.5 Extracting sin2� From the Decay Time Distributions

So the �nal decay time distribution, accounting for detector resolution and tagging dilutions

will have the form:

f(�t; x;m; �̂j
̂) = fsig(m)�F(x;�t j
̂)
Rsig(Æ�t; �̂) (1.78)

+fbkg(m)� [fbkg(�t; x)]

We use the B0B0 decays to \tagging" states (Bflav sample) to measure the tagging per-

formance. By simultaneously �tting the \mixing" (Eq. (1.67)) and \CP \ (Eq. (1.68)) time

distributions, we use the time dependence of the mixed-unmixed asymmetry to the constrain

our model of the tagging performance. This technique takes advantage of the knowledge that

the mixing asymmetry has unit amplitude.

Furthermore, we also use all three event samples to constrain the �t resolution function.

Doing so takes advantage of precision measurements of B-lifetimes.

In order to correctly use out calibration samples and also to properly �t sin2� we require

accurate knowledge of the B lifetimes and �md. In fact, we can also use the Bflav and B
�

calibrations samples to help extract these quantities. Tab. 1.5.5 lists the various physics

parameters we will consider, as well as sensitive event samples and current world averages

for each.
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We will use a maximum likelihood �t to extract the physics quantities of interest. In

fact, we will use a simultaneous �t to all three data samples (CP , Bflav, and B
�). As such,

our likelihood function will consist of:

L = LCP + Lflav + L�: (1.79)
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Chapter 2

The BABAR Detector

\Green pants"
| M. Bland, \Salient Features of Elephants"

This chapter provides a brief description of the experimental apparatus; namely the

PEP-II storage ring and the BABAR detector. As such, the main goals of this chapter are:

� to show how the experimental design was motivated by physics goals;

� to detail aspects of detector performance that are relevant to the measurements de-

scribed in this dissertation;

� to describe those aspects of the data acquisition, processing and storage that are di-

rectly relevant to the analyses described in this dissertation.

A much more complete description of the Pep-II storage ring and BABAR detector are

available in [35].

For now we start with statements of the requirements for both the accelerator and the

detector in Sec. 2.1. We then proceed with descriptions of the accelerator and various sub-

detectors in Sec. 2.2 to Sec. 2.10. We will describe various design considerations, brie
y

detail the reconstruction algorithms used on the data, and compare measured and expected



41

performance. Finally, we will give a brief overview of the computing infrastructure which

transforms the data to a form suitable for physics analysis in Secs. 2.11, 2.12 and 2.13.

2.1 Accelerator and Detector Requirements

\�¥â¨â, ¦ã¦¦¨â, á¢¥àª ¥â. . ."
| I.Zaks and B.Ratinov

Experimentally, the most fundamental point about studying CP violation in the bb sys-

tem is that such studies require isolating events in rare decay channels. This is a direct

consequence of the statement made in Sec. 1.4.5 that only a very small fraction of neutral

B-mesons decay to CP eigenstates.

1. Large CP asymmetries may be measured at the 10% level with a few hundred events

in the appropriate channel.

2. Exclusive B-meson �nal states useful for CP measurement smal have branching ratios,

eg. � 10�5 for J= K0
S.

3. The cross section for bb production at the � (4S) resonance is � 1 nb.

4. We expect a 10 year experimental run, with � 107 s of data taken each year.

These numbers imply that the collider should produce in excess of 107 B0 �B0 pairs. Given

the cross section and length of the experimental run, this sets a design luminosity of a few

�1033 cm�2s�1. As a �gure of comparison, the CESR storage ring at Cornell achieved a

record luminosity of O(1033 cm�2s�1).

Independently of the nature of the accelerator, the detector must ful�ll certain require-

ments dictated by the nature ofB-meson decays and by the goal of measuring time-dependent
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B decays. To understand these requirement, let us �rst re-iterate the basic ingredients of

measuring a time-dependent asymmetry as described in Sec. 1.5.

1. Isolating a sample of B-meson decays both to CP eigenstates and to \tagging" states

by full reconstruction.

2. Flavor tagging the non-reconstructed B-meson in each event by looking at the topology

and nature of the remaining particles in the event

3. Reconstructing �t, the di�erence in proper time between the decays of the two B-

mesons in each event.

Since B-mesons decay in a myriad of channels, only a few of which it is feasible to exclu-

sively reconstruct, good detection and resolution of the energy and momentum of particles

in the detector is essential in isolating a clean sample of events for further studies. Thus,

exclusive reconstruction implies these requirements.

1. Charged particle tracking down to pt � 60MeV=c.

2. Photon and �0 detection over the range � 20MeV < E <� 5GeV.

3. A minimal amount of material in the active region, so as to avoid resolution loss due

to multiple scattering.

4. Particle identi�cation with good �-K separation to distinguish between �nal states

such as B0 ! �+�� and B0 ! K��� and to control background in reconstruction of

cascade D-meson decays.

5. The ability to identify neutral hadrons for reconstructing channels such as B0 !

J= K0
L.
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For the purposes of 
avor tagging the crucial requirement is discrimination between e, �,

�, K and p over a wide kinematic range.

The time scale of interest for studying CP violation is set by the B and D-meson lifetimes,

O(1 ps). For relativistic particles this implies a length scale of O(300�m). Clearly it is

desirable for the vertex resolution to be signi�cantly smaller.

2.2 The PEP-II Asymmetric Collider

\Il collisione des montres suisses et parfois ca donne des avions."
| K. Oddoux

There exist several excellent reasons for using an asymmetric e+e� collider operating at

the � (4S) to study CP violation in the B-meson system [37, 38].

1. The low Q-value of the � (4S)! B0B0 decay implies that the B-mesons are produced

essentially at rest in the center of mass frame. This simpli�es the event topoplogies.

2. The beam energy asymmetry produces a moving center-of-mass system in the labora-

tory frame which allows the B meson decay lengths to be measured, as discussed in

Sec. 1.5.

3. The � (4S) mass is below the threshold for the production of any fragmentation prod-

ucts in decays to B0B0. Cosequently, B-mesons are produced in coherent pairs. As

describe in Sec. 1.2.3 this is a huge aide in measuring the decay time structure.

4. The absence of fragmentation products also implies that certain kinematical quatities

such as the four-momenutum of the B0B0 system and the momentum magnitudes of

the B-mesons in the center-of-mass frame are precisely constrainted. Such constraints

are extremely useful in background suppresion.
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5. There is a high signal-to-background ratio with �b=�TOT ' 0:28

6. The events are very clean compared to hadronic colliders, having a charged track

multiplicity of � 11. This allows measurements to be made in many more channels.

7. Even with high luminoisties, the interaction rate is low. Physics events occur at � 10

Hz. This reduces the radiation dose su�ered by the innermost detector component,

the data
ow bandwith requiremenst, and the readout trigger requirements.

These advantages having been enumerated, we proceed with a description of the PEP-II

accellerator.

2.2.1 PEP-II Description and Cross-Sections

We list here the basic feature of the PDP-II storage ring.

1. PEP-II consists of two 400m diameter storage rings with counter-rotating beams. The

High Energy Ring (or HER) stores 9 GeV electrons while the Low Energy Ring (or

LER) stores 3.1 GeV positrons. These energies produce a boost in the laboratory

frame for the resulting B-mesons of �
 = 0:56.

2. Both types of particles are injected into the machine from the SLAC linac.

3. The design luminosity goal is 3 � 1033 cm�2s�1. At the densities required to achieve

the design luminosity, the beams have a lifetime on the order of � 1 hour.

Taking into account the experimental acceptance, the e�ective cross-sections for the

production of fermion pairs at the � (4S) are shown in Tab. 2.2.1 [39]. The uncertainty on

these value is less than 0.1 nb.
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e+e� ! Cross-section (nb)

b�b 1.05
c�c 1.30
s�s 0.35
u�u 1.39
d �d 0.35

�+�� 0.94
�+�� 1.16
e+e� � 40

Table 2.1: Production cross-sections at
p
s =M(� (4S))..

Clearly, at a luminosity of 3� 1033 cm�2s�1 these numbers imply a total hadronic event

rate of � 10 Hz.

Finally, there remains the outstanding issue of the magnitude of the boost from the lab to

the center of mass frame. Selecting the best boost for physics performance requires balancing

two con
icting e�ects.

1. The average B 
ight distance and thus the average �z is � 
�c� , where 
� is the

magnitude of the Lorentz boost. Thus increasing the boost increases the B decay

vertex separation and makes it easier to resolve the two vertices.

2. The asymmetric beam energies cause the decay products to be boosted forward in

the laboratory frame, thus decreasing the acceptance in the center of mass frame.

Furthermore, the high luminosity of PEP-II requires accelerator components and pro-

duces high radiation levels very close to the interaction region. Both of these facts

preclude placing active detector elements very close to the interaction point and limit

the detector acceptance. Therefore, choosing too large a boost could degrade physics

performance by allowing too many particles to escape undetected through the dead
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Figure 2.1: A plan view of the interaction region. The vertical scale is exaggerated. The
dashed lines indicate the beam stay-clear envelopes and the detector acceptance cuto� at
300mr.

region near the forward beam axis.

2.2.2 The Interaction Region

The high luminosity and asymmetry of the PEP-II machine require an unconventional in-

teraction region design. The layout of the interaction region is shown in Fig. 2.1 [36].

From the point of view of the work described in this dissertation, the primary point is

that there are several magnets located in what would be active detection volume in most

other collider physics detectors.
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The reasons for these magnets are.

1. The primary impediment to achieving currents of the required magnitude are beam-

beam interference e�ects and related beam instabilities.

2. Such beam-beam e�ects can be reduced by dividing the circulating charge into a large

number of low charge bunches spaced by 124 cm.

3. Therefore, the two beams must be brought together and re-separated within 62 cm of

the interaction point (IP) to avoid spurious collisions between out of phase bunches.

4. Furthermore, strong focusing of the beams near the IP is required to obtain design

luminosity.

Collision and re-separation is achieved by placing bending dipoles(B1) 20 cm from the

IP in both directions to displace the beams horizontally. Because of the energy asymmetry,

the two beams are de
ected di�erent amounts and miss each other at the potential spurious

interaction points. The B1 magnets are entirely within the BABAR detector volume. In fact,

the SVT is mounted on them.

Strong focusing of the beams is achieved by an array of focusing quadruples near to the

IP. Most importantly, the innermost focusing magnet (Q1) is common to both beams and

partially enters the detector volume. Furthermore the support tube for the Q1 magnets runs

through the center of the detector between the DCH and the SVT.

Finally we note that the detector axis and the collision axis are not exactly coincident.

Rather, the collision axis is o�set by 20 mrad about the vertical so as to reduce orbit

distortion e�ects due to the the e�ect of the detector's solenoidal magnetic �eld on the

outgoing beams.
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2.2.3 Machine Backgrounds

As stated above, the beam currents at PEP-II are much larger that in existing accelerators.

Consequently, a major challenge to achieve background rates similar to those of existing

colliders while circulating an order of magnitude higher beam currents. If the background is

too high, the detector can su�er from excessive occupancy and/or radiation damage.

The major points about the machine backgrounds are.

1. The background is not uniform, but much higher in the plane of the PEP-II rings. This

is because synchrotron radiation is emitted along the beam direction during bending

and focusing.

2. The silicon detector performance will degraded steadily with integrated dose; complete

failure due to type inversion is expected at about 2 MRad.

3. While under bias, the various electronics can be damaged by very high instantaneous

doses, of the type associated with beam injection and beam loss event.

An interlock and beam abort system has been implemented to monitor the radiation level

and protect the detector.

Tab. 2.2.3 lists some important background radiation parameters. In particular we note

that the occupancy in the inner layer of the detector can be very high. Such high occupan-

cies signi�cantly increase the diÆculty of reconstruction the events and generally degrade

performance.

2.3 Detector Overview

\Physicists are so lucky, all those cool toys."
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Silicon Tracker Drift Chamber
Average First layer Average First layer

Occupancy 1.3% 3.0% 0.05% 0.5%
Limit 20% 20% 10% 10%

Rad. dose (yr) 33 krad 82 krad 4� 10�4 C/ cm 4:5� 10�3 C/ cm
Limit 1500 krad 1500 krad 0.1 C/ cm 0.1 C/ cm

Table 2.2: Occupancy levels and radiation doses from lost beam particle backgrounds in the
tracking system of the BABAR experiment..

Parameter Value [36]

Tracking coverage (/4�) 0.92
�pt=pt (%) (1 GeV pions at 90Æ) 0.36
�z0 (�m) (1 GeV pions at 90Æ) 52
Calorimetry coverage (/4�) 0.90
X0 in front of Calorimeter (at 90Æ) 0.25
�E=E (%) (1 GeV 
 at all angles) 1.8

 eÆciency within acceptance (at 100 MeV) 0.92
Charged Hadron ID coverage (/4�) 0.84

Table 2.3: Detector design performance parameters. Acceptance coverages are quoted for the
center of mass system..

| C. Perkins

The BABAR detector was designed to ful�ll all of the requirements describe in Sec. 2.1. A

cut-away picture of the detector is shown in Fig. 2.2, and the most salient detector parameters

are shown in Tab. 2.3.

There are several BABAR subsystems.

1. The Silicon Vertex Tracker (SVT) is a silicon micro-strip detector designed to provide

very accurate position information for charged tracks. Additionally, it is the primary

tracking device for charged particles with momentum below � 130MeV, and has some
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Figure 2.2: Layout of the BABAR detector. See text for key.
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particle identi�cation power through speci�c ionization (dE=dx) measurements.

2. The Drift Chamber (DCH) is a wire chamber with helium based gas mixture. It

provides the primary tracking device for most charged particle. It also contributes

dE=dx information.

3. The Detector of Internally Re
ected Cherenkov light (DIRC) is an imaging Cherenkov

detector designed for charged hadron particle identi�cation.

4. The Electromagnetic Calorimeter (EMC) is a cesium-iodide crystal calorimeter. It is

designed to detect neutral electromagnetic particles and to provide particle identi�ca-

tion information based on energy deposition topologies.

5. A super-conducting solenoid produces a 1.5T magnetic �eld for pt measurement.

6. The Instrumented Flux Return (IFR), serves as the return yoke for the magnetic �eld,

and provides muon and neutral hadron identi�cation.

In addition to the hardware components of the detector, signi�cant resources are required

to be acquire, process, store, and analyze the data.

2.4 The Silicon Vertex Tracker

\It will take four months to complete: June, July, September, October."
| F. Forti

The innermost BABAR sub-detector is the Silicon Vertex Tracker (SVT). The primary

purpose of the SVT is to reconstruct the B-meson decay vertices so that the time di�erence

between them can be measured. The active elements of the SVT are silicon microstrip
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detectors. Their geometry, layout and design parameters are detailed in Sec. 2.4.1. The

SVT data readout chain is brie
y described in Sec. 2.4.2, and the performance of the SVT

is detailed in Sec. 2.4.4.

There are several major design considerations for the SVT.

1. The mean B vertex separation at PEP-II is � 250�m. Monte Carlo studies show [41]

that measurements of quantities such as time-dependent asymmetries, B 
avor mixing

and B lifetime measurements require the relative vertex resolution to be better than

50%. This corresponds to a single vertex resolution of better than 80�m.

2. Multiple scattering limits the track resolution for the SVT, independent of the point

resolution. Studies show that point resolutions 10-15�m (30-40�m) in the inner (outer)

layers give intrinsic track resolutions comparable to the multiply scattering limit for

700MeV=c pT tracks at 90Æ [42].

3. The innermost points on a track will always provide the most vertex information, owing

both to a smaller lever arm and less multiple scattering.

4. Charged particles with pT < 130MeV=c do not penetrate far enough to be reconstructed

in the DCH. Such tracks must be reconstructed using only information from the SVT.

5. The DIRC performance depends crucially on accurately measuring z and polar angles

high momentum tracks, so that they may be accurately projected into the DIRC, in

order to correctly reconstruct the Cherenkov ring. For many momentum regimes the

resolution on these quantities is dominated by the SVT.

To ful�ll these goals, SVT has 5 layers of silicon microstrip detectors. The inner two
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Figure 2.3: Cross-sectional view of the BABAR Silicon Vertex Tracker in a plane containing
the beam axis.

layers are the most important for impact parameter measurements since they are the closest

to the interaction point. The outer two layers are useful for alignment with tracks detected

in the drift chamber. The middle layer gives extra tracking information, particularly for

charged particles that do not reach the drift chamber. A study was made to determine how

best to optimize the resolution of the di�erent layers and can be found in [42].

2.4.1 SVT Detector Layout

As stated about, the SVT consists of �ve concentric cylindrical layers of double-sided silicon

detectors. The layout is shown in Figs. 2.3 and 2.4. There are several important features of
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x

y

Figure 2.4: Cross-sectional view of the BABAR Silicon Vertex Tracker in the plane orthogonal
to the beam axis.

the SVT layout.

1. Each layer consists of several modules evenly spaced about the azimuth. The layers

have 6, 6, 6, 16 and 18 modules respectively.

2. While the inner layers are fully cylindrical, the modules in the outer layer have an arch-

like structure which increases the solid angle coverage and reduces the track incidence

angles in the polar regions.

3. Each module is divided into forward and backward half-modules which are kept elec-

trically isolated from one another.

4. The half-modules each contain between two and four detectors, depending on which

layer they are situated in.
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Layer 1 2 3 4a 4b 5a 5b
Radius (mm) 32 40 54 124 127 140 144
Modules/Layer 6 6 6 8 8 9 9
Wafers/Module 4 4 6 7 7 8 8

Readout pitch (�m)
� 50 55 55 80{100 80{100
z 100 100 100 210 210

Intrinsic Resol.(�m)
� 10 10 10 10{12 10{12
z 12 12 12 25 25

Table 2.4: Some parameters of the SVT layout..

5. The inner sides of the detectors have strips running perpendicular to the beam direction

to measure the z coordinate, while the outer sides have strips orthogonal to the z strips

to measure the � coordinate.

6. In total there are 340 silicon detectors covering an area of � 1m2 and about 150,000

readout channels. The parameters of each layer are shown in Tab. 2.4.1.

7. The inner two layers are the most important for impact parameter measurements since

they are the closest to the interaction point. Thus they require good point resolution.

For this reason the �(z) strips in the inner have a inter-strip pitch of 50(100)�m.

2.4.2 SVT Readout

Like all silicon microstrip detectors, the SVT modules function by measuring a current

induced by the production of ionization electrons in the silicon substrate of the detectors.

Each of the SVT detectors is 300�m thick, implying an average ionization of about 22000e�

or 3:5fC for a minimum-ionizing particle.
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The induced signals from the strips are ampli�ed and shaped before being compared

with a threshold. The time which a signal spends over the threshold is approximately

logarithmically related to the charge induced on the strip. An advantage of this \time

over threshold"(TOT) method is a re-mapping of the dynamic range due to the logarithm

relationship. More information about smaller signals is available, which is exactly what is

needed both for better position determination and particle identi�cation.

The number of channels, occupancy from electronics noise and beam-induced back-

grounds, and bandwidth limitations preclude transferring every hit of the detector. Rather,

the threshold state of each channel is polled every 66ns and temporarily bu�ered in antici-

pation of a transfer request generated by a level 1 trigger.

Subsequent to a level 1 trigger accept, channel, timestamp and TOT information for

each hit is digitized and transferred to the o�-detector electronics for inclusion in the event-

building process.

2.4.3 SVT Reconstruction

Several steps are performed on the SVT data before they are used in track-making:

1. Application of TOT calibration on the strip level; the ionized charge is calculated

separately for every single strip.

2. Clustering of adjacent strips with hits near the trigger time. The cluster position is

calculated as the centroid of the charge deposited. Using the centroid has been shown

to improve the spatial resolution for two-strip clusters.

3. Rejection of clusters whose total charge is less than about 25% of that expected from

a minimum ionizing particle. This rejects hits from electronics noise and low energy
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photons from beam-backgrounds.

The use of the SVT data in track �nding and �tting is described in Sec. 2.6.

2.4.4 SVT Performance

The SVT has performed very well from the begin of data taking to present. The only

signi�cant performance problems are associated with data-readout sections which were failed

during the installation process, either from insuÆcient static-electric precautions, or from

broken electrical connections. In all 10 (out of 204) readout sections have failed thus far.

Fig. 2.5 shows the uniform high eÆciency throughout the SVT. As stated in Sec. 2.4 the

measured eÆciency of over 95% permits stand-alone track-�nding in the SVT. Furthermore,

Fig. 2.5 also show the single hit resolution for z and � hits respectively. These measures are

near or better than design speci�cations.

2.5 The Drift Chamber

\We mentioned that David invented the T.P.C. [Time Projection Chamber] and he started
talking about Star Trek."

| B. Cederstrom

The BABAR drift chamber is the primary tracking device of the detector. As such, it

must be able to accurately reconstruct events having 12 or more charged tracks, even in the

presence of beam-related backgrounds. The DCH functions by collecting electrons ionized by

the passage of charged particle through a gas mixture [43]. Secs. 2.5.1 and 2.5.2 respectively

describe the layout and electronics readout of the DCH. A more detailed description can

of these features may found in Ref.[44]. Finally, the current performance of the DCH is

described in Sec. 2.5.4.
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Figure 2.5: SVT performance plots. The top plot shows the single hit eÆciency across the
SVT, the bottom plots show the z (left) and � (right) single hit resolutions by layer and
incident angle. All three plots are for a typical run (14558)
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Before we move on to the details, we list the major design considerations for the DCH

are.

1. It must be highly eÆcient for charged tracks with a transverse momentum of greater

than 130MeV=c. In part, this means that the DCH must have an angular acceptance

right down to the machine components at 300mrad.

2. In order to be able to accurately propagate tracks both inwards to the SVT and outward

to the DIRC, the DCH spatial resolution in x � y for single hits must be better than

140�m.

3. In order to provide accurate PID information for low momentum tracks which do not

reach the outer sub-detectors, the DCH must measure dE=dx through ionization with

a resolution of 7%.

4. In order to accurately reconstruct B decays, the DCH must achieve momentum reso-

lution of �pT � 0:3%� pT for tracks with pT > 1 GeV/c.

5. So as not to compromise the performance of the outer sub-detectors, the DCH must

present a minimal amount of material. Thus, it was built using lightweight materials

and uses a helium based gas mixture. Furthermore, the readout electronics are mounted

on the rear end-plate in order to reduce the amount of material in the forward region.

6. Finally, the drift chamber serves as one of the principle inputs for the triggers.

2.5.1 DCH Detector Layout

We list here the basic dimensions of the drift chamber.
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Figure 2.6: A side view of the BABAR drift chamber. The o�set in z with respect to the IP
is to take account of the collision asymmetry. All dimensions are in mm.

1. It is a 280 cm long cylinder.

2. The inner radius is 23.6 cm and an outer radius of 80.9 cm.

3. The end-plates are made of aluminum with the forward (backward) end-plate being

12mm (24mm) thick.

4. The inner cylinder is 1mm or 0.28% X0 of beryllium.

5. the outer cylinder consists of 2 layers of carbon �ber on a Nomex core, or 1.5% X0.

A schematic side view of the DCH is shown in Fig. 2.6.

The main details of the drift cells and DCH layout are:

1. The DCH consists of 7104 hexagonal drift cells, whose typical size is 1.2 � 1.8 cm2.

2. The drift cells are groups in 10 superlayers, each consisting of 4 layers.
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Figure 2.7: Cell layout in the BABAR drift chamber.

3. So as to provide so z and polar angle information, Axial(A) and stereo(U,V) superlayers

alternate according to the pattern shown in Fig. 2.7

4. The stereo angle increases with radius from 40mrad to 70mrad.

5. The sense wires are 20�m gold-plated tungsten-rhenium and nominally carry 1960 V.

6. The �eld wires are 120�m and 80�m gold-plated aluminum. Field wires at superlayer

boundaries carry 340 V, while all others are grounded.

7. The gas mixture is chosen to provide good spatial and dE=dx resolution with minimal

material and is a helium-isobutane (80%:20%) mixture.

8. The gas and wires correspond to 0.3% X0 for a track at 90Æ [45].
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2.5.2 DCH Readout

The main requirement of the BABAR DCH electronics is that they not degrade the perfor-

mance of the chamber by more than 10%. When measuring drift-time, the electronics looks

for the leading edge of the signal from the charge that arrived at the sense wire. The time

is then digitized with a resolution of 1 ns. For dE=dx measurements, the total charge in the

pulse is summed.

The ampli�er, digitizer and trigger interface electronics are mounted on the rear end-

plate of the drift chamber, in water-cooled aluminum boxes. The electronics provides trigger

information by sending the data from all 7104 channels to the level 1 trigger system with

a sampling frequency of 3.75 MHz. The system is designed to maintain good performance

even in the presence of high backgrounds with a single-cell eÆciency for the trigger signal of

greater than 95%.

2.5.3 DCH Reconstruction

Some operations are performed on the DCH data before they are used in track-making:

� feature extraction of the waveform from the sense wire to integrate the total charge

and detect the leading pulse edge;

� application of time-to-distance and ionization calibrations on the wire level.

The use of the DCH data in track �nding and �tting is described in Sec. 2.6.

2.5.4 DCH Performance

The DCH has performed quite well from the beginning of data taking to present. The only

signi�cant performance problems are a period in which the High-Voltage was lowered from
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Figure 2.8: Drift chamber performance plots. The single hit resolution in a typical DCH
layer (18) is shown on the left. The DCH dE=dx resolution is shown on the right.

1960V to 1900V because of fears about longevity. This voltage change caused a signi�cant

(� 10%) eÆciency drop in the central region of the detector. Otherwise the DCH has

performed at or near design speci�cations. A typical cell's spatial resolution as well as the

overall dE=dx resolution are shown in Fig. 2.8.

2.6 BABAR Tracking

\Have you noticed that Gerry uses his eyebrows to express emotion."
| J. Walsh

Both of the tracking subsystems, SVT and DCH, are capable of stand-alone performance.

However, the information they provide is largely complimentary. The BABAR tracks are �t

to 5-parameter helices. The helix parameters are listed here [46, 47].

1. d0: the distance of closest approach between the track and the beam axis.

2. z0: the z value at which d0 has been calculated.
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3. �0: the azimuthal track direction at the point where d0 is calculated.

4. !: the curvature of the track, ! � 1=r where r is the radius of curvature of the track.

5. tan(�): the tangent of the dip angle of the track.

The parametric equations in terms of the path-length along the helix l are then:

x(l) = 1
!
sin(�0 + !l)� ( 1

!
+ d0) sin(�0) (2.1)

y(l) = 1
!
cos(�0 + !l) + ( 1

!
+ d0) cos(�0)

z(l) = z0 + l tan(�)

The actually tracking sequence consists of [48, 49]:

1. Several complementary DCH-only track-�nding algorithms.

2. Propagating the DCH-only tracks into the SVT and adding SVT hits.

3. Two SVT-only track-�nding algorithms.

4. Propagating the SVT-only tracks into the DCH and adding DCH hits.

5. Merging pairs of track found only in one sub-system and remove segments correspond-

ing to return loops.

2.6.1 Tracking Performance

The independence of the two tracking systems allows us to make accurate performance

measurements in the regime pT > 150MeV=c where the DCH is expected to be fully eÆcient.

For example, the eÆciency to �nd a DCH track corresponding to a found SVT track is

shown in Fig. 2.9. From these two plots, we can ascertain that the DCH is over 95% eÆcient
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function of pT , while the bottom right plot shows the pT resolution as a function of pT .



66

at �nding track within the �ducial volume. It is also possible to use events with simple

kinematics and well know vertecies, such as e+e� ! �+��, cosmic muons and � decays,

to measure the overall tracking resolution. For example, Fig. 2.9 shows both the spatial

resolution and transverse momentum resolution of the tracking system[50].

A somewhat more complicated analysis using known decay topologies is used to measure

the SVT tracking performance in the low pT regime where track do not reach far enough

into the DCH to be reconstructed. The conclusions are that the SVT is over 95% eÆcient

down to pT < 70MeV=c [51].

At this point we must make a �nal comment about the tracking performance. All of

the plots in this section were made with the best available alignments, both of the SVT

relative to the DCH, and of the internal geometry of the SVT. However, during the �rst pass

processing of the data described in Sec. 2.12 such a good internal alignment is not always

available. Therefore, when studying the vertexing capacities of the BABAR detector we must

carefully consider the e�ect of systematic distortions of the SVT from its nominal geometry.

Such studies are described in detail in Chapter 4.

2.7 The DIRC

\Then you bounce then photons down a quartz bar, shoot them through some water and
then make them into a ring. And they gave you money to do this?"

| S. Looney

The DIRC, Detector for Internally Re
ected Cherenkov light, is a novel particle identi�-

cation(PID) device. The PID requirements of the BABAR experiment are based around the

need to tag the 
avor of the non-CP eigenstate B-meson and to distinguish between di�erent

decay channels. The need to distinguish between di�erent �nal states is particularly impor-
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Figure 2.10: Schematic of a single DIRC radiator bar. The particle trajectory is represented
by a series of connected dots. The radiated Cherenkov photons are shown as lines with
arrows.

tant in rare decays such as those used to measure the CP angle �. For example, it should

be possible to separate the channels B ! �+�� and B ! K��� and this needs good K/�

discrimination up to 4 GeV/c.

The DIRC concept is the inverse of a traditional ring-imaging Cherenkov counter (RICH);

it relies on the detection of photons that are trapped in the radiator through total internal

re
ection [52]. This principle is shown schematically in Fig. 2.10. The Cherenkov radiation is

emitted at a well known angle with respect to the track direction, namely �c = cos�1 (1=�n)

where n is the refractive index of the radiator medium [53].
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The geometric layout and electronics readout of the DIRC are described in Secs. 2.7.1

and 2.7.2 respectively, while the current performance is summarized in Sec. 2.7.4.

These are major design consideration for the DIRC.

1. It must provide excellent kaon identi�cation up to momenta of about 2 GeV=c and

reasonable � � K separation all the way up to 4 GeV=c . Since the di�erence in

Cherenkov angle between a pion and a kaon at 4 GeV=c is about 6.5mrad , the DIRC

must resolve the Cherenkov angle of a track to 2mrad or better to achieve 3�K-�

seperation.

2. In turn, 2mrad resolution on the Cerenkov angle requires single photoelectron resolu-

tion of order 9mrad and with 25-50 photoelectrons per track [54].

3. Because of the beams background and the high-fold (up to 16-fold) re
ection ambiguity

in the Cerenkov image, single photon time resolution is crucial, both to eliminate

background photons and disentange ambiguities.

4. Additionaly, the DIRC addition must assist in muon identi�cation in the range where

the IFR is ineÆcient, below � 750 MeV/c.

2.7.1 DIRC Detector Layout

The basic mechanical elements of the DRC are shown schematically in Fig. 2.11 and listed

here [54].

1. The DIRC radiator consists of 144 bars of synthetic quartz arranged in a 12-sided

polygonal barrel shape.
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Figure 2.11: Schematic of the DIRC showing the mechanical elements. Included are the
mirrors mounted inside the stando� box, used to re
ect Cherenkov light towards the PMTs.

2. The bars have rectangular cross section; they are 1.7 cm thick by 3.5 cm wide and 4.9m

long.

3. The quartz extends through the magnet 
ux return in the backward direction in order

to bring the Cherenkov light outside tracking and magnetic �eld volumes.

4. The readout apparatus is located at the backward end to amount of forward material.

5. There are mirrors at the forwards ends of the bars to re
ect the light back towards the

instrumentation.

6. The outer cylinder consists of 2 layers of carbon �ber on a Nomex core, or 1.5% X0.

7. It occupies only 8 cm of radial space and represents 14% of an X0 for a particle at 90
Æ.

8. It covers 87% polar angle in the center-of-mass and 93% of the azimuth.
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9. Before detection, the Cherenkov image is allowed to expand in a tank of puri�ed water

whose refractive index matches well that of the quartz bars (for which n=1.474).

10. The Cerenkov ring is imaged at the back end of the water tank on an array of about

11,000 photomultiplier tubes (PMTs), each with a diameter of 2.82 cm. The PMTs

are disposed on a toroidal surface so as to present a uniform 1.2 m pathlength over

most of the angular range.

11. A small trapezoidal piece of quartz is glued to the backward end of each quartz bar.

This folds the inner half of the Chernkov ring outward, and also re
ect photons with

large radial angle back into the detection array.

2.7.2 DIRC Electronics Readout

The DIRC PMT's are held at a voltage of � 1:1kV . Groups of 64 PMT's are readout by a

single custom board which ampli�es and shapes the pulses. The shaped pulses are then fed

to a zero-crossing discriminator. The motivation for using a zero-crossing discriminator is

the improvement in time-resolution over the time-jitter associated with slewing in threshold

discrimantors. The digital signals are then bu�ered in anticipation of a level 1 trigger accept,

and which point they are transmitted o� detector to the BABAR DAQ system.

2.7.3 DIRC Reconstruction

Several steps are performed on the DIRC data during reconstruction.

1. Projection of tracks to their impact point on the DIRC.

2. The expected pattern of PMT hits is calculated for each of the �ve charged track

hypothesis. Timing information is crucial in resolving the multi-fold ambiguity caused
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by the various mirrors along the light-path.

3. The best hypothesis, as measured by a �2 �t which includes the number of expected

and observed photons, is selected. This has the e�ect of arti�cially forcing the �tting

angle �c towards an expected value, though not always the correct one.

2.7.4 DIRC Performance

Although the DIRC installation was slightly behind schedule, owing to delays in polishing

the quartz bars to the required smoothness, it has performed very well from the beginning

of data taking to present.

Fig. 2.12 shows both the angular and temporal resolution for single photons. Gaussian

�ts to the two distributions give resolutions of 7:8mrad and 1:4 ns respectively.

2.8 The Electromagnetic Calorimeter

\What did he say?"
\He said, 'We go beer now.' "

| P. Strother, S. Gowdy and Y. Kolomensky

The physics that the BABAR experiment has been designed to study requires excellent

electromagnetic calorimetry. The EMC is a cesium-iodide crystal calorimeter, which func-

tions by measuring the light output from energy deposited by incident particles.

The geometric layout and electronics readout of the EMC are described in Secs. 2.8.1

and 2.8.2 respectively, while the current performance is summarized in Sec. 2.8.4.

Here is a list of the major design consideration for the EMC.

1. Since many of the B decays used to study CP violation contain at least one �0 , the

�0 and B reconstruction eÆciencies to fall o� very quickly as the minimum detectable
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photon energy increases, thus the EMC must be highly eÆcient down to energies of 20

MeV, and cover a large solid angle.

2. Good B rescontruction also requires energy resolution of �E
E
� 3% and angular resolu-

tions of �� � �� = 3:9mrad.

3. Furthermore, the EMC must provide for e and � identi�cation based on di�erences in

cluster topology.

4. Finally, the EMC serves as the other principle (in addition to the DCH) input for the

triggers.

2.8.1 EMC Detector Layout

The basic geometric features of the EMC are shown in Fig. 2.13 and listed here.

1. The BABAR calorimeter uses a quasi-projective arrangement of crystals made from

thallium doped cesium-iodide covering a range of center-of-mass solid angle of�0:916 �

cos � � 0:895.

2. The crystals are divided up into two main sections, the barrel and the forward endcap.

The barrel covers the center-of-mass solid angle of �0:916 � cos � � 0:715 and has

an inner radius of 91 cm. The endcap is a conic section with the front and back

surfaces at an angle of 22.7Æ to the vertical and covers the center-of-mass solid angle

of 0:718 � cos � � 0:895.

3. There are 5760 barrel crystals, arranged in 48 � rows, each row having 120 identical

crystals around �. These crystals are grouped in 280 modules of 7 � 3 in � and �
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Figure 2.13: Layout of the EMC showing the barrel and forward endcap.
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respectively. The length of the crystals varies from 29.76 cm (16.1 X0) at the rear of

the barrel to 32.55 cm (17.6 X0) at the front.

4. There are 820 endcap crystals arranged in 8 rings in theta and in modules so as to give

a 20-fold symmetry in �. The � segmentation of the �rst three rings matches that of

the barrel with 120 crystals each. The next three have 100 and the �nal two rings have

80 crystals each. All the endcap crystals are 32.55 cm (17.6X0) long except for those

in the inner two rings which are shorter by 1X0 due to space limitations.

5. All the crystals are trapezoidal in shape with typical dimensions of 47 � 47mm2 at

the front face and 60 � 60mm2.

6. In order to minimize the loss of particles that hit dead material between the crystals,

they are arranged to be slightly non-projective in � with respect to the interaction point.

The non-projectivity ranges bewteen �15mrad and 45mrad across the detector.

2.8.2 EMC Readout

The scintillation light produced in each crystal is picked up by two (for redundancy) 1 cm

�2 cm photodiodes glued to its back face. Their output is sent via a preampli�er circuit

(which is also �xed to the back of the crystal in order to reduce pick-up noise) to an ADC

board. The digital signal is then sent to a DAQ board in the experiment's electronics house.

The information stored here is also sent to the level 1 trigger system. A detailed description

of the calorimeter electronics can be found in Refs. [55] and [56].

The average light yield per crystal is 7300 pe/MeV varying between 5000 and 10000. The

incoherent electronic noise has been measured at about 900 pe or 150 keV per crystal which
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makes a negligible contribution to the overall energy resolution [59].

2.8.3 EMC Reconstruction

Several steps are performed on the EMC data [57, 58].

1. Feature extraction of the waveform from each crystal is used to integrate the total

current 
ow and detect the leading pulse edge.

2. Application of electronics and o�ine calibrations on the crystal level to extract the

deposited energy.

3. Clustering alogrithm by which pairs of adjacent crystals with energies above a threshold

of a few MeV are recursively joined into clusters.

4. Bump-�nding algorithms in which the clusters are searched for local maxima. This is

to resolve clusters caused by more than one particle into their respective components.

5. The centroid and various moments are calculated for all clusters and bumps.

6. A �nal energy rescaling is preformed at the cluster level. This is needed because larger

energy clusters tend to lose more energy to leaking throught the rear of the EMC.

7. Finally, a track-cluster matching is perform, using the �2 of the expected track impact

point with the cluster centroid. All un-associated clusters will then be treated as

candidate neutral particles.

2.8.4 EMC Performance

The target EMC energy resolution is �E
E

1%

E(GeV)
1
2

� 1:2% where the constant term arises from

front and rear leakage, inter-calibration errors and light collection non-uniformity.
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Figure 2.14: EMC performance plots. The EMC energy resolution is shown on the left,
and the angular resoution on the right. Values are shown from several di�errent calibration
methods for comparison.

Parameter Value

Central Field 1.5 T
Maximum Radial Field < 0:25 T
Mean Solenoid Diameter 3060 mm
Solenoid Length 3513 mm
Stored Energy 27 MJ

Table 2.5: BABAR magnet parameters..

This various inputs that have been used to measure both the energy and angular resolu-

tion are summarized in Fig. 2.14.

2.9 The BABAR Solenoid

\Why would I join that experiment, they don't even have a magnet."
| Unknown

The BABAR solenoid provides a 1.5 T �eld to allow measurement of the transverse mo-

mentum of charged particles. The solenoid is superconducting, and is positioned between
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the EMC and the IFR.

The main magnet parameters are listed are Tab. 2.9, and the design coniderations are

listed here:

1. Large enough �eld for momentum resolution. A 1.5 T �eld will cause a track with

pT = 3GeV=c to bend about 3 cm before reaching the outside of the DCH.

2. Since the pT measurement depends on the value of the �eld it is crucial that the �eld

stability be better that 1 in 10�4.

3. The �eld uniformity in the tracking volume is very important. In many cases, it is either

implicitly or explicitly assumed that the charged tracks are moving along helicies near

the origin. Although �eld non-uniformities are accounted for in the �nal track-�tting

and extrapolation through the outer detectors, they are ignored in the trigger and

pattern recognition algorithms.

2.10 The Instrumented Flux Return

\From now on I'm working on beampipes."
| D. Fasching

The outermost subdetector in BABAR consists of layers of resistive plate chambers or

RPCs. It is designed for the identi�cation of muons and the detection of neutral hadrons,

as such, it uses the iron of the magnet return yoke to �lter charged hadrons and photons.

The geometric layout and electronics readout of the IFR are described in Secs. 2.10.1 and

2.10.2 respectively, while the current performance is summarized in Sec. 2.10.4.

The major design consideration for the IFR are.



79

1. It is the primary muon identi�cation device. Muons are identi�ed on the principle

that they are the only charged particle capable of penetrating far into the IFR vol-

ume (since they do not interact hadronically like pions or kaons, and do not shower

electromagnetically like electrons).

2. The IFR is also the primary detection device for neutral hadrons, particularly K0
L,

which are often only observed as a small cluster of IFR hits.

3. Since penetration range is momentum dependent, the IFR iron is segmented non-

uniformly. The RPCs are radially closer in the inner part of the detector than in the

outer parts. This improves performance for lower momenta particles.

4. In order to increase the solid angle coverage, the IFR consists of a barrel section and

forward and backward endcaps. The endcaps allow the solid angle coverage to go down

to 300mrad in the forward direction and 400mrad in the backward direction.

2.10.1 IFR Detector Layout

A cross-section through a BABAR RPC is shown in Fig. 2.16 and the general principle of

operation is described in [60] and [61]. Basically, the electrodes are 2mm plates of graphite

coated Bakelite, covered by PVC insulating �lm. One electrode is grounded while the other is

held at high voltage (�8kV). The inter-electrode gap is �lled with an argon-Freon-isobutane

mixture. Ionization particles induce pulses which are picked up by orthogonal aluminum

strips on either side of the chamber.

A cutaway view of the IFR is also shown in Fig. 2.15, and the basic features are listed

here.
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Figure 2.15: IFR schematic drawings, showing the gradation of the iron layers.
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Figure 2.16: A schematic cross-sectional view of a BABAR RPC.

1. There are 18 layers of iron in the IFR giving a total thickness of 65 cm in the barrel

and 60 cm in the endcaps.

2. The graded segmentation of the iron varies from 2 cm to 10 cm. The innermost nine

plates are 2 cm thick, the next four are 3 cm and the next three are 5 cm. The outer

two plates are 10 cm thick in the barrel with one 5 cm and one 10 cm in the endcaps.

3. The gaps for the RPCs are 3.2 cm apart from those between the 2 cm barrel plates,

which are 3.5 cm.

4. In the barrel region, there are 21 active detector layers: two layers immediately outside

the EMC, and 19 layers alternating with the iron.

5. The innermost barrel RPCs are cylindrical, consisting of eight chambers, arranged

in two layers for maximum eÆciency. They are intended to provide information on

particles which lose most of their momentum in the calorimeter. Each RPC cylindrical
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covers one quarter of a 147 cm radius cylinder around the beamline.

6. All the other barrel RPCs are planar, comprised of four chambers, and cover one sixth

of the azimuth.

7. Both endcap doors are hexagonal, with 18 RPC layers, each consisting of six chambers.

The endcaps are split into two halves, which may be separated to allow access to the

inner detectors.

8. In the barrel, the readout strips that measure the z-coordinate have a pitch of 38.5mm

and those that measure the �-coordinate vary from 19.7mm to 33.5mm.

9. In the endcaps, the strips measuring y position have a pitch of 28.4mm and for those

that measure x position it is 38mm.

2.10.2 IFR Readout System

The data from sixteen strips are passed to a Front End readout Card(FEC) which then

passes the active strips to a TDC circuit. The TDC output is stored in bu�ers which allow

for the trigger latency before being passed along an optical �ber to the BABAR DAQ system.

2.10.3 IFR Reconstruction

Several steps are performed on the IFR data.

1. Feature extraction of the output from each RPC is used to integrate the total current


ow and detect the leading pulse edge.

2. Clustering algorithm are run which join pairs of adjacent chambers with hits into

clusters. Clustering is done in both the r� � and the z views separately and then the
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Figure 2.17: Histogram of the eÆciency of IFR modules.

2D-clusters are joined into full 3D-clusters.

3. Finally, a track-swimming algorithm is performed in with all charged tracks are prop-

agated through the IFR and cluster-matching is performed. All un-associated clusters

will then be treated as candidate neutral particles.

2.10.4 IFR Performance

The IFR has performed increasingly poorly from the begin of data taking to present. Fig. 2.17

shows eÆciency of the IFR modules. Several modules have failed altogether and many others

are degrading rapidly. Although these problems should be �xed during a long shutdown

scheduled for sometime in 2002-2003 they do raise signi�cant issues for the analyses described

in this dissertation. The main result has been that we use the EMC much more for muon

ID and neutral hadron reconstruction than originally intended.
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2.11 Online Electronics and Computing

\Is he wearing black? Yes.
Did he do any work today? Yes.

Is he a prima donna? Yes.
It's Bi�."

| T. Dignan and E. Charles, \BABAR trigger post-doc taxonomy algorithm."

In order to reliably and eÆciently record interesting physics events, which are only present

a rate � 100Hz from a � 250MHz crossing rate, signi�cant hardware instrumentation and

software systems are required. We will brie
y give an overview of these systems here. In

Sec. 2.11.1 we will describe the systems responsible for data 
ow and data acquisition.

In Sec. 2.11.2 we describe the trigger system, which selects interesting events for storage.

Finally, in Sec. 2.11.3 we describe the detector control systems. A schematic overview of the

online system is shown in Fig. 2.18.

2.11.1 The Data Acquisition System

The BABAR data acquisition system must work closely with the trigger system to ensure low

deadtimes and eÆcient performance.
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2.11.1.1 Online Data
ow

The basic hardware unit in the data
ows systems is a Read-Out Module (ROM), a VME-

based processor connected to the on-detector electronics by 1.2 Gb/s �ber-optic links. The

ROMs perform the following tasks.

1. Extracting physical signals from the raw data.

2. Performing gains and pedestal corrections.

3. Data sparsi�cation and formatting.

4. Performing regular calibration of the on-detector electronics.

The main point pertinent to the analyses described herein is that the data
ow system is

limited both by bandwidth and processing speed. At best, the data
ow system can handle

data rates near 2 kHz.

2.11.1.2 Online Event Processing

In order for the data to be available to the software (level 3) trigger and for storage to

disk, the inputs from each of the ROMS must be merged in to a coherent whole. This

task is complicated by the fact that during normal operation many events are in di�erent

processing stages simultaneously. The OEP application performs event-building and handles

communication with the level 3 processors and the data logging manager. Again, from the

point of view of this dissertation, the main points are that it works, and that it sets a limit

of about 200Hz on the data logging rate.
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2.11.2 The Trigger System

To be useful for physics, the BABAR trigger system must satisfy the following requirements.

1. Select interesting physics events for storage with a high and well known eÆciency. This

is done in a multi-stage process: level 1 runs in hardware and level 3 is purely software.

2. Because of data
ow limitations it is impossible to read out every event. Rather, all

the data is bu�ered on the detector pending a level 1 decision. Reasonable bu�er-sizes

allow only for a 12�s level 1 latency.

3. Because of the limitations in the number of events we are able to reconstruct and store

on disk, the level 3 trigger must reduce the event rate to � 100 Hz.

The trigger system design requirements are described in detail in [62].

2.11.2.1 Level 1 Trigger

The basic features of the level 1 trigger are:

1. A drift chamber trigger (DCT) which constructs track segments and applies a simple

discrimination algorithm to select track segment pT > 800MeV=c.

2. An electromagnetic calorimeter trigger (EMT) which sums the energy of �xed sets of

crystal and applies energy threshold cuts.

3. The global trigger (GLT) which then tests the DCT track segments and EMT clusters

against various prede�ned conditions to produce 24 output trigger lines.
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4. A level 1 accept signal is asserted if a pre-determined set of trigger lines �re for a given

event. In addition the latency in L1 must not be more than 12�s with a jitter of less

than 1�s.

5. Since trigger electronics sampling rates are much slower than the 4 ns crossing time,

the trigger is given for a particular time, rather than a speci�c beam crossing.

6. Since the DCT and EMT are largely independent, they allow for good cross-calibration

of the trigger eÆciency.

7. Simulation of an `open trigger' in nominal background conditions generates an output

rate of 1.5 kHz and 100% eÆciency inside the �ducial region of the detector for B and

� physics events [63].

2.11.2.2 Level 3 Trigger

The level 3 trigger operates after the event has been assembled and employs various tools

to reduce backgrounds while still keeping the physics events. More complex algorithms can

now be employed since information from the whole event is available. In particular, track

impact parameters can be examined to reject events which did not originate from the primary

vertex. Also, timing information can be used to reject background events from other beam

crossings.

It has been shown under nominal background conditions that the output of level 3 can

be kept to the budgeted value of 100 Hz. Of these events, � 80 Hz are two-photon processes

and Bhabhas leaving less than � 20 Hz of potentially interesting hadronic events.

The trigger system is designed to meet the 100 Hz output requirement under a range of

background conditions and possible luminosity upgrades to 1034 cm�2s�1. However, if the
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situation arises where level 1 can no longer meet the 2 kHz requirement for input to level 3,

then it will be necessary to construct a level 2 trigger system as an intermediary stage.

2.11.3 The Detector Control Systems

During normal operation, the BABAR detector is controlled by a shift crew of 2 people,

who are often non-expert in the particulars of the detector control systems. Therefore, it

is crucial that detector control be highly automated, stable and well-protected against un-

expected conditions. For completeness, we provide here a very cursory description of these

systems. From the point of view of the analyses describe in this dissertation the main point

is that they work well enough to ensure lots of data-taking.

2.11.3.1 Online Detector Control

The detector control system provides a set of Graphical User Interfaces running on UNIX

workstations which can control any aspect of the BABAR detector. For ease of use, the

detector control system also de�nes hierarchical sets of states so that the entire detector and

be made ready for data-taking or shutdown by a single command.

2.11.3.2 Online Run Control

The run control systems provide an interface between the detector control and the data ac-

quisition systems, so as to insure that data are taken with reasonable and consistent detector

parameters. The run control systems are responsible for storing and apply prede�ned global

detector con�gures suitable to di�erent data taking conditions, (such as colliding-beams,

cosmic-ray data or electronics calibrations). The run control system also stops data-taking

if alarms are generated because of unsuitable detector or accelerator conditions.
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2.12 O�ine Data Processing

\If I get another pint, the pager will go o�."
| R. Sloane

This section describes the treatment of the data between being logged to disk, and be

readily available for physics analysis. The main aspect of this process is the online prompt

reconstruction system (OPR).

The data logged from the detector temporarily stored on disk before being processed by

OPR. The jobs of the OPR task are.

1. Process the raw data into objects more appropriate for physics analysis, such as track

and calorimeter clusters.

2. Promote those tracks and clusters into candidates for particles. This steps includes

associating tracks with calorimeter objects, and performing PID algorithms.

3. Perform physics level �ltering. The various candidate particles are used as the input

for both inclusive and exclusive searches for particular decay signatures. Based on

these results, the events are separated into various analysis speci�c streams.

4. Perform prompt monitoring, so that feedback on detector performance is available

shortly after the data are taken.

5. Perform a set of rolling calibrations. Detector parameters such as inter-system align-

ment and beam-spot position, which change signi�cantly over the course a run (� 2�3

hours) are calculated using the data from a given run. The extracted parameters are

then used as the input for processing the next run.
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6. Store all the output data into the BABAR event store, an object-oriented database.

Huge processing capabilities are required to keep pace with the data acquisition rate. The

prompt reconstruction processing farm consists of 150 Sun SPARC5 CPUs. Furthermore,

since the reconstruction algorithms evolve and improve with time, two other processing farms

simultaneously re-process older data.

The detector level reconstruction algorithms are described in Sec. 2.12.1. An overview

of the physics level reconstruction is provided in Sec. 2.12.2. Finally various calibration

mechanisms are brie
y described in Sec. 2.13.

2.12.1 Reconstruction Algorithms

A fundamental distinction exists between the representations of data used by the detector

subsystem reconstruction algorithms and by the physics analysis software.

When performing reconstruction in the detector subsystems, it is natural to use geometric

and uncalibrated representations of the data. That is to say, during detector reconstruction,

tracks are described by helix parameters, calorimeter hits by ADC (analog to digital con-

verter) counts, and SVT hits by clock cycles about threshold.

On the other hand, physics analyses proceed more naturally when treating such quantities

as four-vectors, deposited energy and speci�c ionization per unit length. Therefore, the

�rst step in the physics level analysis of the data re-interpret the output of the detector

reconstruction as candidate particles with four-momenta and other associated quantities.

The types particles observed in the detector from the decay modes used in this selection

are K�, ��, e�, ��, 
, and �0. The remainder of this section describes the process by

which reconstructed tracks and calorimeter hits are converted into these �nal state particle
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candidates, which then become the starting point for all physics analyses.

2.12.1.1 Charged Tracks

The following steps are taken to represent charged tracks as candidate particles.

1. The helix parameters are converted to position and four-momentum, assuming that

the track is a pion and comes from the beamspot.

2. The dE=dx information from both the SVT and DCH, if available, is associated with

the candidate.

3. If an EMC cluster is associated with the track, cluster shape and energy deposition

information is calculated and associated with the candidate.

4. The Cherenkov angle and number of photons measured in the DIRC is associated with

the candidate.

5. The pattern of IFR hits along the track trajectory swim is associated with the candi-

date.

At this stage in the analysis, all the information required either to 1) use the track as a pion

in subsequent parts of the analysis or 2) test other hypothesis (beside pion) for the type of

particle which produced the track.

2.12.1.2 Neutral Clusters

The following steps are taken to represent EMC and IFR clusters as candidate particles.

1. Any clusters associated with charged tracks are rejected.
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2. The energy and position of all remaining clusters are converted to four-momenta, as-

suming they are photons produced at the beamspot.

2.12.2 Physics Level Algorithms

BABAR actually runs signi�cantly more of its physics analysis algorithm in the prompt-

reconstruction job that many other particle physics experiments. This is because the huge

size of the dataset make it infeasible to re-process the entire data-set for several di�erent

analyses. Therefore, as much as possible, all the algorithms are run once, and all the various

analysis groups use the common results. In this section we brie
y describe the parts of the

physics analysis which are run in the prompt-reconstruction jobs.

2.12.2.1 Particle Candidates

As described in Sec. 2.12.1, the BABAR physics analysis software represents a candidate

particle as a four-vector and associated covariance matrix. In addition, information useful

for PID, such as the Cherenkov angle in the DIRC, or the dE=dx in the SVT are associated

with the candidate particles [64].

A novel feature of the BABAR software analysis framework is the treatment of recon-

structed composite particles such as D0 and K�+ which are observed only via their decay

products on a equal footing with �nal state particle such a �+ and 
 which are seen as tracks

or calorimeter hits.

Any given composite particle is de�ned by the following information:

� particle type (i.e.. K0
S
, D0 or B0);

� four-momentum and associated covariance matrix;



93

� genealogy information;

� production and decay vertices, if known;

� it is also possible to associate analysis-speci�c quantities with the composite particles,

in order to speed selection during re-processing or the data.

We make extensive use of this technology in the event selection process, during which

we often exclusive reconstruct a complex decay tree by recursively reconstructing the sub-

processes all the way up the tree.

2.12.2.2 Event Tag Data

Since the huge amount of data taken by the BABAR detector make processing every single

event prohibitively slow, certain quantities are calculated as stored in an event header or

Event Tag database. These quantities can be used to select sub sets of events for subsequent

analysis.

Example of such parameters are variables which describe the topology of the event, such

as the event thrust, the visible energy or the number of charged tracks. Other quantities

stored as tag data include the primary vertex and analysis speci�c \tag bits" described

below.

2.12.2.3 Composites and Tag Bits

As discussed in Chapter 1, many analyses require events in speci�c decay channels. There-

fore, the prompt-reconstruction farm must also identify events that are likely to include

such decays. In order to achieve this goal for many separate analysis groups simultaneously,

the prompt-reconstruction job calculates a set of \tag-bits" for each event. Each tag bit is



94

intended to 
ag the presence of a particular physics signature that may classify a certain

event as interesting for a given analysis. Examples of tag-bits such tests as the presence of

a lepton with pT > 1:5GeV=c or the exclusive reconstruction of a J= ! `+`� decay.

Since many tag bits require the exclusive reconstruction of particular decay channels, a

sequence of exclusive reconstruction algorithms are run during prompt-reconstruction. These

algorithms use the composite particle candidate technology mentioned above to progressively

reconstruct various intermediate state with loose selection criteria and combinatorially com-

bine them to form more intermediate and initial state candidates. Tag-bits are then assigned

based on the presence or absence of a particular decay mode candidate in an event.

2.13 Calibrations

\It will take much longer to get the right numbers; but it is better to tell people the right
numbers."
| M. Bona

In order to insure the best performance of the BABAR detector, several types of calibra-

tions are required.

1. Online calibrations are performed regularly and automatically by the Online Detec-

tor Control system.

2. Rolling calibrations are performed on rapidly changing quantities which are essential

to many aspects of the reconstruction.

3. O�ine calibrations are performed on slowly changing quantities, often using the full

event reconstruction chain.
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2.13.1 Online Calibrations

Many of the electronics calibrations are performed automatically by the Online Detector

Control system. Such calibrations primarily involve the gains and o�set of analog circuits

in the on-detector electrons. Furthermore, many of these calibrations are applied either

before the data are stored to disk, or in very early stage of the o�ine reconstruction. There-

fore, these calibrations are very closely monitored and frequently checked against existing

references to insure that the data is not irreparably damaged by poor calibrations.

2.13.2 Rolling Calibrations

Many quantities, such as the relative position of the various sub-detectors, can change signif-

icant over times scales as short as, or shorter than, the 2-3 hours that a run lasts. Therefore,

we use a system of rolling calibrations in which these quantities are calculated for a block of

data, then used as the input for the next block of data.

2.13.3 O�ine Calibrations.

Many of the calibrations require fairly high level inputs, such as the reconstructed invariant

mass of a particular decay chain or a very clean Particle ID sample. These calibration

are generally performed by the individual or groups responsible for the various subsystems,

running over the processed data. The output of such calibrations are then stored for later

re-processing of the data.
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Chapter 3

Reconstruction of B-Mesons Decays

\Comment faire pourri a partir d'un truc bein."
| S. Lemaitre

As discussed in section 1.5, the �rst step towards using B-mesons to measure CP violation

is to isolate a three pure samples of B-meson decays for subsequent study.

1. The B� sample: B� decays. These decays exhibit neither 
avor mixing nor CP viola-

tion through interference and serve to study detector response without the complica-

tions of 
avor tagging. This sample is also useful as a negative control for the mixing

and CP measurements.

2. The Bflav sample: B
0B0 decays to non-CP eigenstates. These decays do exhibit mixing,

but do not exhibit CP violation through interference. In addition to being the signal

sample for the �md measurement, this sample is used to calibrate the performance of

the 
avor tagging algorithms for the CP measurement.

3. The CP sample: B decays to CP eigenstates. This is the signal sample for the CP

measurement.

This chapter will detail the selection of these samples.
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3.1 Exclusive B Reconstruction

\He said they used simplest possible method, which was nice until he started talking about
N-Dimensional hypercubes."

| J. Boyd

We use exclusive selections throughout this analysis. That is to say, we reconstructed

the entire decay tree of a B-meson. This requires a di�erent selection for each decay mode,

signi�cantly limiting the available data sample. Furthermore, since B-mesons often decay

to �ve or more particles, the selection eÆciency can be quite low, ranging anywhere from

1%� 50% depending on the mode. On the other hand, exclusive samples can be made very

(> 90%) pure, since the consistency of every aspect of the decay can be tested. Furthermore,

once a decay has been fully reconstructed, the four-momentum of the parent B-meson is quite

well known, and may be used in later stages of the analysis.

Generally, the more complete knowledge of fully reconstructed B-mesons makes them

favorable for complicated analyses; provided that they are available in large enough num-

bers. In fact, the design luminosity of the PEP-II rings where chosen so as to make full

reconstruction viable. Considering eÆciencies between 10% and 50% for the most viable

decay modes, we expect to reconstruct about 300 B mesons per fb�1 in the B� and Bflav

samples, and about 30 B mesons per fb�1 in the CP sample. As such, suÆcient samples for

world's best measurements of the B lifetimes, �md, and sin2� are available with an data

set of 20-30 fb�1 [65, 66].

The next few sections will detail the decay modes used in this analysis.
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Figure 3.1: The \spectator" tree-level diagram for B to open charm decays.

B Mode Fraction (%)

B0 ! D�+�� 0.28
B0 ! D�+�� 0.68
B0 ! D�+a�1 1.30
B0 ! D+�� 0.30
B0 ! D+�� 0.79
B0 ! D+a�1 0.60
B� ! D�0�� 0.46
B� ! D0�� 0.53

Table 3.1: B to open charm decay channels examined in this analysis..

3.1.1 B to Open Charm Modes

The dominant B decay modes are governed by a tree-level diagram with an external W�

as seen in Fig. 3.1. The easiest of these mode to reconstruct fully are those where the

W� emerges a light hadron state such as �� or ��. Since the D mesons carry net charm,

such decays are said to have \open" charm. Furthermore, such �nal states are not CP

self-conjugate, meaning that these decays comprise part of either the B� or Bflav samples.

In this analysis we reconstruct B decays to open charm in a variety of channels containing

a D�+, D�0, D+, or D0 and a ��, ��, or a�1 . Tab. 3.1.1 lists all the B decay channels recon-

structed. Furthermore, Tab. 3.1.1 lists the cascade decays of the charm mesons examined,

while Tab. 3.1.1 lists the decay modes of the light hadrons we have used.
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D(�) Mode Fraction (%)

D0 ! K��+ 3.8
D0 ! K��+�0 13.9
D0 ! K0

S
�+��(K0

S
! �+��) 1.8

D0 ! K��+�+�� 7.5
D+ ! K��+�+ 9.0
D+ ! K0

S
�+(K0

S
! �+��) 0.9

D�+ ! D0�+ 67.7
D�+ ! D+�0 30.7
D�0 ! D0�0 62.0
Total D0 Fraction 30.6
Total D+ Fraction 9.7
Total Product D�+ Fraction 23.4
Total Product D�0 Fraction 19.0

Table 3.2: Cascade D decay channels examined in this analysis..

h+ Mode Fraction (%)

�0 ! �+�� Mode 100
�+ ! �0�+ Mode 100
a+1 ! �0�+ Mode \seen"

Table 3.3: Light hadron decay modes used in this analysis..
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Figure 3.2: The \internal-W" tree-level diagram for B to charmonium decays.

We note in passing that the selection involves a total of 32 modes which account for

approximately 1% of all B0 decays and 0:2% of all B� decays. Because of the large number

of modes involved, the B candidate reconstruction, selection techniques and background

suppression methods have been standardized across modes [70].

3.1.2 B to Charmonium Modes

The dominant B decay modes to CP eigenstates involve a tree-level diagram with an internal

W� as seen in Fig. 3.2. In the case that the W� produces a cs quark pair, the �nal state

consists of a charmonium particle and a kaon. Should the kaon decay to a CP eigenstate,

the process is CP self-conjugate; such decays may be used to measure CP violation.

To isolate samples of such events, we reconstruct decays of B-mesons into two body �nal

states involving a charmonium �nal states (J= ,  (2S), or �c1) and a kaon (K�, K0
S or K�)

[67, 68, 69].

The list of channels that we have considered are shown in Tab. 3.1.2.

3.1.3 Reconstruction Technique

We reconstruct B-mesons by progressively constructing lists of all candidate combinations

for each intermediate state particles in the decay chain and using those lists as the input
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Channel Secondary Decay Mode

B0 ! J= K0
S J= ! `+`�; K0

S ! �+��

J= ! `+`�; K0
S
! �0 �0

B+ ! J= K+ J= ! `+`�

B0 ! J= K�0 J= ! `+`�; K�0 ! K+ ��

J= ! `+`�; K�0 ! K0
S �

0

B+ ! J= K�+ J= ! `+`�; K� ! K0
S
��

J= ! `+`�; K� ! K+ �0

B0 ! J= �0 J= ! `+`�

B0 !  (2S)K0
S

 (2S) ! `+`� or  (2S) ! J= �+��;K0
S
! �+��

B+ !  (2S)K+  (2S) ! `+`� or  (2S) ! J= �+��

B0 ! �c1K
0
S �c1 ! J= 
; K0

S ! �+��

B+ ! �c1K
+ �c1 ! J= 


Table 3.4: B ! cc K decay modes considered in this analysis, both the e+e� and �+�� decay
modes of the  are used.

for the next level of the decay tree. For example, the list of K0
S particles is made by taking

all pairs of oppositely charged tracks whose invariant mass is at all consistent with the K0
S

mass. At a later stage in the analysis, the K0
S
list is combined with the list of charged tracks

to construct K�+ candidates. At all stages of the analysis care is taken to insure that no

reconstructed object is used more than once in the composition of any particle.

In cases where several decay modes of a particular particles are considered, for example

D+ ! K� �+ �+ and D+ ! K0
S �

+, each mode is reconstructed separately, then merged

into a single list of D+ candidates which is in turn passed on to later stages of the analysis.

Sec. 3.3 de�nes and describes the selections used for the �nal state particles which are

directly observed in the BABAR detector such as charged pions and kaons, while Sec. 3.6

describes the selections used to de�ne composite particles only indirectly observed.
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3.1.4 Cut Selection and Motivation

Since these event samples are being used for a variety of purposes the choice of �gure of

merit to use for cut optimization is debatable.

As compromise between the need for statistics to characterize the samples and purity to

avoid washing out the signature decay-time structures, we chose to minimize the error on

the measured branching ration. Thus, we optimized our cut values to maximize the ratio

Sp
S+B

where S and B are the numbers of signal and background events respectively from

Monte Carlo which pass the event selection procedure.

Following the channel-by-channel optimization procedure, the cut values were standard-

ized so that for each channel the standard cut was adopted if the impact on Sp
S+B

relative

to the optimal choice was small.

3.2 Data Samples

\The �rst time he gave a talk, he wasn't sure if he had run on data or Monte Carlo."
| J. Richardson

At this point we describe the data sets used in this dissertation. These data include

both real data acquired from the BABAR detector (usually simply called \data") and study

samples produced by Monte Carlo techniques and processed with a detailed simulated of the

BABAR detector (\Monte Carlo").

3.2.1 Data

In this analysis we used 29.7 fb�1 of data recorded around the peak of the � (4S) resonance

and 3.7 fb�1 recorded � 40MeV below [78, 80]. The data were recorded between 22nd

October 1999 and 4th July 2001. The sample corresponds to �107 BB events.
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We only use data approved for analysis by BABAR data quality management. The basic

requirement for a run to be used are that:

� the PEP-II status was be \Colliding Beams";

� all BABAR sub-detectors were on;

� the data quality monitoring shifter present in the control room during the acquisition

of the data marked it as usable;

� the recorded luminosity was non-zero;

� the o�ine reconstruction for the run was successfully completed [72, 73, 74].

The most signi�cant di�erence between various data is that the 2001 data were recon-

structed with a more accurate measurement SVT internal alignment and thus show better

position resolution. This is very important to the measurement of the vertexing performance

and is discussed further in Secs. 4.4 and 4.6, thus, we when considering the �t resolution

we explicitly distinguish between 1999-2000 (Run 1, 20.7 fb�1) and 2001 (Run 2, 9.0 fb�1)

data. Another signi�cant change in conditions was that the drift chamber high voltage was

increased from 1900V to 1960V in July of 2000, as described in Sec. 2.5.4. This resulted in

a noticeable increase in tracking eÆciency, but does not a�ect either vertexing or tagging

performance enough to warrant further separation of the data [75].

3.2.2 Monte Carlo

We have used Monte Carlo data produced as part of the BABAR simulation production [76].

After generation, the simulated particles are decayed and propagated through a full GEANT

[77] simulation of the BABAR detector.
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B ! cc modes

Sample Events

B+ ! (J= , (2S),�c1) K
+ 20 k each

B+ ! J= K�+ 20 k
B0 ! J= K�0; K�0 ! K+ �� 20 k
B0 ! J= K0

S ; K
0
S ! �+�� 100 k

B0 ! ( (2S),�c1)K
0
S
; K0

S
! �+�� 20 k each

B0 ! J= K0
S ; K

0
S ! �0 �0 20 k

B0 ! J= K�0; K�0 ! K0
S
�0 20 k

\Tagging" Samples

B0 ! �+��; B0 ! X, no mixing 100 k

B ! D(�)X modes

Sample Luminosity ( fb�1) Events

B+ ! D(�)0h+ Cocktail 680 3,400 k

B0 ! D(�)�h+ Cocktail 450 1,240 k

Background Samples

J= inclusive 260 700 k
 (2S) inclusive 40 146 k
�c1 inclusive 40 120 k
B0B0 Generic 3.4 4,000 k
B+ B� Generic 3.4 4,000 k
cc Generic 9.2 12,000 k
uds Generic 8.6 18,000 k

Table 3.5: Monte Carlo event samples; all Monte Carlo were generated with sin2� =
0:7;�md = 0:472 ps�1; �B0 = 1:54ps and �B+ = 1:67ps.
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The Monte Carlo events are subject to the same reconstruction and subsequent event

processing as the data. The simulation includes conditions data and overlayed background

events which were sampled at the same time that the data under consideration were recorded.

We have used a luminosity weighted mixture of events processed to match the mixture of

conditions in the data sample.

Tab. 3.2.2 lists all the Monte Carlo samples that we used in doing this analysis. The

background sample were only used during the cut optimization stage of the event selection.

The various signal samples were used to insure that the event selection were correctly im-

plemented, as well as to optimize and judge the performance of the vertexing and tagging

algorithms.

3.3 Track and Neutral Particle Reconstruction

\Do you want some tea?"
| N. Chevalier, \Correct British reaction to being woken at 4:30am."

The starting point for our event selection is the lists of charged tracks and neutral EMC

and IFR clusters that are the output of the �rst phase of the prompt-reconstruction job. In

this section we brie
y describe the �ducial cuts and quality criteria that are applied to these

tracks and clusters before they are used in the creation of composite particle candidates.

3.3.1 Track Selection

In order to reduce contributions from beam gas and beam wall backgrounds when appropri-

ate, a sub-selection of well-reconstructed tracks consistent with originating from the beam

spot is produced. The criteria for three such selection are listed in Tab. 3.3.1. In most

cases the \Loose" selection is used as the starting list of candidate particles from which the
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Figure 3.3: Distributions of (a) total momentum, (b) transverse momentum, (c) cosine of
polar angle, and (d) azimuthal angle (all measured in the lab frame) for various track selection
criteria: all tracks, \Very Loose", \Loose" and \Tight".
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\Very Loose" \Loose" \Tight"

pT [0.0,10.] MeV=c > 0:1 MeV=c -
d0 < 1:5 cm - < 1:0 cm
z0 < 10: cm - < 3: cm
nDCH > 12 > 20 -

Table 3.6: Summary of quality cuts for charged tracks..

Criteria Skim Final Analysis

E(

) > 200 MeV -
m(

) [90.,170.] MeV=c2 [120.,150.] MeV=c2

Table 3.7: Summary of cuts for �0 selection.

composite particle are built. However, there are two classes of tracks for which track quality

selection is not appropriate: those not originating near the beamspot, and those with mo-

menta too low to penetrate far enough into the DCH. Pions from K0
S candidates fall into the

�rst category, while the pions from  (2S) ! J= �+�� are an example of the second [81].

Fig. 3.3 compares some inclusive charged-track distributions for the successively tighter

track requirements.

3.3.2 Photon Selection

Isolated photon candidates are subject to the following additional requirements:

� a minimum energy of 30 MeV,

� having a lateral shower shape consistent with the expected pattern of energy deposits

for an electromagnetic shower, as determined by a cut of LAT < 0:8.
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3.3.3 �0 Selection

We distinguish between the �0 s observed as a single cluster in the calorimeter (such �0 are

called merged �0, and occurs at higher energies, usually above 1 GeV), and �0 s observed as

separated 
 s (called composite �0).

3.3.3.1 Composite �0

The composite �0 selection starts combining pairs of photons with the following requirement:

1. a pair invariant mass in the range of 90{165 (90{170) MeV=c2, computed at the detector

origin and assuming both daughters are photons.

Fig. 3.4 shows the invariant mass and energy distribution and �2 probability of the mass-

constrained �t for a typical run. The energy and momenta of �0 candidates are recalculated

with a constraint on the �0 mass calculated at the beam spot position. This re-�tting

technique improves the energy resolution of the �0 candidates from 3:0% to 2:5%. About

80% of all �0's produced in generic Monte Carlo have both photons within the calorimeter's

geometrical acceptance. The fraction of �0's within the acceptance which are pass the

selection varies with �0 energy: it is 65 � 70% from 0.5{2.0 GeV, and then falls linearly

down to 25% at about 5 GeV due to a large fraction of overlapping showers. Details for the

�0 reconstruction can be found in [82].

3.3.3.2 Merged �0

Merged �0 selection proceeds by looking for local maxima in each EMC cluster and working

from the assumption that local maxima correspond to the location of the decay photons.

The photon pair is required to be within �20 MeV=c2 of the nominal �0 mass.
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Figure 3.4: Distributions of (a) invariant mass, (b) total energy for pairs of neutral calorime-
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energies comparison from a typical run (number 12917).
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3.4 Skims and Pre-Selection

\First you pick the Lady in the Lake."
| D. Fasching, \How to pick the next King of England"

The PEP-II luminosity makes it infeasible to repeatedly run over the entire data set.

Therefore, to expedite data processing, all the data is �rst \skimmed" and events with po-

tential B-mesons decays in related channels are grouped into event collection for subsequent

use for various analyses.

The skims used in this analysis are de�ned by the following criteria.

� The event must pass the multi-hadron selection used by the B counting analysis:

{ the event must satisfy either the L3 EMC or L3 DCH trigger;

{ the B counting only uses tracks within the restricted angular region 0:41 < �LAB <

2:54 and neutrals with energy > 30MeV in the �ducial volume 0:41 < �LAB <

2:409;

{ a minimum of 3 such tracks which also pass the \Loose" track quality are required;

{ R2 (the ratio of the second to the zeroth Fox-Wolfram moment) calculated from

the tracks and neutrals in the acceptance region must be less than 0.5 [79];

{ the primary vertex which is constructed from these tracks must be within 0.5 cm

of the beam spot in x-y and within 6 cm in z;

{ the total energy in the �ducial volume is required to be greater than 4.5GeV.

This selection is 95:4% eÆcient for BB events [80].
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� The physics level full reconstruction chain is run in a limited manner. As soon any

acceptable decays have been found in any particular mode, processing is terminated

and the event is 
agged for subsequent analysis. Since the output of the skims are used

by many analyses, the cuts applied on reconstructed particles are somewhat looser that

those applied in the �nal event selection.

� The reconstruction requirement depends on the process type:

{ for B to open charm selection, the event must have at least one fully reconstructed

B decay which passes the \skim" selection criteria in any of the decay modes used

for this analysis;

{ for B to charmonium selection the event must have at least one fully reconstructed

J= ! `+`� or  (2S) ! `+`� decay pass the \skim" selection criteria.

Throughout the rest of this chapter, we distinguish between the selection criteria used in

the \skimming" phase of the analysis and in the �nal analysis.

3.4.1 Post-skim Analysis

At the output of the skimming phase of the analysis all of the composite particles in the

decay tree of the exclusively reconstructed B-meson are stored along with the charged track

and calorimeter cluster type particle candidates in the standard data format. This make it

possible to re-tune the �nal selection, and modify the algorithms used for subsequent analysis

without have to redo the combinatoric searches for composite particle candidates.

3.5 Particle Identi�cation

\I am very excited about selecting some Roys for my analysis."



112

| D. Azzopardi

As stated in Sec. 3.3.1, the default hypothesis for all charged tracks is that they were

caused by pions. However, every track is tested against the hypothesis that it represents

each of the �ve charged particle types commonly seem in the BABAR detector: electrons,

pions, muons, kaons, and protons.

Many quantities are used from the various sub-detectors for particle identi�cation.

1. SVT and DCH: measurement of dE=dx through ionization. We use the 60% (80% for

the DCH) truncated mean of dE=dx to lessen the e�ect of Landau 
uctuations [53, 83].

2. DIRC: value of the Cherenkov angle (�c) and number of photons (N
) observed.

3. EMC: ratio of Calorimeter energy to track momentum (E=p), the lateral (LAT ) and

Zernieke A42 moments of the Calorimeter cluster, the number of crystals (NXtal) in the

cluster and angular mismatch between the cluster and the track (��).

4. IFR: pattern of IFR hits, including the last layer hit.

Furthermore, as stated in Sec. 2.12.2 the particle identi�cation algorithms also assign like-

lihoods for each particle hypothesis based on the data listed above. These likelihoods are

calculated separately for each sub-detector and can be combined statistically. In fact, both

the kaon identi�cation and 
avor tagging algorithms make direct use of the sub-detector

likelihoods.

3.5.1 Electrons

There are two main criteria for identifying electrons.
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Criteria \noCal" \very loose" \loose" \tight" \very tight"

dE=dx(�) [-2.2,4] [-3,7] [-3,7] [-3,7] [-2.2,4]
NXtal - > 3 > 3 > 3 > 3
E=p - [0.50,5.0] [0.65,5.0] [0.75,1.3] [0.89,1.2]
LAT - - - [0,0.6] [0,0.6]
A42 - - - [0,0.6] [0,0.11]
DRC �c - - - - �3�

Table 3.8: De�nitions of electron selection criteria..

1. Low momentum electrons have very di�erent dE=dx from ionization from heavier par-

ticles.

2. Higher energy electrons, (speci�cally, those which reach the calorimeter) can be recog-

nized by their particular EMC cluster topopoly. Speci�cally, electrons showers in the

calorimeter begin sooner, are more uniform, and deposited a larger fraction of their

energy than showers from similar momentum hadrons [85, 84].

Tab. 3.5.1 list increasingly tight sets of electron selection criteria used in di�erent phases of

this analysis, while Fig. 3.5 shows the electron selection eÆciency as a function of momentum

for the \loose" selection.

3.5.2 Muons

We use several criteria for identifying muons [85, 86].

1. A minimum ionizing signature in the EMC. Muons tend to lose about 200 MeV of

energy, regardless of their momentum. Owing to the intermittent performance of the

IFR, a particular selection criteria \MinIon", uses only this measure.

2. A pattern of penetrating hits in the IFR. IFR-based muon selection is based on calcu-
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Figure 3.5: Electron ID eÆciency as a function of momentum. This has been calculated for
the \Loose" selection using high purity control samples.

Criteria \minIon" \very loose" \loose' \tight" \very tight

EEMC(GeV) < 0:4 < 0:5 < 0:5 < 0:4 < 0:4
n� - > 2:0 > 2:0 > 2:2 > 2:2
�n� - < 2:5 < 2:0 < 1:0 < 0:8
�nhits - < 10 < 10 < 8 < 8
�nhits - < 6 < 6 < 6 < 6
�2trk=nlay - - < 7:0 < 5:0 < 5:0
�2fit=nlay - - < 4:0 < 3:0 < 3:0

Table 3.9: De�nitions of muon selection criteria..
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Figure 3.6: Muon ID eÆciency and purity as a function of momentum. This has been
calculated for the \loose" selection using high purity control samples.

lating the likelihood of the observed pattern of hits in the IFR, under the assumption

that a track was a muon. The speci�c variables that we use are:

� n� and �n�, respectively the number of hadronic interaction lengths of iron tra-

versed, and di�erence with the predicted penetration depth for a muon of the

same energy and momentum;

� �nhits and �nhits, the mean and variance of the number of hits per RPC layer; these

are used to reject hadronic interactions;

� the quality of �t for �tting a track to the IFR hits (�2trk) and �tting the hit pattern

for self-consistency (�2fit).

Tab. 3.5.2 list increasingly tight sets of muon selection criteria used in di�erent phases

of this analysis.
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Criteria \Very Loose"
Momentum (GeV=c) < 0:5 [0.5,0.6] > 0:7

Use SVT yes no no
Use DCH yes yes no
Use DIRC no no yes
LK=L� > 0:1 > 1 > 1
OR Lp=L� > 0:1 > 1 > 1

Table 3.10: De�nition of the various kaon selection criteria..

3.5.3 Kaons

The main criteria for identifying kaons are [87]:

� in the momentum range below 0.7 GeV=c kaons have very di�erent dE=dx from pions;

� the same is true of the Cherenkov angle (�c) up to higher momenta.

We select kaons by comparing the likelihood ratios for kaons, pions and protons (LK;L�
and Lp). Depending on the momentum range, we use either the SVT and DCH, DCH only or

DIRC only to construct the likelihood ratios. Tab. 3.5.3 list the kaon selection criteria used

in di�erent parts of this analysis. The eÆciency and purity of this\Very Loose" selection

is shown in Fig. 3.7. A neural network kaon identi�cation algorithm (described in Chapter

�ve) is also used for B 
avor tagging, but not for event selection.

3.6 Composite Particle Reconstruction

\Open the pod bay doors, PixelDaq."
| D. Fasching, \On the complexity of Physics software"

As described in Sec. 2.12.2, the BABAR physics analysis software makes extensive use of

the concept of composite particle candidates for initial and intermediate state particle not
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Figure 3.7: Kaon ID eÆciency and purity as a function of momentum. This has been
calculated using high purity control samples.

directly observed in the detector. This section describes how such composite particles are

re-built all the way up the decay tree. The analysis algorithms make extensive use of the

generality of the treatment of composite particle, e.g., the same combinatorial engine is used

throughout the analysis. Furthermore, it is a standard practice to improve mass resolutions

by constraining intermediate state particles to their nominal mass.

In Sec. 3.6.1 we will treat the selection of light hadrons for decay chains such as B !

D(�)X, where X is a light hadron. Secs. 3.6.2 and 3.6.3 will detail the reconstruction of K0
S

and various K� candidates respectively. In Sec. 3.6.4 we will move on to the reconstruction

of D-mesons. Sec. 3.6.5 will describe the reconstruction of various cc bound states; and

�nally the construction of B-mesons is treated in Sec. 3.6.6.
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Variable Skim Final Analysis

�+

p� > 500 MeV=c -

�+

p� > 200 MeV=c -
jm(�+)� 770j < 150 MeV=c2 -
p(�

+) > 1 GeV=c2 -

a+1
p(a

+
1 ) > 500 MeV=c2 -

m(a+1 ) [1:0; 1:6] GeV=c2 -
a+1 Vertex - Prob(�2) > 0:1%

Table 3.11: Summary of cuts for high momentum �, � and a1 candidates..

3.6.1 Light Hadron Reconstruction

In the B to open charm reconstruction channels, the B-meson candidates are obtained

by combining a D or D� candidate, reconstructed as described in Sec. 3.6.4, with a high-

momentum �, � or a1 meson.

The light hadrons (�, � or a1) are reconstructed as follows.

1. �+ mesons from B0 ! D�+�� decays are formed by combining a �0 meson and a

charged pion.

2. �0 mesons are formed by combining a pair of oppositely charged tracks.

3. a�1 mesons from B0 ! D�+a�1 decays are formed by combining charged pions with �0

mesons.

4. The cuts listed Tab. 3.6.1 are applied.

5. No particle identi�cation is required any of these selections.
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Variable Skim Final Analysis

m(�+��) m(K0
S)� 25 MeV=c2 [0:484� 0:520]

P (�2) - > 0:001
�xy - < 200 mrad (if used)
� - < 200 mrad (if used)
rxy - > 2 mm (if used)
r - > 1 mm (if used)

Table 3.12: Summary of cuts for K0
S
! �+�� selection..

3.6.2 K0
S
Reconstruction

For the most part, the K0
S
used in this analysis are reconstructed in the decays to charged

pions. However, K0
S decays to neutral pions are used in the exclusive charmonium analyses.

The details of both these selections are presented here.

3.6.2.1 K0
S
! �+�� Reconstruction

Since K0
S decays often occur within the active tracking volume of the detector, rather that

near the beam spot, speci�c techniques are needed to reconstruct them. Furthermore, K0
S

decays are used in many separate BABAR analyses. Therefore, a standard K0
S
selection

process has been chosen for \skim" processing.

1. All pairs of oppositely charged tracks are vertexed, but no cut is applied on vertex

quality or convergence.

2. The tracks are assigned the � mass, and the invariant mass of the two tracks is cal-

culated at the vertex. If the vertexing has not converged, four-vector addition of the

track parameters at the BABAR origin is used.
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3. The �+�� invariant mass is required to lie within 25 MeV=c2 of the nominal K0
S
mass.

This de�nes the K0
S
selection used in the \skimming" phase of the analysis.

For the �nal event selection, these criteria are tightened as shown in Tab. 3.6.2.1.

Furthermore, depending on the mode, additional background reduction is often required.

This is done by taking advantage of the 
ight of the K0
S
_Speci�cally, in some case (detailed

later in this chapter) cuts are applied on some additional quantities.

1. The opening angle in the transverse plane between the K0
S
momentum vector and the

line of 
ight connecting the K0
S
decay point to the primary vertex of the event, �xy.

2. A three dimensional version of the same variable is sometimes used. In this case the

line of 
ight is taken between the K0
S
decay point and the other tracks coming from

the same fully reconstructed B. This formulation is more appropriate for charmonium

decays in which there are no long lived D-mesons in the fully reconstructed decay

chain.

3. The transverse 
ight distance from the primary vertex in the event to the K0
S
decay

point, rxy.

4. In charmonium decays the (3-dimensional) 
ight distance from the charmonium vertex

to the K0
S
decay point, r, is used.

The eÆciency for a K0
S
with both tracks inside the �ducial volume to satisfy these re-

quirements is � 80% [88].
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3.6.2.2 K0
S
! �0 �0 Reconstruction

In reconstructing the decay K0
S
! �0 �0 we consider cases where the �0 s are resolved as 2

distinct photons (composite �0) and the cases where the �0 is observed as a single cluster in

the EMC (merged �0). All composite �0 s are considered, as well as all merged �0 above 1

GeV. If the same EMC cluster appears in both forms, preference is given to the composite

�0 candidate.

We use the following K0
S ! �0 �0 reconstruction chain.

1. We combine all pairs of acceptable �0, using the beamspot as the K0
S decay point.

2. We require EK0
S
>800MeV with �0 and K0

S
masses in the 110{155MeV=c2 and 300{

800MeV=c2 regions respectively.

3. For each photon pair we perform a constrained �t of their invariant mass to the known

�0 mass and we repeat this assuming di�erent decay points along the K0
S

ight path,

as de�ned by the beamspot and the initial K0
S
momentum vector direction.

4. The point where the product �t probability P1(�
2)� P2(�

2) for the two �0 s is maxi-

mum is taken as the K0
S decay vertex.

5. All K0
S candidates with 
ight length in the range from -10cm to +40cm and mass at

the decay vertex between 440 and 555MeV=c2 are retained.

For the �nal analysis, the invariant mass of the K0
S
candidate at the optimal vertex point

is required to lie in the range 470 to 550MeV.
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Variable Skim Final Analysis

EK0
S

> 800MeV -

m(�+��) [300,800] MeV=c2 -
m(�+��)vtx [440,555] MeV=c2 [470,550] MeV=c2

r [-10,40] cm -

Table 3.13: Summary of cuts for K0
S
! �0 �0 selection..

3.6.3 K�0 and K�+ Reconstruction

We reconstruct K�0 mesons with decays to K+ �� and K0
S
�0 and K�+ mesons with decays

to K0
S
�+ and K+ �0.

We use a common algorithm for reconstructing K� decay.

1. �0 s are reconstructed as composite (rather than merged) objects and required to have

an invariant mass between 106MeV and 153MeV.

2. All candidate K� s are required to be within 100MeV of the nominal PDG value.

Depending on the K� decay mode, additional criteria are applied for the �nal selection.

1. If there is a K0
S in the �nal state we cut on �xy and r as described in Sec. 3.6.2.

2. If these is a �0 in the �nal state, we cut on cos(�K�), the cosine of the angle between the

kaon momentum vector de�ned in the K� rest frame and the K� momentum de�ned

in the B rest frame.

3. Where there is a charged kaon in the �nal state it is required to satisfy the \Very

Loose" kaon ID criteria.
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Variable Skim Final Analysis

m(K�) m(K�)� 100 MeV=c2 -
m(�0) [106,153] MeV=c2 -
�xy - < 200mrad
cos(�K�) - < 0:95
r - > 1 mm
Kaon ID - \Very Loose"

Table 3.14: Summary of cuts for K� selection..

3.6.4 D-Meson Reconstruction

The D-mesons used in this analysis are reconstructed in the decays to a single kaon or K0
S

and one or more pions.

3.6.4.1 D0 and D+ Reconstruction

D0 candidates are reconstructed in the modes D0 ! K��+, D0 ! K��+�0, D0 !

K��+���+, and D0 ! K0
S�

+��; while D+ candidates are reconstructed in the modes

D+ ! K� �+ �+ and D+ ! K0
S �

+.

The following procedure is used for these reconstructions.

1. We combine all tracks, K0
S
and �0 with momenta above 100 MeV=c into D candidates,

assign the applicable masses to the tracks, and apply a cut of 40 MeV=c2 (70 MeV=c2

for the D0 ! K��+�0 channel, to account the poorer �0 resolution) about the nominal

D-meson mass.

2. If the mode includes a charged kaon, we require that it satisfy the \Very Loose" kaon

ID criteria.

3. We apply momentum cuts to each D and all its daughters, as listed in Tab. 3.6.4.1.
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Variable Skim Final Analysis

All modes

�2 - > 0:001
p(K�; ��; K0

S
) > 100 MeV=c > 150 MeV=c

p�(D0) > 1:3 GeV=c -
m(D) �0:040 GeV=c2 �3� MeV=c2

Kaon ID \Very Loose" -

D0 ! K��+

p(K�) > 100 MeV=c > 200 MeV=c
p(�+) > 100 MeV=c > 200 MeV=c2

D0 ! K� �+ �0

m(D) �0:070 GeV=c2 �3� MeV=c2

m(�+�0) - m(�)� 150 MeV=c2

j cos ��K�j - > 0:4

D+ ! K� �+ �+

p(K�) - > 200 MeV=c

D+ ! K0
S �

+

p(�+) - > 200 MeV=c

Table 3.15: Summary of cuts for D0 and D+ selection..

During the �nal selection some we also cut on some additional quantities.

1. We vertex the D candidates, and cut on both the D invariant mass relative to the

�tted D mass for the inclusive D spectra, as shown in Tab. 3.6.4.1, and the vertex �2

probability.

2. For D0 ! K��+�0 mode, we attempt to select the dominant resonance, D0 ! K��+,

�+ ! �+�0. To this end, we cut on the �+�0 and the angle between the �+ and K�

in the �+ �0 rest frame, ��K� [91, 92].
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Figure 3.8: Invariant mass of D candidates. The left plot show D0 ! K��+candidates,
while the right plot shows D+ ! K� �+ �+ candidates

Mode mD (MeV=c2) �mD
(MeV=c2)

D0 ! K��+ 1863:1� 0:5 6:8� 0:6
D0 ! K��+�0 1863:1� 1:4 11:5� 1:4
D0 ! Ks�

��+ 1863:3� 1:0 8:1� 1:0
D0 ! K��+���+ 1863:7� 0:5 6:2� 0:8

D+ ! Ks�
+ 1863:2� 1:0 7:2� 0:9

D+ ! K+���+ 1863:3� 0:5 6:5� 0:7

Table 3.16: D-meson �tted masses from inclusive spectra..

Criteria Skim Final Analysis

D�+ ! D+ ��

�2(beamspot) - convergence
m(D0�+)�m(D0) [139,150] MeV=c2 �3� MeV=c2

p�(�+) [70,450] MeV=c -

D�0 ! D0 �0

m(D0�0)�m(D0) [130,160] MeV=c2 �4 MeV=c2

p�(�0) [70,450] MeV=c -

Table 3.17: Summary of cuts for D�0 and D�+ selection.
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Mode �m ��m
(MeV=c2) (MeV=c2)

D�+ ! D0�+

D0 ! K��+ 145.45 0.8
D0 ! K��+�0 145.54 1.1
D0 ! K0

S
�+�� 145.45 0.9

D0 ! K��+�+�� 145.54 0.8

D�0 ! D0�0 142.2 1.0

Table 3.18: �m signal widths used for D� candidate selection.

3.6.4.2 D� Reconstruction

We reconstruct D�0 mesons with decays to D0 �0 and D�+ mesons with decays to D0 �+

using the following process.

1. We form D�+ (D�0) candidates by combining a D0 with a pion (�0) having momentum

less between 70 and 450 MeV=c in the � (4S) frame.

2. For D�+ candidates, we perform a vertex �t for the D�+ using the constraint of the

beam spot to improve the angular resolution for the soft pion and cut on the quantity

�m � m(D0�0)�m(D0) relative to the �tted value from the inclusive D�+ spectrum

(see Tab. 3.6.4.2). We use �m rather than m(D0�+) as a selection variable because

m(D0�+) is highly correlated withm(D0), whereas�m is by construction uncorrelated.

A �xed � = 30 �m is used to model the beam spot spread in the vertical direction

[89].

3. For D�0 candidates we cut on �m without performing the vertex �t.
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3.6.5 Charmonium Reconstruction

We reconstruct various charmonium decays involving dileptons; including J= and  (2S)!

`+`� , as well as the cascade decays  (2S) ! J= �+�� and �c1 ! J= 
, followed by J= 

! `+`�.

3.6.5.1 J= and  (2S) ! `+`� Reconstruction

We apply the following algorithm to reconstruct and select J= and  (2S) ! `+`� candi-

dates.

1. Pairs of oppositely charged tracks are assigned the � (e) mass and combined if their

invariant mass calculated from four-vector addition at the origin lies in the range

2.5(2.3) to 3.5 GeV=c2.

2. Since electrons and positrons undergo both �nal state radiation, and radiation of

bremsstrahlung photons in the detector material, candidates the electron channel are

subjected to a bremsstrahlung recovery process in which EMC clusters consistent with

the bremsstrahlung hypothesis are combined with either leg of the e+e� pair [69].

3. The lepton pair are vertexed but no convergence criteria are required. If the vertexing

does not converge four-vector addition is used to calculate the mass.

4. At this stage we cut on the invariant mass and apply particle ID criteria as listed in

Tab. 3.6.5.1.

5. If a candidate  has the same track combination in both electron and muon channels,

the muon channel candidate is discarded.
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Variable Skim Final Analysis

All modes

� ID 1 \Loose" + 1 \MinIon" -
e ID 1 (\Loose" or \noCal") 1 (\Tight" or \noCal")

J= ! e+e�

m(e+e�) [2.3-3.5] GeV=c2 [2.95,3.14]GeV=c2

J= ! �+��

m(�+ �m) [2.8,3.5] GeV=c2 [3.06,3.14]GeV=c2

 (2S)! e+e�

m(e+e�) [3.3,4.2] GeV=c2 [3.44,3.74]GeV=c2

P �( (2S)) - [1.0,1.6] GeV=c

 (2S)! �+ �m

m(�+ �m) [3.3,4.2] GeV=c2 [3.64,3.74]GeV=c2

P �( (2S)) - [1.0,1.6] GeV=c

Table 3.19: Summary of cuts for J= and  (2S) ! `+`� selection..

Variable Skim Final Analysis

m(�+��) [0.4,0.6] GeV=c2 -
m( (2S)) [3.3,4.2] GeV=c2 -
m(J= �+��)�m(J= ) - �0:015GeV=c2
p� [1.0,1.6] GeV=c -

Table 3.20: Summary of cuts for  (2S) ! J= �+�� selection..

For the exclusive event selection of  (2S) decays we cut on an additional quantity.

1. P �( (2S)), The momentum of the  (2S) in the center-of-mass frame which is required

to be consistent with the kinematics of B !  (2S)K.

3.6.5.2  (2S) ! J= �+�� Reconstruction

We also consider  (2S) ! J= �+�� followed by J= ! `+`� where `+`� is either e or �.

For such decays we apply the following selection.
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Variable Skim Final Analysis

Muon Id - 1 \Loose" + 1 \Very Loose"
Electron Id - 1 \Tight" + 1 (\Loose" or \noCal")
E(
) > 150 MeV -
A42 < 0:15 -
�(
) [0.41,2.409] -
m(J= 
)�m(J= ) [0.35,0.45] GeV=c2 -

Table 3.21: Summary of cuts for �c1 ! J= 
; J= ! `+`� selection..

1. The J= candidates are mass constrained and combined with any pair of oppositely

charged tracks to produce a  (2S) candidate.

2. In addition, we require the cut on the �+�� invariant mass and the momentum of the

 (2S) in the center-of-mass.

For the �nal selection, the di�erence in mass between the  (2S) and J= candidates is

required to be within 15MeV (again � 3�) of the expected value.

3.6.5.3 �c1 Reconstruction

�c1 candidates are reconstructed via the decay �c1 ! J= 
.

The �c1 candidates are formed by combining the J= candidates, after applying a mass

constraint, and the photon candidates described in Sec. 3.3.2.

In addition, we tighten the cuts on the photon and the PID requirements. The 
 and

the J= are then combined geometrically and vertexed and we cut on the reconstructed �c1

and the J= .

A mass constraint is applied to the �c1 candidate for subsequent use.
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3.6.6 B Candidate Reconstruction

In the open charm modes, we obtain B-meson candidates by combining a D or D� candidate

with a �, � or a1 meson. In the charmonium modes we combining a J= ,  (2S) or �c1

candidate with a K0
S

K� or K meson.

We apply the following additional requirements on the B candidate during the skimming

procedure:

� the raw mass lies in the range 5.0 to 5.5 GeV=c2;

� the reconstructed energy lies within �300 MeV of one-half the center-the-mass energy.

The �nal B selection as well as the selection yields and eÆciencies are described in the

next sections.

3.7 Final B-Meson Selection

\It is hard to �nd some that has everything you are looking for."
\I just use my personality as a weeder."

| K. Gundersen and S. Looney

The �nal selection of B mesons to be used in later stages of the analysis is performed by

running on the stored B candidates:

1. All the kinematic and particle identi�cation cuts applied on the B decay products are

tightened to the values used for the elusive analysis. This is necessary because the

\skim" selections are shared with other analyses.

2. For certain decay channels with higher background rates additional cuts are introduced

to control the background. All of these selection variables are describe in Sec. 3.7.1.
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3. Two independent variables are used to perform the �nal selection and characterize the

remaining background. This step includes selecting a single B from an event should

more that one candidate still survive. This process is described in Sec. 3.7.2.

3.7.1 Kinematic Variables for Background Reduction

Our �nal background reduction cuts are applied to a few variables designed to take advantage

of the kinematic di�erence between B-meson decays and combinatorial background from

various sources.

1. We apply cuts on the shape of the event, to distinguish between B0B0 events and light

quark events.

2. For J= K0
S
and  (2S) K0

S
events we also cut on helicity angles of the decays.

3.7.1.1 Light Quark Backgrounds

The general principle applied in rejection light quark combinatoric background is that the

� (4S) ! B0B0 decays are more isotropic that the back-to-back jet-like continuum events.

Accordingly, we apply the following cuts.

1. Each event is required to satisfy R2 < 0:5 where R2 is the ratio of the second Fox-

Wolfram moment to the zeroth moment determined using charged tracks and un-

matched neutral showers in the � (4S) frame.

2. We apply a mode-dependent cut on the cosine of the thrust angle cos �th. The thrust

angle is de�ned as the angle between the thrust of the B and the thrust of the rest of

the event.
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Figure 3.10: Distribution of the opening angle, �th, between thrust axes for the B candidate
and the remaining tracks in the event for the mode B0 ! D�+��, D0 ! K��+.
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Figure 3.11: Helicity angles for the decay � (4S) ! BB ! J= (e+e� or �+��)+X

3.7.1.2 Helicity Angles

The relevant kinematic angles for the decay � (4S) ! BB ! J= (e+e� or �+��)+X are

the helicity angles, �B, �J= , and �� (see Fig. 3.11).

In the reaction, Y ! X ! a + b, the helicity angle of particle a is the angle measured

in the rest frame of the decaying parent particle, X, between the direction of the decay

daughter a and the direction of the grandparent particle Y .

For example, in the decay of a pseudo-scalar, B ! J= +X, the helicities must have

�J= = �X and the production angle, �J= , must be isotropic and the angular distribution is


at.

The backgrounds will tend to have di�erent helicity distribution from the signal. The light

quark backgrounds will be more jet like and will peak closer to the beam line direction. The
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Mode j cos �thj cut cos ��cut
e+e� �+ ��

B0 ! D���+ No cut -
B0 ! D���+ No cut -
B0 ! D��a+1 No cut -
B0 ! D��+ < 0:9 -
B0 ! D��+ < 0:8 -
B0 ! D�a+1 < 0:7 -
B+ ! D�0�+ < 0:9 -
B+ ! D0�+ < 0:9 -

B0 ! J= K0
S
(�+��) No cut < 0:8 < 0:7

B0 ! J= K0
S
(�0�0) No cut < 0:9 < 0:8

B0 !  (2S)K0
S < 0:9 < 0:8 < 0:9

B0 ! �c1K
0
S

< 0:9 -
B0 ! J= K�0 No cut -
B+ ! J= K+ No cut < 0:8 < 0:9
B+ !  (2S)K+ < 0:9 < 0:8 < 0:8
B+ ! �c1K

+ < 0:9 -
B+ ! J= K�+ No cut -

Table 3.22: Thrust and helicity cuts applied in the each B decay channel under study..



136

fake B candidates formed from light quark backgrounds will generally follow a 1 + cos2 �B

angular distribution. The �� helicity angle is especially useful in rejecting background as

its cos �� distribution is highly peaked at �1 whereas the signal peaks at zero. A likely

explanation of this feature is that forming a fake J= ! `+`� candidate from two random

tracks requires the tracks to be back to back in separate jets. The third track ( K+; K0
S )

will lie in one of the two jets and will be close in phase space to one of the candidate leptons.

Hence the �� helicity angle for backgrounds will peak at cos �� � �1.

3.7.2 �E and mES

In order to select our �nal sample of B mesons we introduce two variables which take

advantage of the precisely known kinematics of � (4S) decays.

1. In the case of a correctly reconstructed B meson produced by the decay of an � (4S), the

measured energy of the B candidate, E�
meas, must agree with the beam energy, E�

beam.

Therefore, we de�ne �E to be the di�erence between the measured B candidate energy

and beam energy in the � (4S) frame as:

�E = E�
meas � E�

beam: (3.1)

2. The B 
ight direction is correlated with the B momentum. To use this, we de�ne an

energy substituted B mass, mES, as:

m2
ES = (E�

beam)
2 � (pB)

2: (3.2)

These two constraints and the associated variable are by construction, largely indepen-

dent of each other.
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The resolution on ��E varies from 20 to 40 MeV depending on mode. The list of the

modes we have studied and the corresponding values of ��E are given in Tabs. 3.8.2 and

3.8.3. Furthermore, the resolution in mES is typically about 2:6 MeV=c2 for decay modes

involving all-charged �nal states. And is usually dominated by the beam energy spread

rather that the detector resolution. This is about a factor of 10 better than the resolution

in invariant mass [93, 94].

Having de�ned these selection variables, we use the following method to select signal

candidates.

1. We de�ne our signal and background regions in terms of �E and mES . For all modes,

the region between 5:2 and 5:3 GeV=c2 in mES and between �300 MeV in �E is used

to study the B candidates. It is often called the \grand sideband" region.

2. We measure the �E resolution by �tting a signal Gaussian plus a background polyno-

mial to the �E distribution for all events in the grand sidebands.

3. We require �E be consistent with zero to within �2:5�. For the open charm modes,

we �t the �E distribution for each mode, and apply cuts based on the the �t results,

which are listed along with the yields in Tabs. 3.8.2 and 3.8.3. For the charmonium

modes, we simply cut at approximately �2:5�; speci�cally, we cut at �30MeV for all

the modes except B0 ! J= K0
S (K

0
S ! �0 �0) which has much worse resolution owing

to the �0's and for which we cut at �100MeV.

4. No further cut is applied on mES . The reason for this is that we wish to use mES

during the �tting procedure to distinguish between signal and background events.
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5. We allow only one candidate per event; in order to do this we select the candidate with

the smallest absolute value for �E .

3.8 B-Meson Yields

\For me b-quarks are yellow. You said '50 Million B-pairs' and everything went yellow."
| P. Elmer

This section �rst describes the techniques used to measure the size and purity of the �nal

sample of selected B decays. We then go on to use those quote the measured event yields

for all of our samples.

3.8.1 Measuring Event Yields

Given the �nal B samples, we measure mES resolutions and event yields by �tting to the

mES distribution of the remaining events. We parameterize our mES distribution for signal

events with a Gaussian G, and we use an Argus function [95] to parameterize the background

distribution:

G(mES ;mB; �mES) =
1p

2��mES
� exp (�mES �mB

2�mES

2
): (3.3)

A(mES ;m0; �) = �(m0 �mES)mES(1� (mES
m0

)
2
)
1
2

(3.4)

� exp (�(1� (mES
m0

)
2
))

And in terms of the Gaussian Fraction fg, the combined signal and background distribution

is:

F (mES; fg; mB; �mES ; m0; �) = fgG(mES ;mB; �mES) (3.5)

+(1� fg)A(mES ;m0; �):
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For brevity, we will often denote by �̂ all the �t parameters in the Gaussian and Argus

functions.

The yield of candidate events in the data is determined using the following procedure

[96, 65].

1. We �t the distribution of mES for candidates in the grand sidebands (see Sec. 3.7.1)

which lie within �E signal band to Eq. (3.5). Only the Argus function shape param-

eter, �, and the Gaussian width, �mES are allowed to 
oat in the �t.

2. We count all the candidates inside the 3� limit in mES to determine the number of

candidates (Ncand).

3. We integrate the Argus function is across the 3� limit in mES to determine the back-

ground (NArgus).

4. The event yield is de�ned as:

Nsignal = Ncand �Nargus: (3.6)

This formulation does not account for the feed across background from types of decays

which peak under the signal in mES. The point is that many such background events come

from similar events where a single particle has been mis-reconstructed, for example confusion

of at charged pion with a charged kaon. Since such event would have the same time-structure

as the signal events, they are treated as signal.

The obvious exception to this treatment is the case where a B0 is reconstructed as a

B0 or vice versa, owing to the replacement of a track which a kinematically similar neutral

cluster. In general we call such events \peaking" background, and speci�cally treat to them
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Figure 3.12: Combined distribution for mES from all B0 decay modes to \tagging" �nal states.

in �tting the time-structure. In general the fraction of peaking background is determined

from inclusive Monte Carlo.

3.8.2 Bflav Sample

The �t results for �mES and ��E as well as the observed yields and purities for B0 decays

to \tagging" �nal states are summarized in Tab. 3.8.2, and plot of the mES distribution

summed over all the Bflav modes is shown in Fig. 3.12.

3.8.3 B� Sample

The �t results for �mES and ��E for B+ decays are summarized in Tab. 3.8.3, and a plot

of the mES distribution summed over all the B+ modes is shown in Fig. 3.13.
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B0 mode Secondary mode ��E �mES Yield Purity
(MeV) (MeV)

D���+ D0 ! K� �+ 19:2 26 683� 13 96%
D0 ! K� �+ �0 22:4 30 447� 15 91%
D0 ! K0

S �
+ �� 16:7 26 568� 13 95%

D0 ! K� �+ �+ �� 18:0 29 171� 8 91%
D���+ D0 ! K� �+ 23:2 31 511� 15 90%

D0 ! K� �+ �0 26:7 30 224� 14 75%
D0 ! K0

S
�+ �� 24:1 30 398� 17 85%

D0 ! K� �+ �+ �� 25:1 35 83� 8 81%
D��a+1 D0 ! K� �+ 17:0 28 351� 14 87%

D0 ! K� �+ �0 18:5 33 251� 14 82%
D0 ! K0

S
�+ �� 21:6 26 318� 16 73%

D0 ! K� �+ �+ �� 12:8 25 89� 9 66%
D��+ D� ! K+ �� �� 18:5 25 2358� 40 83%

D� ! K0
S �

� 15:6 27 247� 11 88%
D��+ D� ! K+ �� �� 34:7 34 1577� 38 72%

D� ! K0
S
�� 37:2 32 176� 11 75%

D�a+1 D� ! K+ �� �� 12:1 25 1354� 35 58%
D� ! K0

S
�� 12:5 23 164� 11 66%

All B0 ! D(�)�X+ 27 9991� 80 79%

J= K�0 (K+ ��) J= ! e+e� - 26 203� 11 88%
J= K�0 (K+ ��) J= ! �+�� - 27 221� 8 94%

All B0 ! cc K�0 27 424� 14 91%

All Bflav 27 10457� 88 80%

Table 3.23: Observed resolutions for �E and mES and yields for B
0 decay modes to \tagging"

�nal states..
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B mode Secondary mode ��E �mES Yield Purity
(MeV) (MeV)

D�0�+ D0 ! K� �+ 19:2 25 2367� 40 92%
D0 ! K� �+ �0 21:2 28 2367� 40 92%
D0 ! K0

S
�+ �� - 24 2367� 40 92%

D0 ! K� �+ �+ �� 15:7 25 2367� 40 92%

D0�+ D0 ! K� �+ 17:9 29 2367� 40 92%
D0 ! K� �+ �0 20:2 29 2367� 40 92%
D0 ! K0

S �
+ �� 16:3 29 2367� 40 92%

D0 ! K� �+ �+ �� 17:3 25 2367� 40 92%

All B+ ! D(�)0X+ 26 8428� 71 85%

J= K+ J= ! e+e� - 26 1701� 19 92%
J= ! �+�� - 25 1582� 21 92%

 (2S) K+  (2S) ! e+e� - 33 197� 13 80%
 (2S) ! �+�� - 22 141� 5 97%
 (2S) ! J= �+�� (e+e�) - 24 225� 13 65%
 (2S) ! J= �+�� (�+��) - 19 215� 10 80%

�c1 K
+ J= ! e+e� - 36 363� 16 87%

J= ! �+�� - 26 331� 15 79%

All B+ ! cc K+ 26 �16 %

All B� 26 14304� 87 88%

Table 3.24: Observed resolutions for �E and mES and yields for B� decay modes..
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Figure 3.13: Combined distribution for mES from all B� modes.

3.8.4 CP Sample

The �t results for �mES for B0 decays to CP eigenstates are summarized in Tab. 3.8.4; and

a plot of the mES distribution summed over all the CP modes is shown in Fig. 3.14.
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B0 mode Secondary mode �mES Yield Purity
(MeV)

J= K0
S (�+��) J= ! e+e� 26 222� 5 98%

J= ! �+�� 25 222� 6 96%

J= K0
S (�0 �0) J= ! e+e� 33 55� 5 92%

J= ! �+�� 36 50� 4 95%

 (2S) K0
S

 (2S) ! e+e� 27 30� 4 83%
 (2S) ! �+�� 23 21� 4 77%
 (2S) ! J= �+�� (e+e�) 32 38� 4 83%
 (2S) ! J= �+�� (�+��) 26 24� 3 89%

�c1 K
0
S J= ! e+e� 28 32� 3 87%

J= ! �+�� 38 38� 4 80%

All B0 ! cc K0
S

28 729� 15 94%

J= K�0 (K0
S �

0) J= ! e+e� 26 40� 4 82%
J= ! �+�� 26 54� 5 76%

All B0 ! cc K�0 27 92� 10 76%

All CP 28 822� 17 92%

Table 3.25: Observed resolutions for mES and yields for B0 decay modes to CP �nal states..
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Figure 3.14: Combined distribution for mES from all B0 decay modes to CP �nal states.
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Chapter 4

Measuring �t and the Resolution

Function, R(Æt; �̂)

\Man who live in glass house; change in basement."
| R. Miller

As mentioned in Sec. 1.5, precise measurements of decay time di�erence �t, as well as an

accurate representation of the resolution of those measurements are crucial to time-dependent

analyses.

This chapter describes the algorithms used in BABAR to measure �t. Sec. 4.1 provides

a brief overview of the subject. Sec. 4.2 provides a brief description of basic vertexing

algorithms. Sec. 4.3 then goes on to describe how those algorithms are applied to the speci�c

situation where one B-meson has been fully reconstructed using the methods described in

Chapter 3. Sec. 4.4 will describe the parameterization of the resolution function. Sec. 4.5

describes Monte Carlo studies on the vertexing performance and resolution functions, while

Sec. 4.6 describes the technique we use to measure vertexing performance in data. Finally,

Sec. 4.7 details the major systematic issues pertaining the measurement of �t and the

description of the �t resolution.
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We should point out here that measuring the B-meson lifetimes is a crucial aspect of

understanding the vertexing performance. In fact, a cursory measurement of those lifetimes

will be described in Sec. 4.6 [97, 98, 99].

4.1 Overview of Vertexing and �t Measurement

\J'ai dit a mon pere, 'tous les copains commence a se marier et faire des gosses.' Il ma
repondu, 'les meins commence a mourir.' "

| C. Metzger

As described in Sec. 2.2, the asymmetric design of the PEP-II collider, and the boost of

�
 � 0:56 in the laboratory frame, has the purpose of obtaining a separation of h�
c�i �

250�m between the two B vertices. Furthermore, as we described in Sec. 2.1, the BABAR

detector was designed to achieve a resolution of � 130 �m on �z.

As we have explained in Sec. 1.5 we fully reconstruct only one B and then determine

the distance, �z, between the two B decays. Since the B-mesons are almost at rest in the

CM frame, �t � �z=
�c. Because of the absence of fragmentation particles coming from

the � (4S) decay point, it is not possible to reconstruct the interaction point precisely, and

therefore impossible to measure the decay length of each B separately.

The fully reconstructed B-meson (Brec) is kinematically vertexed using all the particles

of the decay chain. However, to retain high eÆciency the other (\tagging" or \tag-side") B

vertex (Btag) must be measured using inclusive techniques. In fact, as we will see in Sec. 4.3

the Btag vertex is reconstructed with the remaining charged tracks in the event.

This inclusive approach is complicated by the possible existence of short and long lived

decay products of the \tagging" B , particularly D-mesons. Because of the boost, such

particles tend to travel forwards and will thus bias the tag-vertex position forwards. Since
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�t is de�ned as �t � treco� ttag this will negatively bias �t. In fact, the vertexing algorithm

described in Sec. 4.3 is speci�cally designed to minimize the impact of such particles.

As discussed in Sec. 1.5.4 we also need to extract the resolution function R(Æt; �̂). We

have three choices as to how to this.

1. We can �t residual (Æt � �t � �Ttrue) distribution from Monte Carlo truth. This is

quite simple, but since we hope to measure �B0 to � 1% and we can not hope to model

the details of the SVT intrinsic hit resolution and internal alignment to such precision,

this method is not suÆcient for our purposes.

2. By �tting the �t distribution in data for R(Æ�t) with physics quantities such as �B0

�xed to the world averages. Of course, we can not then later use the same resolution

function to measure �B0 .

3. By simultaneously �tting the physics model and the resolution function. This method

allows us to make independent measurements (which are also useful cross-checks) of

the B-meson lifetimes. The complication here is that depending on the choice of

parameterization, certain resolution function parameters can be highly correlated with

the physics quantities. Therefore, some care is need in performing the �t.

In fact, in order to study systematic e�ects and have good con�dence in our measured

resolution function, we will use all three of these methods and check that they give consistent

results.

Furthermore, in any of these cases, we are sensitive to the parameterization of R(Æt) that

we choose. In fact, the choice of parameterization will be discussed closely is Secs. 4.5 and

4.4.
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4.2 Vertexing Algorithms

\You can understand that people wouldn't want to use a physics program called 'Mr.
Vertex'."

| I.J.Scott

This section will very brie
y treat the basics of vertexing and kinematic �tting. It is

intended to provide background to the systematic issues that will be discussed later, rather

that to be a full-
edged discussion of vertexing techniques, which can be found in Refs.

[100, 101, 102].

The basic point here is that in the BABAR physics analysis framework, vertexing is per-

formed as a type of kinematic �tting wherein the measured track parameters are varied until

a solution consistent with the tracks and other constraints are found.

4.2.1 Intial Vertex Estimate

A common issue in vertexing is that an initial guess of the location of the vertex is required;

usually the primary interaction point can be used, but the convergence radius is of the order

of a few centimeters. This is good enough for decays of short-lived particles (B and D) but

not for long-lived particles (V 0's).

This problem is handled generally for all cases by solving numerically for the point of

closest approach of the two tracks. When more than two tracks appear, the point of closest

approach of the closest pair of tracks is used. When this search fails, the BABAR origin is

assumed and the vertex is still attempted.

4.2.2 Vertexing General Formalism

The general algorithm we use for vertexing is based on the generalized least squares method

using the well-known Lagrange multiplier technique [100].
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In this formulation the general idea is that we have measured a set of quantities (for

instance track parameters) y. We allow for normally distributed variations Æ about the

measured values. We then summarize unknowns which de�ne the constraints (for example

the vertex position) in a vector x. The point then is that if we can relate the x and � by m

constraint functions,

fk(x;�) = fk(x;y + Æ) = 0; k = 1; :::; m (4.1)

which can be linearized at x = x0 and � = �0, the �
2 can be expressed in terms of the

values of the constraints at point x0 (c), the derivatives (estimated at point x0, �0) of the

constraints with respect to the unknowns ( ~A) and parameters ( ~B), the weight matrix of

parameters ( ~Wy) and the Lagrange multipliers �:

�2 = ÆT ~WyÆ + 2�T
�
~A� + ~BÆ + c

�
; (4.2)

where

� = x� x0 (4.3)

Æ = � � �0;

Given Eq. (4.2) we can minimize �2 using Newton's Method. As a �rst approximation,

we take �0 = y. This formulation also requires that we expand about an initial constraint

condition x0. In this case of pure geometrical vertexing that is equivalent to saying that we

must choose an initial guess vertex point, as discussed in Sec. 4.2.1.

When Eq. (4.1) are already linear, the �nal solution can be calculated in a single iteration.

In general, however, the constraints are not linear, and better approximations are needed
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for subsequent iterations. These can be obtained by replacing x0, �0 = y by x, � and

recalculating the covariance matrix.

Finally, we note that since we have constructed a proper �2, our covariance matrix has

physical meaning and we can use it to estimate the error on any of our vertex �t parameters.

In particular, we will use ��z (or more exactly, ��t) in our treatment of the resolution

function.

4.2.3 Vertex Constraints

We use a variety of constraints in �tting B0B0 events for the decay length di�erence �t.

Complete mathematical detail of these constraints are available in Refs. [103] and [89].

1. Vertex: requiring all the input particles to come from a common vertex. For each

input candidate i there are two constraint equations, corresponding to the bend and

non-bend planes, respectively.

2. Invariant mass: forcing the output candidate to have an invariant mass M .

3. Beam-spot: forcing the vertex position in the transverse plane (x; y) to be compatible

with the beam-spot position. For this constraint, additional parameters (xBS ; yBS) are

introduced as in the �t and their covariance matrix is used to account for the actual

size of the beam.

4. Beam-spot single track: equivalent to the previous one with the di�erence that it is

applied to a single track (or candidate) instead of a vertex. It forces the track to

intersect the beam-spot position in the transverse plane.
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5. Beam energy: forcing a particle to have half of the beam energy in the reference frame

of the � (4S), We use the �2 of the constraint to account for the energy spread of the

beams.

6. Line-of-
ight: the decay vertex is required to lie along the line de�ned by a �xed

position (x0; y0; z0) and direction of 
ight (tx; ty; tz). The length s of the decay point

along the line of 
ight is the only parameter left free.

The main point of this list is to illustrate that the �t vertex resolution does not only

depends on the reconstructed particle in the event, but also requires information about the

energy and position of the beams.

4.3 �z and �t Algorithms

\You physicists think that you are so clever because you are always calling length 'time' and
energy 'mass'."
| M. Frank

In this section we will describe both the algorithm used to measure the decay length

di�erence �z and the algorithm used to extract the proper time di�erence between the

B-mesons [104, 105].

The single largest speci�c issue relating to the measurement of �z is the selection of

tracks to be used in the vertex. Because of the forward boost, using tracks which do not

come from B decay will tend to bias the tag-side vertex forwards. In order to minimize this

bias, we attempt to reject from consideration tracks which are inconsistent with having come

directly a B decay vertex. Details of the tag-vertex selection are described in Secs. 4.3.1,

4.3.2 and 4.3.3.
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Finally, in Sec. 4.3.4 we describe how we use some particular details of the �z �tting algo-

rithm to achieve an estimate of �t which corrects for biases caused by the small momentum

of the B-mesons in the CM frame.

4.3.1 Measuring �z

We adopt a general strategy for �nding �z based on as much of the event information as

possible.

1. First we reconstruct the signal B (Brec).

2. We then build a list of all the remaining charged tracks in the event.

3. We remove charged tracks from reconstructed V 0's (K0
S
and �), and add the cor-

responding composite track. Only V 0's which have SVT information are used, the

remaining ones are simply removed.

4. We remove tracks identi�ed as kaons from consideration as they are not likely to come

directly from the B decay vertex.

5. Ideally, we should reconstruct D and Ds mesons, and for each successful candidate

remove daughter tracks from the list and add the composite track. In practice the

fraction of D-mesons we can recover is very small, so the vertex tag reconstruction

bene�ts very little by using exclusive D-mesons. This step of the strategy has never

been implemented.

6. We �t the tagging side candidates to a common vertex. During this process we it-

eratively remove the tracks which we believe came from secondary D-meson decays
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because they are geometrically or kinematically inconsistent with coming from the

same B decay vertex as the other tag-side tracks.

4.3.2 V 0's and 
 Conversions in the Tag-Side Vertexing

Special care is put in the selection of the V 0 candidates since using fake candidates would

likely have detrimental e�ect of the vertex performance. We apply the following cuts for K0
S

(�) selection:

� the probability of the vertex �t (without mass constraint) must be higher than 0.1%;

� the decay length with respect to the primary vertex in the transverse plane must be

higher than 2 (5) mm;

� the aperture angle of the daughters must be greater than 200 mrad;

� the mass of the reconstructed candidate must be within 7 (4) MeV of the nominal

mass.

The purity within the mass window is estimated to be about 70% for both cases.

We also use a photon-conversion selection to veto tracks for vertexing. The selection cuts

are the following:

� the xy (z) distance between the two tracks is required to be less than 5 mm (1 cm);

� the three-dimensional distance between the tracks must be <3 cm;

� the invariant mass of the pair of tracks must be < 10 MeV=c2.
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Figure 4.1: Mass distribution of the K0
S
and � candidates used for tag-side vertexing. Arrows

indicate the mass cut applied.

From Monte-Carlo truth studies, there is an indication that when using the composite

K0
S and � there is a small (2-3%) reduction of the number of events at large residual and

to a lesser extent at large pull. In all cases the vertex tag reconstruction eÆciency is the

same. The mean number of K0
S and � used to make a vertex tag is 0.09 and about 0.001,

respectively. Furthermore, we see good agreement between the cases when the selection

described above are used and when Monte Carlo truth is used, indicating that the above

selections are reasonably accurate.

4.3.3 The Tag Vertex Algorithm

This algorithm tries to make use of all the position and kinematic constraints available in

the � (4S) ! B0B0 decay.

1. The B0B0 pair creation point is reconstructed by intersecting the reconstructed signal

Brec with the beam spot ellipsoid, the line of 
ight of the Btag is given by the (reverse)
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BCP

BTAG

Figure 4.2: Geometry of � (4S) ! B0B0 decay in transverse plane. The line of 
ight of the
Btag is given by the (reverse) momentum vector of the reconstructed Brec and its vertex. The
interaction point is the intersection of this line with the beam spot position in y.
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momentum vector of the reconstructed Brec and its vertex in the CM frame, and the

interaction point is estimated from the intersection of this line with the beam spot

position in y. In practice, the information from the beam spot can be reduced to just

the y coordinate. This is shown schematically in Fig. 4.2.

2. Due to the small size of the beam-spot in y, the decay path Lrecz = zrec � z� (4S) of the

Brec can be extracted,

Lrecz � yrec � y�
py;rec=pz;rec

: (4.4)

However, �(yrec) � 45 �m, the precision on Lrecz is very poor.

3. From momentum conservation, the momentum of the tag B meson, Btag, is known:

pTAG = p� (4S) � prec: (4.5)

4. From Btag momentum and the B0B0 pair creation point we can form a \pseudo-track"

which can be used to �t a common vertex as described in Sec. 4.3.1, above.

5. From the knowledge of pTAG from Eq. (4.5) and the Btag vertex position from the

vertex �t, one can get an estimate of the decay path for the tag side, LTAGz . In the

�y(� (4S)) � 0 limit,

LTAGz � yTAG � y�
py;TAG=pz;TAG

: (4.6)

Unfortunately, as for the case of the Brec case, the precision on L
TAG
z is extremely poor.

6. Owing to the pinched geometry, Lrecz and LTAGz have a positive correlation close to 1.

Therefore when we compute the di�erence �z=Lrecz �LTAGz the e�ect of the correlation

is basically removed, and this observable becomes much more precise than the separate
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decay lengths. In fact, this is just another expression of the fact that we are really

measuring �z rather that the individual decay lengths Lrecz and LTAGz .

The simultaneous vertex �t involving all the constraints makes the understanding of the

algorithm rather diÆcult. Ref. [114] documents the systematic studies performed which

help to understand the details. We list here some of the most important features.

1. When the Brec direction is perpendicular to the y direction, (� � 0), the direct z

constraints provided by the reconstructed Brec do not help; rather the beam spot

constraint applies directly to the B decay point, providing the whole resolution of the

beam spot in y (� 15 �m).

2. On the other hand, when the Brec direction is along the y direction the Brec constraints

directly constraint on z, compensating the loss of beam spot constraint e�ectiveness

as consequence of the Brec transverse 
ight.

3. As the change of e�ective resolution of the beam spot from � = 0 to � = �=2 is

not dramatic (from � 10 to � 30 �m) compared with the tracking resolution, the

improvement in resolution (with respect to no constraints) is mostly provided by the

beam spot alone.

4. A part of the rather marginal gain in resolution provided by the Brec constraints, their

purpose is basically to provide a more robust approach to select the tag side tracks,

reducing charm contamination and fraction of outliers. Thus �z resolution and scales

are �nally rather insensitive to resolution and scales in Brec, and only y � z, x � z

correlations from the tagging side tracks and the reconstructed vertex, and the beam
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spot determine the improvement in error on the reconstructed �z, compared to the

case when no constraints are applied.

This mechanism allows us to improve �z track selection and resolution, without spoiling

the very basic assumption in all the analyses that the resolution function is independent of

the speci�c Brec mode.

4.3.3.1 Convergence And Quality Criteria

The iterative procedure for track selection removes the candidate with the largest contribu-

tion to the total �2. The procedure is iterated until there are no tracks contributing more

than 6 units to the �2. The use of the \pseudo-track" allows us recover events with only a

single opposite track, making the algorithm extremely (98+ %) eÆcient.

However, since a well reconstructed vertex is required of study time distributions, we

reject all events with either j�zj > 3mm or ��z > 400�m: These two cuts (particularly the

second one) reduces the total vertexing eÆciency to about 92 %.

4.3.4 �z to �t Conversion

A time-dependent analysis must estimate �t for each event,

�t = trec � tTAG =MB[
zrec
pz;rec

� zTAG
pz;TAG

] (4.7)

trec and tTAG are, however, de�ned in di�erent frames, therefore the transformation from �z

to �t is not totally straightforward. To better understand these diÆculties, we note that

the distance �z can be written in terms of trec and tTAG as:

�z = �z


�
recc(trec � tTag) + 
��rec


�
rec cos �

�
recc(trec + tTag) (4.8)
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where �z and 
 are the same quantities as de�ned above. 
�rec, �
�
rec and cos ��rec are, re-

spectively, the boost factor, velocity and angle with respect to the beam direction of the

fully reconstructed B in the � (4S) frame. The above expression uses the fact that the two

B-mesons are back-to-back in the CM frame.

As we don't know trec + tTag, we have to neglect it or at best put in some average value.

Assuming an experiment with no polar angle bias and neglecting the event-by-event variation

of trec+ tTag (i.e.due to changes in �t, hcos ��reci = 0) on average the second term of Eq. (4.8)

vanishes. If we also neglect the energy release of the � (4S) ! BB decay, then we have


�rec = 1. These two assumptions lead to the equation

�t = �z=
�zc (4.9)

where 
 is the boost factor of the � (4S) in laboratory frame and �z its velocity projected on

the BABAR z axis. In BABAR, �z
 � 0:56. Using �z instead of � we account for the rotation

in the (x; z) plane of the beam axis with respect to the BABAR z axis (tilt angle about 20

mrad), reducing the full boost by about 1.2 MeV (0.02%).

This approximation, for which the B momentum does not need to be measured, is com-

monly called boost approximation. Compared with the experimental resolution on �z, the

e�ects on �t produced by this approximation are small (see below). However, this approach

is a potential source of bias and systematic error in �t [106, 107]. In particular, refer-

ence [106] shows analytically that for B lifetime measurements the bias introduced by this

approach about 0.4%, which is non negligible for a precision measurement as we seek in

BABAR.

This approach can be corrected, on average, to account for the small momentum of the
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B's,

�t = �z=
�zc

�
rec (4.10)

where 
�rec � 1:002.

The RMS contribution is then about 30 �m, to be compared to the total resolution of

about 110 �m. Therefore, in terms of resolution the e�ect of neglecting the second term of

Eq. (4.8) is small (about 4% in quadrature). Furthermore, if the resolution is extracted from

data themselves from B lifetime and mixing �ts, this e�ect is included automatically in any

time-dependent analysis.

When one of the B's in the event is fully reconstructed we know with good precision

cos ��rec. The problem then is to get an estimate of trec+tTag. We could take htrec+tTagi = 2�B.

This approach, however, does not account for the variation of htrec + tTagi with �t. This

e�ect can be taken into account by averaging over the �t range,

htrec + tTagi j�t= �B+ j �t j (4.11)

Thus �t can be extracted combining Eqs. (4.8 and 4.11),

�z = �z


�
recc�t + 

�rec

p�z;rec
MB

c(�B+ j �t j): (4.12)

This approach corrects for any possible polar angle bias of the experiment and minimizes

the additional contribution to the RMS from the per-event variation of trec + tTag.

4.4 Parameterizing the �t Resolution

\It doesn't matter how you do it. Nature doesn't have a resolution function.
| G. Raven
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As we stated in Sec. 1.5, in order to be able to study time dependence of B-meson decays,

we need to parameterize the �t resolution of the BABAR detector. As there is no a priori

reason to use a particular parameterization, this is a somewhat arbitrary choice. The only

guiding principle are that our resolution parameterization must:

� have enough freedom to accurately describe the data;

� not bias our measurements of physics quantities.

Additionally, since we will need to extract the parameters by �tting to the data, Occam's

razor applies: simpler models are preferable over more complicated ones.

4.4.1 �t Per-Event Errors

In addition of providing a measurement of the �t, the algorithms described above also give

a error estimate, ��t. In fact, because of the variety of tag-side topologies we consider,

��t varies widely throughout our sample. Distributions of ��t are shown for both data and

Monte Carlo in Fig. 4.3. From top �gure, we can also clearly see that the Monte Carlo

over-estimates the vertex performance. The bottom �gure clearly shows us that the ��t is

well correlated with the width of the residual distribution. That is to say, that there is in fact

very useful information contained in the value of ��t. Therefore, we use it as a dependent

parameter in our resolution function, R(�t; ��t). That is to say, our resolution function

parameterization will depend on both �t and ��t for each event.

4.4.2 �t Resolution Function

We have chosen to parameterize our resolution function with three components.
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Figure 4.3: Distributions of ��t. In the left plot both the Monte Carlo (histogram) and B0B0

signal data (points) ��t distributions are shown. Both histograms are normalized to 5000
events. In the right plot we show the RMS of the residual distribution plotted for various
bins of ��t.
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1. A core Gaussian, with width s and mean 0, scaled by the estimated error from the

vertex �t.

2. An exponential of lifetime �r convoluted with the core Gaussian. The purpose of this

component is represent the residual charm bias. This component is also scaled by the

vertex error.

3. An outlier Gaussian, with width so and mean 0, in general so is �xed to be 8 ps. As

this component represent poorly reconstructed events, there is no reason to believe

that should depend on the vertex error, and is thus left unscaled.

Then, in addition to s, so, �r, we use the fraction of events in the outlier Gaussian (fo) and

the exponential (fe) to write the resolution function:

R(Æt; �̂) =
1� fe � fop

2� � �is
� exp

�
� Æt2

2�2i s
2

�

+
fe

2 � �i�r �
�
exp

�
s2

2� 2r
+

Æt

�i�r

�
� erfc

�
sp
2�r

+
Ætp
2 � �is

��

+
fop
2�

� exp
�
� Æt2

2so2

�
(4.13)

Extensive Monte-Carlo studies have shown that this parameterization gives less residual

bias in �tting the B-meson lifetimes that alternate parameterizations involving only sums of

Gaussians, even allowing the Gaussians to have non-zero means [107].

Finally, we note that independent studies have seen that the vertex resolution improved

signi�cantly between 1999-2000 (run 1) and 2001 (run 2) data [109]. Therefore we use slightly

allow for di�erent values of some of the �t parameters between the two runs. In fact we �nd

that by splitting only the outlier Gaussian fraction fo and the core scale factor s we are able

to accurately reproduce both data sets.
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Figure 4.4: Monte Carlo residual distributions, R(Æt): a �t (line) is overlayed on the Monte
Carlo (points), and the same plot is shown both on linear (left) and logarithmic (right) scales.

Parameter Residual �t Distribution

Physics Parameters

�B0 - 1.535 � 0.039
�B+ - 1.665 � 0.041

Resolution Function

fe 0.262 � 0.026 0.260 � 0.086
f0 0.034 � 0.003 0.021 � 0.005
�r 1.111 � 0.088 1.088 � 0.355
s 1.153 � 0.016 1.179 � 0.076

Table 4.1: Results of the resolution function �ts to the Monte Carlo..

4.5 Vertexing Performance on Monte Carlo

The �rst step in understanding the performance of the vertexing algorithms is to compare

the reconstructed �t against the true �t in Monte Carlo.

All the studies performed through this section make use of Monte Carlo events with fully

reconstructed B-meson decays into charmonium and open charm modes. The Monte Carlo

sample used here is with a 'cocktail' of all those modes together.
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Figure 4.5: Correlation plots between resolution variables: the top plot shows the average
per-event error as a function of �t; the bottom two plots show the average residual (left) and
per-event error (right) as functions of �ttrue.

4.5.1 Fitting the �t Resolution Function in Monte Carlo

We �t the resolution function with Monte Carlo both directly from the residual distribution

and by using the �t distribution. The results both �ts for a event sample similar in size to

the data are shown in Tab. 4.5.1. Furthermore, the �t result are shown overlayed on the

Monte Carlo residual distribution in Fig. 4.4.

4.5.2 �t Residuals and Pulls

We performed checks to determine the dependence of the mean and width of the Æt dis-

tribution on various quantities. These are summarized in Fig. 4.5. The bottom two plots

show that neither the residual, nor the per-event error show any correlation with the true
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Figure 4.6: �t distributions for B0B0 mES sideband events. The kernel estimation technique
model is overlayed on the data; the same plot is shown both in linear (left) and logarithmic
(right) scales.

value of �t. On the other hand the correlation seen in the top plot merely indicates that,

as expected, event are large j�tj are more likely to have large per-event errors.

4.6 Vertexing Performance on Data and B Lifetimes

We now move on the discussion of simultaneous �t to the vertex resolution parameters �̂

and the B lifetimes, �B0and �B+ . In Secs. 4.6.1 and 4.6.2 we describe our model of the �t

structure of the background events, and in Sec. 4.6.3 we present the �t results. We note in

particular that the �t results are not as precise as those from the full combined �t, which

we describe in Chapter 6. In particular, our de�nitive measurements of the B lifetimes

are stated in Sec. 6.3.1, while the treatment of systematic error is grouped with the error

analyses of the other measurement in Sec. 6.5.

4.6.1 Describing the �t Distribution for mES Sideband Events

Since the mES sideband events do not come from well reconstructed B-meson decays, they

exhibit a di�erent decay time-structure. Unless correctly modeled this will bias the lifetime

and resolution function measurements on the signal evens. As described in Secs. 1.5 and 3.8
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we use mES to assign as signal probability and construct the product likelihood:

f(mES;�t; ��t; �̂j
̂) = G(mES; �̂)� fsig(�t j
̂)
 R(Ætj
̂) (4.14)

+A(mES; �̂)�K(�t);

where we have denoted the background �t distribution by K(�t).

We then use a kernel estimation technique to get an unbiased model of the K(�t) dis-

tribution for the background events. Basically, the kernel estimation technique models the

�t distribution as a sum of Gaussians, with one Gaussian at each data point. The Gaussian

widths are calculated as function of the data density. As such, the background �t distri-

bution is an unbiased, parameterless model. As an example, the B0B0 background model

is shown overlayed on data is shown in Fig. 4.6. Further description of the use of kernel

estimation technique for data modeling can be found in Ref. [110].

4.6.2 Describing the �t Distribution for Peaking Backgrounds

Another issue we must address is the treatment of the �t structure of background that

peak in mES. Monte Carlo studies indicate that such backgrounds consist almost entirely of

events where two soft particles have been interchanged. Since soft particles do not greatly

a�ect the vertex position, the resolution for these events is very similar to the resolution for

correctly reconstructed events. However, depending of which types of particles have been

interchanged, it is possible that the true �t distribution is quite di�erent.

For the purpose of measure the B-lifetimes and the resolution function, we distinguish

two cases.

1. Interchange of two charged particles. In this case, the event will remain in the same

sample, B0 or B�. Therefore, for the time being we consider such events as signal
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events. We do note however, that it is possible for such an exchange to change the


avor of the Brec. This will be a more signi�cant issue once we consider 
avor tagging.

2. Interchange of a charged particle with a neutral particle. In this case, the event will

switch between the B0 and B� samples. Therefore, we consider such events as a

separate background. From inclusive Monte Carlo studies [111], we believe that such

events correspond to roughly 1:5% of both our Bflav and B
� samples.

Therefore, while �tting, we add a 1:5% contribution of \peaking background" with exactly

the same resolution function, but a di�erent lifetime to each of our �t signal models:

Fflav(�t; �̂; fpeak; 
̂) = (1� fpeak)� fflav(�t; �B0 ; �̂) (4.15)

+fpeak � f�(�t; �B+ ; 
̂)

F�(�t; �̂; fpeak; 
̂) = (1� fpeak)� f�(�t; �B+ ; �̂)

+fpeak � fflav(�t; �B0 ; �̂):

Aside from performing systematic studies, we keep fpeak �xed to 0:005 throughout the anal-

ysis.

4.6.3 Results of the Fit to the Data

Fig. 4.7 shows the �t distributions for neutral and charged B candidates in the signal

region. For the �t above, we do not make an explicit distinction between signal and sideband

regions. However, the plots in Fig. 4.7 include only those candidates likely to be signal events

(mES > 5:27GeV=c2). Furthermore, the results of the �t are listed in Tab. 6.3.1.

The resolution function obtained from the �t above is in reasonable agreement with the

Monte Carlo (see Tab. 4.5.1). The scale factor obtained for Monte Carlo is about 1.06,
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Figure 4.7: �t distributions with �t results overlayed. B0B0 (B�) candidates in the signal
region are shown on left (right), and these plots are shown both on linear (top) and logarithmic
(bottom) scales.

Parameter Value

Physics Parameters

�B0(ps) 1:557� 0:029
�B+(ps) 1:679� 0:027

Resolution Function

fe 0:376� 0:128
fo (run 1) 0:017� 0:008
fo (run 2) 0:007� 0:005
�r(ps) 0:772� 0:217
so (run 1) 1:367� 0:073
so (run 2) 1:197� 0:069

Table 4.2: Summary of lifetime and resolution runction �t results.
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the scale factor obtained for data is 2� higher than that value. The standard Monte Carlo

is produced with perfect detector alignment. Monte Carlo studies of the e�ect of various

misalignments on the �z reconstruction are documented in [114]. Studies of �z control

samples [147] �nd the errors on �z in data to be ' 15 % worse than in Monte Carlo.

4.7 Vertexing Systematics

\And if you set 'doVertex' to 'no' then it does the vertex."
| F. Pastore, \How to do the vertexing."

We now move on to a discussion of the systematic e�ects which may bias our measurement

of either the resolution function R(Æt; �̂) or the B lifetimes. In doing this we will separately

quantify the possible bias on the resolution function and on the lifetimes. Many of these

numbers are taken directly from studies performed for the original BABAR publications the

B-lifetimes [112].

4.7.1 Resolution Function Parameterization

We have studied several alternative parameterization of the resolution function, including

double and triple Gaussians, as well as scaling or not scaling the Gaussian means and/or the

exponential lifetime �r by the per-event error ��t [143].

4.7.2 Consistency Between Sub-Samples

We have split the samples of B candidates into di�erent subsets.

1. B species (i.e. �t neutral and charged Bs separately), The results of the

combined �t and two separate �ts to the sample of neutral Bs and to the sample of

charged Bs are compared in Tab. 4.7.2.
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combined �t �t to B0/B0 sample �t to B� sample

�B0(ps) 1:557� 0:029 1:545� 0:0346 -
�B+(ps) 1:682� 0:027 - 1:693� 0:0323

Resolution Function

fe 0:376� 0:128 0:387� 0:117 0:359� 0:086
fo(run1) 0:007� 0:005 0:007� 0:007 0:005� 0:005
fo(run2) 0:017� 0:008 0:024� 0:011 0:012� 0:011
�r(ps) 0:772� 0:217 0:842� 0:221 0:668� 0:238
s(run1) 1:367� 0:073 1:451� 0:098 1:348� 0:099
s(run2) 1:197� 0:069 1:254� 0:083 1:157� 0:112

Table 4.3: Summary of the results of the combined �t and individual �ts to the sample of B0

and B� samples.

Sample free resolution function resolution function �xed
to result of full combined �t

ps ps

D(�)+X� 1:545� 0:045 1.548
	K(�)0 1:602� 0:101 1.602
B0 1:546� 0:044 1.579
B0 1:553� 0:042 1.540

All B0B0 1.545 � 0.036 1.557

D(�)0�+ 1:784� 0:045 1.715
	K(�)+ 1:678� 0:063 1.635
B+ 1.698 � 0.036
B� 1.698 � 0.036
All B� 1.698 � 0.036 1.675

Table 4.4: Results of Lifetime �ts by subsample, both divided by decay modes and by Brec


avor.
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2. Brec decay mode and 
avor, Tab. 4.7.2 shows the results of lifetime �ts to subsam-

ples that contain B candidates in a given subset of decay modes and Brec 
avors. Two

�ts are performed to each subsample. In the �rst �t, all resolution parameters are free,

and in the second �t the three parameters of the signal resolution function are �xed to

the values obtained from the full combined �t.

In none of these cases do we �nd a particularly noticeable e�ect. However we will later use

these numbers to quantify possible systematic errors owing to di�erent resolution function

between sub-samples. Much high statistic studies performed with signal Monte Carlo showed

di�erences of a few percent between the resolution function of B0 and B� events, owing

primarily to the di�erent kaon content of the events.

4.7.3 Stability of the Vertexing Algorithm

Several studies have been performed to optimize the parameters of the vertexing algorithm

[104, 89, 114]. These included turning on and o� several features such as the photon con-

version and kaon vetoes, removing or loosening various constraints, and changing the track

rejection criteria in the tag-vertex algorithm. Although most of these action worsen the

vertexing performance, none of them do so in a overly dramatic or unexpected manner. To

quantify this statement, none of these algorithm changes result in a loss of more that 2�3%

of the selected events. Therefore, we are con�dent that the vertexing algorithm does not

appear to have been over-tuned on Monte Carlo and is robust over the condition variation

present in the data.
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4.7.4 Beam Spot E�ect on Vertexing Performance

Details about how the beam spot is determined can be found in Ref. [115]. The beamspot

parameters are stored in the conditions database on a run-by-run basis with rolling calibra-

tion. During normal data taking, the rolling calibration can keep up with the slow beamspot

movement (typically less than 10 �m/hour) mainly due to the diurnal motion of support

tube with respect to the whole BaBar detector.

The average beamspot parameters are:

� position: (0.1,0.33,-0.9) cm;

� widths: (125,4.2,8500) �m;

� xz tilt: -18.8 mrad.

The errors on the mean are typically of the order of 1 �m on x and y. Although the error

on the mean y position is typically around 1 �m, the beam position can move signi�cantly

compared with 1 �m during a run due to machine operation and diurnal motion.

By using a luminosity based calibration, we observe �y to be around 4� 5 �m. Further-

more, �y decreases from near 8� 9 �m as the bunch currents decrease during the course of

each run [117]. Since �y is much smaller than the BaBar vertexing resolution, it is not mon-

itored online. The 4.2 �m quoted above for �y is an estimate from luminosity measurement,

smaller than the tracking resolution [118].

These number are very signi�cant because of the role that the y position of the beamspot

plays in de�ning the tag-side vertex [119]. Inaccuracies in modeling the beam-spot have been

shown to produce azimuthal dependencies for the D-meson lifetime measurements [97].
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4.7.5 Systematic E�ects from Beam Energies

The beam energies have spreads of about 5.5 MeV (electrons) and 2.5 MeV (positions).

The actual � (4S) momentum distribution is a convolution of the Gaussian beam overlap

distribution with the Breit-Wigner probability for � (4S) production and the phase space

for producing B0B0 pairs. Generator level studies [107] show a Gaussian � (4S) momentum

distribution with a width of about 6 MeV. The e�ect of the momentum spread is two-fold.

1. At �z reconstruction level (as the algorithm make use of the total momentum con-

straint), secondly when estimating �t, as described in Sec. 4.3.4. The impact of the

spread when reconstructing �z has been evaluated to be completely negligible since

errors are dominated by reconstruction.

2. As already mentioned in Sec. 4.3.3, the energy spread of the beams a�ects the �t

estimation (via the boost parameters � and 
). The accuracy on �z
 using 2-prong

events [116] has been evaluated to be better than 0.3% [?, 118]. Given this accuracy,

a generator level study [107] has shown that this is also negligible, provided that a

cos �CM correction is used when estimating �t.

4.7.6 Alignment E�ects on Vertexing

In this section we discuss studies of the impact of residual misalignments on the reconstruc-

tion of vertices and decay-lengths in the r�-plane or in the z-direction.

We have performed extensive studies in which we introduced speci�c misalignment into

the Monte Carlo between the full-detector simulation (GEANT) and reconstruction stages.

In particular, a sample of 10k B� ! D0 ��; D0 ! K��+ ; B+ ! X Monte Carlo events

has been reconstructed several times with di�erent misalignments as well as with perfect
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alignment. The alignment sets included: perfect alignments, global shifts of the SVT w.r.t.

the DCH, global rotations of the SVT, and various deformations of the SVT, included ellip-

soidal deformation, systematic expansions, twist and sag distortions, shifts of the outer SVT

layers w.r.t the inner layers and �nally uncorrelated random translations of SVT wafers.

Most of the corresponding alignments come from a group of people who work on the SVT

local alignment, who use them to study the SVT alignment procedure. The preliminary

results of their studies [120, 121] indicate that the alignment procedure signi�cantly reduces

the systematic deformations listed above, at least after several iterations.

Although the distribution of the number of tracks in the tag-side �t, the error on �t, and

�t do not change noticeably between these alignment sets; the tag-vertex �2 is noticeably

a�ected by the misalignment, with increases of up to 3% in the numbers of tracks having

P (�2) < 0:05.
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Chapter 5

B Flavor Tagging and �md

Measurement

\I just didn't want to listen to that terrible man ponti�cate."
| J. McFall

This chapter describes the algorithms used in BABAR to tag the 
avor of the non-

reconstructed B-meson (Btag). Sec. 5.1 provides a brief overview of the subject. Sec. 5.2

provides a brief description of 
avor-tagging algorithms and their inputs. Sec. 5.3 describes

the functions that we use to parameterize the tagging performance. Sec. 5.4 describes Monte

Carlo studies on the 
avor-tagging performance while Sec. 5.5 describes the technique we

use to measure 
avor-tagging performance in data as well as detailing that performance.

Finally, Sec. 5.6 details the major systematic issues pertaining to the measurement 
avor-

tagging performance.

We should point out here that measuring the B-mixing rate �md is a crucial aspect of

understanding the tagging performance [122, 123].. In fact, a cursory measurement of �md

will be described in Sec. 5.5 [124].

5.1 Overview of Flavor-Tagging

\It is red olive with a cute little green pimento."
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| J. Wood, \Description of an anti-olive."

As we have explained in Sec. 1.5 in measurements of B mixing rates and time-dependent

CP-violating asymmetries, we fully reconstruct only one B and attempt to determine the


avor of the other B-meson by looking for a variety of \tagging" signatures.

1. Leptons from B ! D`� decays carry the charge of the virtualW boson, thus \tagging"

the B. Furthermore, such leptons tend to be highly energetic and are thus easily

identi�ed.

2. Single hard pions from B ! D� decays also carry the charge of the virtual W .

3. In many events, there is at least one kaon with the same sign charge as the b quark.

4. Single soft pions from B ! D��, D� ! D�soft decays carry the opposite sign charge

from the b quark.

Fig. 5.1 shows the momentum spectrum of the various particle species in \tagging" Monte

Carlo samples; we have put in multiplicative factor of -1 for opposite sign tracks to show the

clear asymmetry between \right" sign and \wrong" sign particles.

Since our 
avor tagging algorithms are not perfectly accurate, in order to extract physics

quantities such as �md we need to account for possible tagging errors or \mis-tags". In

fact, in analogy with the vertex resolution function, it is possible to extract the resolution

function R(Æ�t) in three ways.

1. By measuring the rate of \mistags" from Monte Carlo truth. This is quite simple, but

since we hope to measure �md to � 1% and we can not hope to model the details of

the B decays to such precision, this method is not suÆcient for our purposes.
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Figure 5.1: CM momentum spectrum of tagging tracks from Monte Carlo truth. Electrons
(solid line), muons (dashed line) pions (dashed line) and kaons (dot-dashed line) are all
shown normalized with the same normalization. Wrong sign tracks are shown with negative
values.
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2. By �tting the tagging variable and �t distribution in data with physics quantities such

as �B0 and �md �xed to the world averages. Of course, in this we can not later use

the same tagging performance parameters to measure �B0 or �md.

3. By simultaneously �tting the physics model and tagging performance. We favor this

latter method since it allows us to use our independent measurement of the B-mixing

rate as a cross check.

5.1.1 Tagging Formalism

In this section we describe the main relations and de�ne the quantities which describe the

tagging performance.

As discussed in Sec. 1.5.3 tagging inaccuracies dilute the CP-violating asymmetry A which

we use to measure sin2�. Speci�cally if we de�ne a mistag, w, as the fraction of events which

are wrongly tagged by a tagging algorithm, then:

(1� 2w) sin2� = A: (5.1)

More precisely, wB0 is the fraction of true B0-decays which are incorrectly tagged as B0, and

similarly for wB0 .

Furthermore, the statistical uncertainty on the measurement of A (�[A]) is inversely

proportional to the square-root of the number of events used in the analysis. Since these

must be tagged to be used, �[A]2 is inversely proportional to fraction of events actually

tagged, �. As above, we de�ne �B0 as the fraction of true B0 which are assigned a tag (either

a correct or incorrect one), and similarly for �B0 .
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For later use, we de�ne:

� = 1
2
(�B0 + �B0) (5.2)

�� = �B0 � �B0

w = 1
2
(wB0 + wB0)

�w = wB0 � wB0

r =
�B0
�B0
:

We can express the statistical uncertainty on sin2� as: [125, 126]:

�[sin2�] =
constp
Q

(5.3)

where the Q summarizes the tagging performances so far as statistical uncertainty on sin2�

is concerned. Q is usually referred to as the \tagging Quality factor", though it is sometimes

called the \absolute separation".

In the simplest case of a cut-method applied on a single event-category, the quality factor

is:

Q = �(1� 2w)2 (5.4)

When the tagging algorithm uses several event-categories (c) (e.g. electron category, kaon

category etc.), each with its own tagging eÆciency �c and mistag rate wc, the quality factor

is the sum of the quality factor per category:

Q =
X
c

Qc (5.5)

Qc = �cs
2

=c = 1� 2wc
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In the case that a continuous variable xtag is used to tag, by extension from Eqs. (5.4

and 5.5) we have:

Q =

Z
n(xtag)s

2(xtag)dxtag (5.6)

s(xtag) = S(Brec)
a(xtag)

n(xtag)

a(xtag) =
f(xtagjB0)� f(xtagjB0)

2

n(xtag) =
f(xtagjB0) + f(xtagjB0)

2

where S(Brec) is +1 (-1) for Brec = B0 (Brec = B0) decays, n(xtag) is the probability of

observing an event at xtag and f(xtagjB0 (B0)) is the probability to observe a B0 (B0 ) event

at xtag. Of course, the f(xtagjB0B0) are not known a priori, and must be extracted. However,

we note that on Monte Carlo it is possible to construct xtag as the di�erence of probabilities

such that:

xtag �1:; 1: (5.7)

xtag � s(xtag):

Although this relationship will not hold exactly on data, we use it as a starting point and

de�ne two tagging functions c(xtag) such that:

f(xtagjB0) = c(xtagjB0)n(xtag) (5.8)

f(xtagjB0) = c(xtagjB0)n(xtag):
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From which we can write:

n(xtag) = (c(xtagjB0) + c(xtagjB0))n(xtag) (5.9)

a(xtag) = (c(xtagjB0)� c(xtagjB0))n(xtag)

s(xtag) = S(Brec)_(c(xtagjB0)� c(xtagjB0)):

Clearly the �rst of these relationships is simply a normalization constraint on the c(xtag).

Eventually we will parameterize and �t for the c(xtag).

In general all of the above formulation assumes that we have equal reconstruction eÆ-

ciencies r for B0 and B0. If this is not true, we can write the tagging functions in terms of

�r � r(B0)� r(B0) and fraction of mixed events �:

n0(xtag) = n(xtag) + �r(1� �

2
)a(xtag) (5.10)

a0(xtag) = a(xtag) + �r(1� �

2
)n(xtag):

s0(xtag) =
s(xtag) + �r(1� �

2
)

1 + s(xtag)�r(1� �
2
)

5.2 Tagging Algorithm

\He is really good, he �nds the Higgs anywhere she wants. If she wants the Higgs at 105
GeV, he �nds the Higgs at 105 GeV."

| J. Neilsen

We use a neural network based tagging algorithm \NetTagger". The algorithm output

a value in the range [�1; 1], and is trained using Monte Carlo truth to return value near

+1(�1) for \B0-like" (\B0-like") events. Secs. 5.2.1 and 5.2.2 describe some pre-selection

input to the tagging algorithm, and Sec. 5.2.3 describes both the tagging algorithm and its

intermediate and �nal stage outputs.
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Particle Criteria Additional Cuts

Electron \Very Tight" -
Muon \Tight" -
Kaon \Very Loose" KNet output > 0:45

Table 5.1: PID selections and criteria used for tagging.

As systematic cross check, we also use a category-based tagging algorithm, which is a

hybrid of the NetTagger algorithm and a cut-based approach. Sec. 5.2.4 describes this hybrid

algorithm, the \Elba" tagging algorithm.

5.2.1 Track Selection for Tagging

The tagging algorithms use all the charged tracks with cuts on the distance of closest ap-

proach to the beam spot (DOCA). A cut is made at jZDOCAj < 4:0 cm. A cut is made at

DDOCA < 0:4 cm. The comparison between data and Monte-Carlo is good in both cases,

and the cuts are reasonably eÆcient.

Neutral objects are incorporated into the calculation of several quantities used by the

NetTagger. They are selected requiring they not match to any charged object and have a

minimum energy of 50 MeV. Neutral objects are used to calculate some event shape and

missing energy quantities.

5.2.2 Particle ID for Tagging

For the cut-based parts of the tagging algorithm we assign �xed particle type to each track,

while for the neural-networks pars we use the likelihoods for the di�erent particle hypothesis

from the di�erent sub-detectors as described in Sec. 5.2.3.

In the former case, the electron, muon and kaon PID selectors listed in Tab. 5.2.2 are
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applied to each track and the choice of a particle type is made as follows.

1. If a track is accepted by only one selector, it is assigned the corresponding particle

type.

2. If a track is selected both by the electron and the kaon selector, a cut on the likelihood

ratio LK=Le > 1:0 is made to separate kaons and electrons. If there is valid information

from the DIRC for p > 0:6GeV, then the DIRC likelihood is used alone, otherwise the

combined likelihood of the SVT, DCH, and DIRC is used.

3. If a track is selected both by the muon and the kaon selector, it is assumed to be a

kaon decay and used as a kaon for tagging purposes.

4. For all other con
icts, or if the track is not selected by any of the PID selectors used

for tagging, that track is considered to be a pion.

5.2.3 The NetTagger Algorithm

The NetTagger is a neural network-based 
avour-tagging scheme. In NetTagger, all events

are treated in the same fashion: a set of neural networks is applied to each event and the


avour of that event is determined by the outputs of these networks.

Flavor tagging is performed via a two-step approach; the �rst step uses a few specially

designed neural networks called \feature nets" to identify potential 
avour-carrying sources,

and the second step uses a single neural network devoted to separating neutral B-mesons.

We employ four feature nets to select potential 
avor-carrying sources and a single tagging

net uses these sources to tag the 
avour of B-mesons. All the neural nets use a feed-forward
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model whose weights are corrected using back-propagation. Technical detail of the NetTagger

neural network can be found in reference [127].

The NetTagger is trained using an Monte Carlo sample of 50k \tagging" events. This

allows us to use the other 50k of \tagging" events for performance measurements.

Furthermore, we present here the all of the input variable used for the tagging selection.

Primarily we wish to show the tagging power of each variable, and justify its use in the

tagging selection. For each variable, the agreement between data and Monte Carlo has been

studied, we discuss any notable di�erenece between data and Monte Carlo.

To study that agreement between data and Monte Carlo we use a background subtraction

method.

1. We produce histograms for signal and sideband events, where signal (background)

events are de�ned as events with mES greater than (less than) 5.27GeV=c2.

2. For data, the background contribution to the signal histogram is estimated from the

�t of a Gaussian and an Argus function to mES, and a corresponding fraction of the

background histogram is subtracted from the signal histogram for each quantitiy stud-

ied.

3. For signal Monte Carlo, we use the tagging (B0 ! �+��; B0 ! X) Monte Carlo

samples. For these sample the background contribution is very small and no subtraction

is made.

We turn now to descriptions of the feature sub-nets.
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5.2.3.1 Lepton Net (L-Net)

As seen in Fig. 5.1, the cleanest taggging signature is the presence of the direct lepton from

the Btag decay. Such leptons tend to have energies above 1 GeV and are accompanied by

the missing energy (carried by the lepton neutrino) on the tag-side of the event.

For electrons the agreement is good, while there is a clear de�cit of muons in data with

respect to Monte Carlo, which can be explained by the decreased IFR eÆciency.

To use these feature, we have designed L-Net, a track-based neural-network used to

determine how compatible a track is with having come from a direct semi-leptonic b-decay;

that is, L-Net is used to select primary leptons. Currently, this network uses 5 variables:

� eId, a binary variable set according to the \Very Tight" electron selection,

� muId: also a binary variable, set using the \Tight" muon selection,

� p�, the momentum of the track evaluated in the center-of-mass frame,

� cos (�miss), the cosine of the angle which the track makes with respect to the missing

momentum (neutrino) of the tagging B side, also evaluate in the CM frame,

� EW
90 , the energy in the virtual W-boson semi-sphere, assuming this track is the primary

lepton.

Both cos (�miss) and EW
90 are intended to correlate lepton candidate with the missing

energy and momentum carried by the neutrino.

We have compared the each of these distributions and as well as the multiplicity of

positive and negative tracks from B0B0 identi�ed as likely primary electrons and muons. For
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Figure 5.2: The distributions of the lepton-net variables in Monte Carlo: QmaxL (left) and
QmaxLS (right).

electrons the agreement is good, while there is a clear de�cit of muons in data with respect

to Monte Carlo, which can be explained by the decreased IFR eÆciency.

The L-Net is trained using primary leptons (muons and electrons) against all other

charged tracks.

For use in the tagging net, a variable, \QmaxL" is de�ned which is the product of

the charge and L-net output of the track with the largest L-Net output in an event. The

distribution and performance of this variable are displayed in Fig. 5.2. We see a noticable

di�erence, with the likilihood having of a good tagging lepton (jQmaxLj > 0:5) being � 10%

smaller in data.

If only L-Net is used to tag B-mesons, a performance of Q = 11:4% is obtained.

5.2.3.2 Secondary Lepton Net (LS-Net)

Reverse sign leptons from cascade decays can contribute to tagging at a momentum p� around

500MeV=c.

The LS-Net is a track-based neural network used to tag the secondary (\wrong-sign")

lepton; it uses the same variables as L-Net. The network is trained only on secondary leptons
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(muons and electrons) against all other charged tracks.

For use in the tagging net a variable, \QmaxLS", is de�ned which is the product of the

charge and the neural network output of the track with the largest LS-Net output in an

event. The distribution and performance of this variable are shown in the Fig. 5.2.

If B-meson 
avors are separated using only lepton information - QmaxL and QmaxLS -

the performance is Q = 14:5%.

Although the stand-alone performance of LS-Net is about �Q � 0:03, it turns out [128]

that much of its performance comes from slow pions and not from cascade leptons. Since

slow pion tagging is exploited in a much better way by the Pion net, the LS-Net is not used.

5.2.3.3 Kaon Net (K-Net)

As seen in Fig. 5.1, the presence of kaons of any momentum are more likely to carry the

\right" sign than otherwise.

The K-Net is a track-based neural net used to determine how much each track is com-

patible with being a kaon. It uses as input likelihood ratios, de�ned as L = L(kaon)
L(kaon)+L(�)

and

momentum information, to wit:

� the kaon likelihood ratios for the SVT, DCH, and DIRC;

� plab, the momentum of the track evaluated in the laboratory frame.

The K-Net is trained with true kaon tracks against all other charged tracks. After

training, kaons produce a neural network output (neural network output) which is close to

1, while other tracks result in a number closer to zero. The K-Net outputs a single variable

which determines the \kaon-ness" of a certain track. For use in the tagging net, a variable

named \QmaxK" is de�ned as the product of the charge and the neural network output of
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Figure 5.3: The distribution of Kaon-Net variables in Monte Carlo: QmaxK (left) and
QmaxK2 (right).

the track with the largest K-Net output in an event. The distribution of QmaxK is shown in

Fig. 5.3. Given the uncertainty in the rate of kaon from B decays, the excellent agreement

between data and Monte Carlo is a pleasant surprise.

A possible secondary kaon can also be considered by de�ning \QmaxK2", the product of

the charge and the neural network output of the track with the second-largest K-Net output

in an event. The distribution of this output is also shown in Fig. 5.3.

If only kaon information is used to tag the 
avor of a B-decay, Q = 20:4% is obtained.

5.2.3.4 Slow Pion Net (Pi-Net)

Another source of tagging information are the slow pions from D�� decays, which, compared

to lepton or kaon tags, have the opposite charge. The momentum spectrum in the center-of-

mass system for any track, fromMonte-Carlo B0B0 decays (without mixing), for both charges

is shown in Fig. 5.4. The D� slow � are clearly visible as an excess of low momentum tracks.

The Pi-Net is a track-based neural network used to determine how compatible the track

is with being a soft pion coming from D� decays. The Pi-Net uses three input variables.
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(vottom). In the solid (dashed) histogram is for the right-sign (wrong-sign) tracks.
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Figure 5.5: The distribution of soft-pion net variable (QmaxPi) in Monte Carlo.

� cos (�thrust), the cosine of the angle between the track and the thrust vector of the

tag-side B, this is calculated using charged and neutral objects;

� Xpmin, if this is the lowest momentum track within a DOCA of 0:1cm of the interaction

point, this is set to 1; otherwise, it is zero;

� p�, as above.

The variable cos (�thrust) is designed to reduced the substantial background of low mo-

mentum tracks by correlating the direction of the slow � and the remaining tracks from the

tagging B. Since the slow � and the D0 are emitted nearly at rest in the D� frame, they

are both boosted in the same direction by the momentum of the D� _Thus we expect that

the slow � direction in the B rest-frame will be along the direction of both the D0 decay

products and the remainder of the B decay products.

The Pi-Net is trained only on soft pions against all other charged tracks. For use in the

tagging net, a variable, \QmaxPi", is de�ned which is the product of the charge and the
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neural network output of the track with the largest Pi-Net output in an event. The output

of the network is displayed in �gure Fig. 5.5.

5.2.3.5 Event Tagging Net

The second step of NetTagger is to perform the actual 
avor tagging. Here, a single neural

network is developed with the sole purpose of separating B0 from B0 . The inputs to this

tagging network are based on the feature net outputs, and two event-based variables.

� Pmax �Qmax, the product of the momentum of the most energetic track and its charge.

� Nimp, the number of tracks with d0 > 0:1cm.

Pmax �Qmax is intended to take advantage of the kinematics of decays when the virtual

W manifests a single track, be it a pion or an un-identi�ed lepton. Nimp is somewhat

more subtle, it is a measure of the presence of a K0
S
in the event, which would change the

interpretation of any charged kaons also present.

The network is trained on Monte Carlo. Training is performed with B0 events against B0

events. Events with an raw output around 0.5 have little tagging information, while those

near 1 (0) are very \B0-like" (\B0-like").

The �nal step is to convert the raw NetTagger output (xraw) into a pseudo-probability.

To do this, we use the Monte Carlo truth from the training sample to construct our tagging

variable xtag.

1. xtag lies in the range [-1,1].

2. xtag is de�ned by the equation:

xtag(xraw) � P (xrawjB0)� P (xrawjB0)

P (xrawjB0) + P (xrawjB0)
: (5.11)
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Figure 5.6: NetTagger output on Monte Carlo.(line) and data (points).

Fig. 5.6 shows the xtag distribution for Monte Carlo Events. A tagging performance of

Q = 31:9% is obtained. As discussed later, the tagging performance on data will be measured

in a �t to �md.

5.2.4 Hybrid Tagging Algorithm

The Elba Tagging algorithm 1 is a hybrid tagging algorithm that tags events with clearly

identi�ed tagging electrons, muons or kaons with a cut based algorithm and uses two cate-

gories de�ned by bins of the output of a neural network (NetTagger) to tag the remaining

events.

1The name of the algorithm comes from the fact that this algorithm was chosen as the result of rather
convoluted political machinations at the BABAR collaboration meeting in Elba (May 28|31, 2000).
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Electron Muon Kaon

Track quality docaxy < 0:4 cm, docaz < 4 cm
Momentum cut p� > 1:0GeV p� > 1:1GeV none
Tag determination q of max. p� q of max. p� sum of q

Table 5.2: Summary of cuts used by the cut-based part of the Elba tagging algorithm.

Bins for NetTagger xtag
Category for B0 tag for B0 tag

NetTagger category 1 (NT1) [0.5,1.0] [-1.0,-0.5]
NetTagger category 2 (NT2) [0.2,0.5] [-0.5,-0.2]

Table 5.3: De�nition of NetTagger categories for Elba tagging algorithm.

The motivation for using a hybrid tagging algorithm comes mainly from the fact that for

the � 45% of events that can be tagged by the lepton and kaon categories not much tagging

performance can be gained with the presently available probability based tagging algorithms

[128]. Such events have tagging electrons, muons, and kaons that are identi�ed by the PID

selectors used for tagging (see Tab. 5.2.2) and that pass all the corresponding tagging cuts.

The selection criteria used by the Elba tagger are summarized in Tab. 5.2.4 for the cut-

based part and in Tab. 5.2.4 for the NetTagger part, respectively. After removing from the

event all tracks coming from the reconstructed Brec, cuts on docaxy and docaz, and, except

for kaons, on p� are applied. The tracks passing these cuts are used to derive separate

tags for electrons, muons and kaons by taking the charge of the electron or muon with the

highest p�, or by summing the charges of all kaons and taking the sign of the sum. The

PID selectors used to identify electrons, muons and kaons are summarized in Tab. 5.2.2, and

the algorithm used to assign the particle type if a track is selected by more than one PID

selector is described in Sec. 5.2.2.
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Depending on the presence of such electron, muon or kaon tags, and on the output of

NetTagger for this event, the tagging category and tag for the Btagis determined as follows.

All categories are mutually exclusive and tagging categories listed �rst have higher priority.

1. Lepton category: If there is both an lepton and a kaon tag, use them to tag Btagif

they agree. If they disagree, the event is left for NetTagger. If there is only a lepton

tag, use it to tag Btag.

2. Kaon category: If there is a kaon tag (and no lepton tag), use it to tag Btag.

3. NT1 and NT2 categories: If the NetTagger output falls into the bins de�ned for the

NT1 or NT2 categories, use the corresponding tag.

4. If none of the above criteria is satis�ed, the event is not tagged.

The output of NetTagger for events not tagged by the cut based categories is shown in

Fig. 5.7, where the de�nition of the NT1 and NT2 categories is indicated graphically.

5.3 Parameterizing the Tagging Functions

\He will be great for your committee, the only time he will even wake up is when you
mention Chebychev polynomials."
| R. Boutchko and J. Velikina

As we stated in Secs. 1.5 and 5.1, in order to be able to study time dependence of B-meson

decays, we need to measure the tagging performance of the BABAR detector. As there is no

a priori reason to use a particular parameterization, this is a somewhat arbitrary choice. As

with the resolution function, the tagging functions must:

� have enough freedom to accurately describe the data,
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Figure 5.7: NetTagger output for events by the cut-based categories.

� not bias our measurements of physics quantities.

We choose to parameterize the tagging functions with Chebychev polynomials:

C�(xtag) =
X
n

�c�n cosn(arccos (xtag)); (5.12)

The �rst �ve such polynomials are shown in Fig. 5.8.

If we de�ne Cn � C++C�
2

and �Cn � C+ � C� then:

n(xtag) =
X
n

�CnP
c
n(xtag)n(xtag) (5.13)

s(xtag) =
X
n

CnP
c
n(xtag):

Although somewhat arbitrary this parameterization has certain advantages.

1. By construction, the �Cn are very small. In fact, in the limit that we are using the

correct distribution for n(xtag), all the �Cn vanish.
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2. Since xtag was constructed as a pseudo-probability, with s(xtag) � xtag, C1 � 1; Cn � 0

for n 6= 1. In the limit that the Monte Carlo correctly simulate the tagging separation

of the events (s(xtag)), all the Cn vanish for n 6= 1.

Given this formulation on the tagging functions, we can then express the combined like-

lihood of observing a event at with �t, xtag, as:

F(�t; xtag; Ĉj
̂) = f0(�t j
̂) � n0(xtag) (5.14)

�[1 + s0(xtag; Ĉ) � fmod(�t j
̂)]:

We note that n0(xtag) is exactly the probability to observe an event (of any 
avor) at xtag.

Therefore, to construct 0(xtag) we simply take the background subtracted xtag distribution.

This leaves us with only Ĉ, the Chebychev coeÆcients, to extract from the data.

5.4 Tagging Performance on Monte Carlo

\You have a telefonino, apartment keys and a friend with a Vespa. You are Italian now."
| C. Bulfon

Measuring the tagging performance on Monte Carlo is simply a matter of comparing the

output of the tagging algorithm to the Monte Carlo truth. Or, if we are more ambitious, we

can �t for the tagging functions using our Monte Carlo samples.

5.4.1 Fitting Tagging Performance In Monte Carlo

Tab. 5.4.1 lists the tagging function parameters, both as extracted from �tting f(xtag) and

�f(xtag) directly to the Monte Carlo truth, as from a full �t to the �t and xtag distributions

for signal Monte Carlo.
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Figure 5.9: NetTagger tagging performance on Monte Carlo. The top two plots show the
NetTagger for Monte Carlo truth B0 (left) and B0 (right) decays. The bottom left histogram
shows distribution the NetTagger output variable xtag(n(xtag)), while the bottom right plot
shows the tagging separation as function of xtag(s(xtag)). In both cases the �t results are
overlayed.
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Parameter MC Truth �t Distribution

�md - 0.498 � 0.018 ps�1

Tagging Function

C1 1.035 � 0.028 1.035 � 0.028
C2 0.032 � 0.027 0.032 � 0.027
C3 -0.098 � 0.031 -0.098 � 0.031
C4 -0.023 � 0.028 -0.098 � 0.031
�C1 0.011 � 0.019 -0.098 � 0.031
�C2 -0.021 � 0.021 -0.098 � 0.031
�C3 0.014 � 0.019 -0.098 � 0.031
�C4 0.012 � 0.019 -0.098 � 0.031
Q 30.1 � 0.3 % 30.2 � 0.5 %

Table 5.4: Summary of �md and tagging function �t results on Monte Carlo.

Category �(%) w(%) Q(%)

Lepton 12:0� 0:1 6:1� 0:3 9:2� 0:1
Kaon 34:6� 0:2 16:4� 0:2 15:7� 0:2
NT1 7:8� 0:1 19:1� 0:5 3:0� 0:1
NT2 14:6� 0:1 34:6� 0:5 1:4� 0:1

Total 69:0� 0:3 29:2� 0:3

Table 5.5: Tagging performance for Monte Carlo.

Fig. 5.9 details the performance of the NetTagger on Monte Carlo. We see that B0 and

B0 tag-side decays are correctly separated by the NetTagger. Most importantly, we see that

our �t accurately reconstructs the distributions of s(xtag) and n(xtag), which are crucial to

measuring the 
avor asymmetries.

Finally, for comparison, Tab. 5.4.1 lists the tagging performance achieved on Monte Carlo

by the \Elba" algorithm for each tagging category.

5.5 Tagging Performance on Data and �md

\Very good, nine-nine percent."
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| X. Wu, \My performance on English GRE"

We now move on the discussion of simultaneous �t to the tagging function parameters

Cn and the B0B0 mixing frequency, �md. In Sec. 5.5.2 we describe our model of the �t and

xtag structure of the background events, and in Secs. 5.5.4, 5.5.5 and 5.5.1 we present the

�t results. We note in particular that the �t results are not as precise as those from the full

combined �t, which we describe in Chapter 6. In particular, our de�nitive measurements

of �md is stated in Sec. 6.3.2, while the treatment of systematic error is grouped with the

error analyses of the other measurement in Sec. 6.5.

5.5.1 Tagging of Charged B

Although the reconstruction of a charged B already tags the 
avor of the other B tagging

studies for charged B are very useful for the validation of tagging on data. Also, as discussed

in Sec. 4.6.1, B� decays peak in mES and must be specially treated. Finally, the tagging of

charged B is required for a measurement of the apparent CP asymmetry in B+ ! J= K+

as a negative control.

The tagging performance for charged B di�ers from the one of neutral B in several ways.

1. There are favorable production rates of right sign and wrong sign kaons.

2. No tagging separation is expected from slow pions for charged B (because of the pro-

duction of neutral instead of charged D� mesons).

3. Tagging with leptons is expected to be the same.

Fig. 5.10 show that tagging performance on B� decays, while Tab. 5.5.1 give the results

from the \Elba" tagging algorithm as a comparison. Although the \Elba" algorithm does
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Figure 5.10: NetTagger tagging performance on the B� Sample. The top (bottom) plot shows
the xtag distribution for the B+ (B�) events (points) as well as the �tting xtag distribution
(line).

Category �(%) w(%) Q(%)

Lepton 12:1� 0:3 4:6� 0:6 10:0� 0:4
Kaon 38:0� 0:5 11:8� 0:5 22:2� 0:7
NT1 6:5� 0:2 21:3� 1:6 2:1� 0:3
NT2 13:1� 0:3 37:2� 1:3 0:9� 0:2

Total 69:7� 0:8 35:2� 0:8

Table 5.6: Tagging Performance for all charged B..

signi�cantly better on B� events, with a Q = 35%, the \NetTagger" algorithm was specif-

ically trained on B0B0 events and only does marginally better on B� events than on B0B0

events (Q � 31%).

5.5.2 Describing the Time-Structure of mES Sideband Events

Similarly to the situation described in Sec. 4.6.1, we need to describe combined xtag and �t

structure of the mES sideband events. Again, we use kernel estimation techniques for these

models. We separately model the combined background �t and xtag distribution, K(�t,xtag),

for each choice of event sample (e) and Brec 
avor (b). That is to say:

Ke(�t; xtag; b; f
a;e
b ) = fa;eb Keb(�t; xtag) (5.15)
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where fa;eb is the fraction of events in the Argus background for sample e which have Brec


avor b. Of course, we can take this number directly from the data for the Bflav and B�

samples. Also, in analogy with Sec. 4.6.1, Keb(�t; xtag) is the kernel-estimated model of the

�t vs. xtag distribution for the e; b subsample.

For CP samples the fa;eb do not mean anything, since CP decays speci�cally are not


avored. Since the CP samples are very small, we use the sum of the Brec = B0 and

Brec = B0 distributions to model the CP backgrounds.

5.5.3 Describing the �t Distribution for Peaking Backgrounds

As in the Sec. 4.6.1, we assume that the peaking background consists of the B� decays

mis-reconstructed as B0B0 events. In this case, the situation is slightly more complicated in

that it is possible to mis-reconstruction a B0 as B0. Fortunately, studies on inclusive signal

Monte Carlo show that this is extremely rare in the Bflav sample. The point being that

the Brec 
avor is de�ned by the sign of the light hadron (the ��; �� or a�1 ). Therefore, to

mis-reconstruction a B0 as a B0 would require getting the sign of the light hadron wrong.

However, unlike the D decay products, which can be very soft, the light hadron decay

products are all fairly energetic and thus have fewer possibilities for confusion. Therefore,

when working with the Bflav sample, we make no changes in treatment of the peaking
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Parameter Value

�md 0.506 � 0.015

Tagging Function

C1 1.032 � 0.028
C2 0.032 � 0.027
C3 -0.098 � 0.031
C4 -0.023 � 0.028
�C1 0.011 � 0.019
�C2 -0.021 � 0.021
�C3 0.014 � 0.019
�C4 0.012 � 0.019

Q 27.4 � 1.4

Table 5.7: Summary of �md and tagging function �t results to the Bflav sample.

backgrounds. That is to say:

Fflav(�t; xtag; �̂; ĉ; fpeak; 
̂) = (1� fpeak) (5.16)

�Fflav(�t; xtag; �B0 ;�md; ĉ; �̂)

+fpeak � F�(�t; �B+; 
̂)

F�(�t; xtag; �̂; ĉ; fpeak; 
̂) = (1� fpeak)� F�(�t; xtag; �B+; �̂)

+fpeak � Fflav(�t; xtag; �B0 ;�md; ĉ; �̂):

Aside from performing systematic studies, we keep fpeak �xed to 0:015 throughout the anal-

ysis.

As we will see latter, the problem is not so simple for the CP sample, there, a mis-

reconstruction could cause a non-CP event, or event an �CP = +1 event, to be reconstructed

as a �CP = �1.
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5.5.4 Results of the Fit to the Data

The results to the �t to the Bflav mixing sample are shown in Tab. 5.5.4. As we can see, all

the Cn follow closely to the expected pattern of C1 = 1 , Cn6=1 = 0, �Cn = 0.

5.5.4.1 Displaying the Asymmetry Results

Graphically displaying results the time-dependence of 
avor mixing requires a bit of care.

What we would like to show is the probability an event occurs with a proper time di�erence

�t depending on whether the event is mixing or unmixed. However, that is not possible,

instead, the best alternative is to show the probability that an event occurs with a proper

time di�erence �t, weighted by the probability that the event is either mixed or unmixed.

To do this, we construct the \tag-weighted" �t distributions W�(�t):

W+(�t) = +

Z
F (�t; xtag)�(s(xtag) > 0)� s(xtag)dxtag (5.17)

W�(�t) = �
Z
F (�t; xtag)�(s(xtag) < 0)� s(xtag)dxtag:

From these, we can immediately construct the \tag-weighted" asymmetry Aw(�t):

Aw(�t) =
W+(�t)�W�(�t)
W+(�t) +W�(�t)

: (5.18)

Fig. 5.11 shows the \tag-weighted" �t distributions for the �t above. We do not make

an explicit distinction between signal and sideband regions. The plots in Fig. 5.11 include

candidates in the region mES > 5:27GeV=c2. The same results are shown together for better

comparison in Fig. 5.12. Finally, the \tag-weighted" asymmetry is shown in Fig. 5.13.

5.5.5 Tagging Performance in Data

In addition to having measured �md we have also extracted the tagging function. Fig. 5.14

graphically shows the separation achieved between B0 and B0 decay on the tag side. For
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Figure 5.11: Tag-weighted �t distributions for the B0B0 mixing sample with �t results over-
layed. The unmixed (mixed) events are shown on the top (bottom). In both cases the back-
ground contribution (�lled curve) is shown.
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Figure 5.12: Tag-weighted �t distributions for the B0B0 mixing sample with �t results over-
layed.

Category �(%) w(%) Q(%)

Lepton 11:0� 0:3 9:3� 1:5 7:3� 0:6
Kaon 35:7� 0:6 17:5� 1:1 15:1� 1:0
NT1 8:1� 0:3 21:9� 2:2 2:6� 0:4
NT2 13:6� 0:4 33:8� 2:0 1:4� 0:4

Total 68:4� 0:9 26:4� 1:3

Table 5.8: \Elba" algorithm tagging performance for data.
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Figure 5.13: Time-dependent asymmetries for the B0B0 mixing samples with �t results over-
layed. The top plot full shown the full �t range, while the bottom plot has been folded over
and shows the asymmetry as a function of j�tj.
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Figure 5.14: NetTagger tagging performance on the B0B0 mixing sample. The top plot shows
the xtag distribution for the signal events (points) as well as the �tted xtag distribution for
all events (line) and for with a B0 on the tag side only (�lled curve). The bottom left plot
shows the asymmetry in Brec 
avor as a function of xtag, which this is roughly equivalent
to s0(xtag) � (1 � 2�d). The bottom right plot show the tagging power as a function of the
tagging variable Q(xtag).
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comparison, Tab. 5.5.5 shows the performance of the category based tagging algorithm.

Some comments about the bottom left plot of Fig. 5.14 are in order. This is not a plot of

s(xtag), rather it is a plot of the asymmetry on the Brec side as a function of xtag. In essence,

we have reversed the situation of showing the tagging asymmetry based on the reconstruction


avor. Under ideal circumstance, we expect the line to have a slope of 1 � 2�d. Of course

this is changed both by the presence of background and by di�erences in the number of B0

and B0 reconstructed.

5.6 Tagging Systematics Studies

\They are the same size. If you call this one signal and that one background you can't be a
scientist."

| M. Schmidt

We now move on to a discussion of the systematic e�ects which may bias our measurement

of either the tagging performance or �md. In doing so we quantify both the possible bias on

�md and on the tagging power Q. Many of these studies are extensions of studies performed

for the original BABAR publications of sin2� and �md [129, 130].

5.6.1 Tagging Function Parameterization

The most obvious issue with the technique described here the ability of the tagging function

parameterization to reproduce the data. To study this issue, we have performed a series

of twenty high statistic toy Monte Carlo (10k events each) studies in which input data was

generate with tagging function of arbitrary forms ( including polynomials, trigonometric

function, large random permutation on straight lines) and subjected to a full mixing �t

using our Chebychev parameterization. We also performed a series of twenty toy Monte Carlo
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studies in which higher order the higher (�fth through eight) order Chebychev coeÆcients

were set to non-zero value for during generation and �xed to zero during the full mixing �t.

In all studies we used a simpli�ed resolution model consisting of two Gaussians with

widths �xed to 0.7 and 5 ps respectively. That is to say, we did not model the e�ect of

per-event variation in the �t resolution. We also ignored background contributions.

We observed �ve noteworthy trends throughout these studies.

1. The �tted distributions for n(xtag) matched the input distributions very well. In fact,

the average �2 per D.O.F was usually < 0:5. This is no great surprise, as the n(xtag)

distribution were used in constructing the tagging functions.

2. In some cases, the �tted distributions for s(xtag)matched the input distributions rather

poorly, with the �2 per D.O.F exceeding 20 in a few cases.

3. Likewise, the �tted distributions for Q(xtag) did not match the input distributions

particularly well.

4. However, the �tted values for
R ja(xtag)jdxtag and �md matched the input value with

good precision. Speci�cally, the mean of the pull distributions were � = 0:07 and

�0:10 respectively.

5. We observed qualitatively that smoothly varying input functions were �t much more

accurately the more quickly varying ones.

We intemperate these results as showing that our method is fundamentally sound. The

poor quality matches of s(xtag) and Q(xtag) simply re
ect the fact that a fourth order Cheby-

chev polynomial can not fully �t rapidly varying distributions. What is important for the
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purposes of measuring asymmetries is not the local variations in a(xtag), but that the overall

measure of the asymmetry is accurate. This is equivalent to saying that we can integrate

out rapid variations in a(xtag) without a�ecting our with result.

5.6.2 Consistency Between Sub-Samples

One of the fundamental assumptions made for the sin2� analysis is that tagging function

CP events can be measured in data on the Bflav sample, i.e. that the tagging performance

is independent of the decay mode of the Brec for the decay modes used in the CP and Bflav

samples. This assumption can be checked by comparing the tagging performance obtained

for di�erent Brec modes in data and Monte Carlo. Possible di�erences could come from the

e�ect of the higher Brec decay multiplicities in most Bflav modes and compared to CP modes.

Another possible source of problems comes from di�erent performances for tagging B0

and B0 decays. Although such di�erences would generally be treated correctly within our

formalism, it is possible that coupled with other systematic e�ects they could bias our results.

As with the lifetime measurement, we have split the samples of B candidates:

� by xtagsign (for data only),

� by Brec 
avor (data and Monte Carlo),

� by Btag truth (for Monte Carlo only),

� by Brec decay mode (for Monte Carlo only).

5.6.3 Tagging-Vertexing Correlations

A dependence of the resolution function R(Æt) on the xtag would be very dangerous for any

time dependent measurement of a CP asymmetry. We check for such a dependence in two
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Sample �md ( ps
�1) Q

Monte Carlo Studies

Brec = B0 0:504� 0:022 28.7%
Brec = B0 0:453� 0:021 28.8%
Btag = B0 (truth) 0:449� 0:022 28.9%
Btag = B0 (truth) 0:492� 0:022 28.5%
D(�)0�+ - 28.9%
	K(�)+ - 28.5%

Data Studies

Brec = B0 0:502� 0:022 27.3%
Brec = B0 0:484� 0:021 27.8%
xtag > 0 0:473� 0:022 27.6%
xtag < 0 0:511� 0:022 27.3%

Table 5.9: Results of �md �ts for various subsamples, both divided by decay modes and by
Brec 
avor.

ways, �rst, by looking at the correlations between the resolution function variables and xtag.

We observe that well tagged events tend to have smaller errors than poorly tagged events.

This would be problematic except that the pull distribution shows no correlation. In fact,

this plot motivated our choice of scaling the resolution function exponential lifetime by the

per-event error.

Since the tagging algorithm speci�cally looks for high momentum tracks, it is no surprise

that well-tagged events are also more often well-vertexed.

We have also used a procedure based on model subtraction to estimate potential bias

due to this e�ect.

1. We make two dimensional histograms of xtag vs. �t both for the data and directly

from the P.D.F. normalized to the size of the data sample.

2. We make a weight histogram by dividing the data histogram by �t histogram.
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Figure 5.15: Resolution function variables plotted against xtag for Monte Carlo. The average
values of the residual, Æt (top), the per-event error, ��t (bottom right), and the pull, Æt /��t
(bottom left), are shown plotted against xtag. In the bottom right left plot, data points (upper
curve) are also plotted.

3. We re-perform the �t with all parameters except for �md �xed and the each event

re-weighted by its value from the weight histogram. We then assign the change in

�tted value of �md (0.007) as a systematic error.

We also perform a similar study in which we re-weight events based on model subtraction

in the xtag � ��t plane. This study shows a smaller e�ect (0.004) and we choose to quote

only the larger value found above.

A related, but not identical, e�ect arises if the resolution function is correlated with the

accuracy of the tag. That is to say, do B0 decays observed at xtag = 0:9 have the same

resolution function as B0 decays observed at xtag = 0:9.
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We use the same model subtraction method to quantify this e�ect with two modi�cation.

1. We perform the study on signal Monte Carlo rather that data.

2. We insert a multiplicative factor of -1 for decays with a true B0 decay on the tag side.

From these studies we obtain a assign a systematic error of 0:005 for �md.
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Chapter 6

Extracting sin2�

\It would have been more exciting if it were -0.5."
| S. Rahatlou

At this point we have selected events for our CP sample as well as both the Bflav and

B� control samples. We have also develop good models of both the �t detector resolution

function R(Æt; �̂) and the 
avor tagging separation function s(xtag). That is to say, we have

calibrated everything that we need to calibrate in order to measure sin2�. Therefore we now

turn our attention to what is after all, the �nal goal of this analysis.

In Sec. 6.1 we will describe the details of the full combined likelihood �t which use to

extract de�nitive values for all the physics parameters of interest. Then in Sec. 6.2 we state

the results of the combined �t. In Secs. 6.3.1 and 6.3.2 we examine the results for our

calibration and cross check measurements of the B-lifetimes and �md respectively. These

cross checks are particularly important because of the diÆculty in seperating the resolution

function from the B-lifetimes and the existence of reasonable prediction of the ratio of the

B0 to B+ lifetimes [131, 132].

In Sec. 6.4 we go on to examine more closely the �nal �t results for sin2�. Since the

measurement of sin2� close related to the lifetime and mixing measurements we treat all the
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Parameter World Average

�B+ 1:653� 0:028ps
�B0 1:548� 0:032ps
�md 0:472� 0:017ps

Table 6.1: Status of physics parameters in the combined �t.

systematic errors together in Sec. 6.5.

6.1 The Combined Maximum Likelihood Fit

\Even though everyone agrees there is only one way to do a �t, there are still three di�erent
�tters."

| W. Bhimji

As stated in Sec. 1.5.5 we use a combined �t to all of the data to extract our physics

parameters 
̂, resolution function parameters �̂ and tagging function parameters ĉ. The �t

was performed using the Minuit [133] and RooFitTools [134] software packages.

In this section, we summarize the full P.D.F. used for these �ts [135, 136, 137, 138, 139,

140, 141].

6.1.1 Physics Parameters

In addition to sin2� our �t is sensitive to three physics parameters, �B0 , �B+ and �md.

Tab. 6.1.1 lists the current world averages for these parameters.

6.1.2 Dependent Variables

For completeness, we list here all of the event dependent variable which enter into our �t.

1. �t, the proper time di�erence between the B-meson decays.

2. ��t, the estimated error on �t.
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Mode Fraction CP Content

J= K�0 92 % +0.72
J= K0

S
2 % -1.00

Combinatoric 6 % 0
Total 0.68 � 0.05

Table 6.2: Composition and CP content of events which pass the J= K�0 selection.

3. mES, the beam-substituted mass.

4. xtag, the output of the NetTagger tagging algorithm.

5. b, the 
avor of the reconstructed B-meson (Brec); clearly this must be either B0, B0,

B+, or B�. In the case of CP decays this variable is not relevant.

6. e, the event sample; we distinguish between the \TagMix" sample, the \Charged B"

sample, �CP = �1 CP modes, and the B0 ! J= K�0 CP decays.

7. r, whether the event is in Run 1 or Run 2. This is necessary since we use di�erent

resolution function for the two runs.

6.1.3 E�ective �CP for the J= K�0 CP Mode

As discussed in Sec. 1.4.6, we can include the decay channel B0 ! J= K�0, K�0 ! K0
S
�0

in our CP sample, provided that we know the e�ective CP content of the sample we select

[142].

We have performed a study of our selection criteria on various inclusive and signal Monte

Carlo samples [65]. The composition of the selected sample is shown in Tab. 6.1.3. Therefore,

we assign an e�ective CP eigenvalue of �K
�0

CP = 0:68 for these decays.
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6.1.4 Kernel Estimate Models

We also use some parameter-free models created with kernel estimation techniques to describe

certain distributions which enter into our combined �ts.

1. For each event sample, e, and Brec 
avor, b, we have constructed a model of the �t vs.

xtag distribution using the kernel estimation technique, Keb(�t; xtag).

2. We have also built models of the distributions of the xtag variable for all B
0B0 decay,

n0(xtag).

3. We have build separate models of the distributions of the xtag variable for B
+ and for

B� decays.

6.1.5 Time Structure of Peaking Background in CP modes

When treating the time structure of the peaking background for the CP modes, we must

consider the possibility that the peaking background contains some CP content, possibly with

the opposite �CP . To account for these possibilities, we construct a CP peaking background

model, which is identical to the CP signal model with two modi�cations.

1. We take the e�ective CP of the peaking background (�peakCP ) as a �t parameter, though

for the time being we �x it to zero. We will assign systematic error based on varying

this parameter.

2. Since we do not know the level of B� cross-contamination in the CP signal sample, we

also take the lifetime of the peaking background (� peakCP ) as a �t parameter. Bases on

estimates of the cross-contamination, we choose 1:60ps as a reasonable value for this

parameter. Again, we will assign systematic error based on varying this parameter.
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Thus, to summarize, the base P.D.F. for our CP peaking background is:

fCPpeak = (
1

2
)tag

e�j�tj=�
peak
CP

2� peakCP

_[1� �peakCP sin�md�t]: (6.1)

6.1.6 Constructing the Fitting Function

We now list all the parts of the construction of the full P.D.F. used for our combined �t.

1. We perform a simultaneous combined �t to four event samples, the B�, Bflav, �CP = 1

and J= K�0 CP samples. Thus our full likelihood function is:

L = Lflav + L� + LCP + LK�0; (6.2)

where we use the subscript K�0 to indicate the J= K�0 CP sample.

2. For each event sample and Brec 
avor, we de�ne a \Physics" P.D.F. for the \true" �t

distribution in terms of a double sided exponential and a modulation term:

f e(�ttrue; b; 
̂) = f0(�ttruej�e)[1� f emod(�ttrue; b; 
̂)]; (6.3)

where �e = �B0(�B�) for B0B0 (B�) events, and f0(�ttruej�e) is the double sided

exponential de�ned in Eq. (1.70). and the various f emod(�t; b; 
̂) are de�ned in Eq. (6.4),

below.

3. We also de�ne a \CP Peaking Background" distribution as given by Eq. (6.1).
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4. In this formulation, the various modulation terms are:

f�mod = 0 (6.4)

f flavmod = Smix cos (�md�ttrue)

fCPmod = Scp sin2� � sin (�md�ttrue)

fK
�0

mod = �Scp�K�0

CP sin2� � sin (�md�ttrue)

fCPpeakmod = Scp�CPpeak sin2� � sin (�md�ttrue):

where Smix = +1(�1) for unmixed (mixed) events, and Scp = +1 for events where the

Btag is a B
0. We note that at this stage we are still referring to the \true" distributions.

5. To describe the tagging performance of the detector, we consider the probability to

observe a measurement of xtag given a true B0 (B0), which we represent with a tag-

ging function f(xtag; ĉjB0), or just f(xtag; ĉ),( f(xtag; ĉjB0) � �f(xtag; ĉ) ) which has

parameters ĉ.

6. For each type of event, we create a joint xtag, �t, P.D.F. by summing over the product

of the decay and tagging P.D.F.s for each \true" tag. In general this gives us the result:

F e(xtag;�ttrue; b; ĉ; 
̂) = n0(xtag; ĉ)f0(�ttrue; �e) (6.5)

� [1 + s0(xtag; ĉ)f emod(�ttrue; b; 
̂)] ;

where n0(xtag; ĉ) and s0(xtag; ĉ) are de�ned by Eq. (5.10).

7. For the Bflav and B
� samples, we must also sum over both possible Brec 
avors b. To

account possible di�erences in the reconstruction eÆciency for the di�erent 
avors, we

add the fraction of B0 and B+ events reconstructed f sigB0 and f sigB+ as �t parameters.
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8. For each event type e, we add a small fraction (f ep ) of peaking background, so that the

combined distribution (Fg;e) is:

Fg;e(xtag;�ttrue) = (1� f ep)� F s;e(xtag;�ttrue; b) (6.6)

+f ep �Fp;e(xtag;�ttrue; b):

We use the superscripts g,s and p to refer to the summed (or \Gaussian" for Gaussian

mES distribution), signal and peaking background distributions respectively. We use

the Bflav distribution as peaking background for the B� sample and vice versa; we use

the \CP peaking" background for CP samples.

9. We convolute the �ttrue distributions with our resolution function:

Fg;e(xtag;�t; b) = R(Æt; ��t; �̂)
 Fg;e(xtag;�ttrue; b): (6.7)

10. For each event sample and Brec 
avor we model the xtag vs. �t distributions for the

combinatorical background with the kernel estimation technique: Ke(�t; xtag; b; f
a;e
b ).

11. Finally, for each event type we construct the joint P.D.F. including the mES distribu-

tions:

F e(mES; xtag;�t; b) = f eg � Ge(mES) � Fg;e(xtag;�t; b) (6.8)

+(1� f eg ) � Ae(mES)�Ke(�t; xtag; b):

6.1.7 Detector Response Parameters

At this point, we have a good estimate of almost all of the parameters we used to describe

our data.
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1. We have �t various mES distributions for each of the event sample. Each of these �ts

has a total of three free parameters: the width of the signal Gaussian (�mES), the

Angus function shape parameter (�) and the signal fraction (fg).

2. We have estimated the cross-contamination between the Bflav and B
� samples, f flavp

and f�p .

3. We have also estimated the size of the peaking background in the CP samples, fCPp

and fK
�0

p .

4. We have extracted the resolution functions for both runs (r); Rr(Æ�tj��t). Each

resolution function has a total of four free parameters: fe, fo, �r and �g, but we keep

fe and �r �xed between the two runs for a total of six parameters.

5. We have measured the fraction of events havingBrec 
avor b in both signal (mES > 5:27)

and background (mES < 5:27) for both the Bflav and B
� samples.

6. We have measured the tagging function parameters ĉ in the Bflav sample. There are a

total of eight tagging function parameters.

6.2 Results of the Global Fit

\Don't tell [John] Jacobsen you did a 47 parameter �t, he gets o� on that stu� and he'll be
jealous."

| J. Beacom

Tab. 6.2 lists the �tted value all of the �t parameters. The parameters at the bottom,

listed without error, were �xed for the �t.
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Physics Parameters

�B0 1.545 � 0.031 ps
�B+ 1.663 � 0.032 ps
�md 0.505 � 0.021 ps�1

sin2� 0.562 � 0.165

Resolution Function Tagging Function

fe 0.412 � 0.112 C1 1.062 � 0.034
fo (run 1) 0.020 � 0.007 C2 0.041 � 0.031
fo (run 2) 0.007 � 0.007 C3 -0.072 � 0.037
�r (ps) 1.005 � 0.243 C4 -0.005 � 0.036
s (run 1) 1.355 � 0.089 �C1 0.006 � 0.028
s (run 2) 1.210 � 0.082 �C2 0.003 � 0.030

�C3 -0.005 � 0.027
�C4 -0.015 � 0.025

B� Bflav

f gB+ 0.505 f gB0 0.505
faB+ 0.522 faB0 0.505
fp 0.005 fp 0.005
fg 0.616 fg 0.442
� -41.4 � -34.6
�mES 2.76 �mES 2.75

CP (�cp = �1) CP (J= K�0) �effCP = 0:68

fp 0.015 fp 0.015
�peak 1.60 �peak 1.60

�peakCP 0.0 �peakCP 0.0
fg 0.763 fg 0.518
� -72.8 � -106.3
�mES 2.75 �mES 2.62

Table 6.3: Summary of combined �t to all the data..
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Parameter Value Correlation
Global �B0 �B+

Physics Parameters

�B0 1:561� 0:028 0.663 1.000 0.421
�B+ 1:682� 0:026 0.658 0.421 1.000

Resolution Function

fe 0:402� 0:109 0.964 0.212 0.165
fo (run 1) 0:018� 0:005 0.448 -0.257 -0.240
fo (run 2) 0:006� 0:005 0.566 -0.376 -0.477
�r 0:821� 0:198 0.969 -0.218 -0.163
so (run 1) 1:323� 0:060 0.687 -0.297 -0.320
so (run 2) 1:121� 0:062 0.603 -0.207 -0.139

Table 6.4: Summary of lifetime �t results.

6.3 Results for Calibration Measurements

In order to cross check our method, we extract cursory results for the B-lifetimes and �md.

The results are presented here, but should be interpreted as systematic cross checks of our

sin2� results rather than as de�nitive measurements of these quantities.

6.3.1 B Lifetimes

To extract measurements for the B-lifetimes we re-perform the global �t these changes:

� we �x all the tagging functions parameters Cn to their values from the combined �t;

� we �x all of the other physics parameters 
̂ to the current world averages.

Tab. 6.3.1 shows the results of the lifetime �ts. These results are fully consistent with

the global �t results and reduce the statistical uncertainty on the lifetimes by about 10%.

Additionally, Fig. 6.1 shows the likelihood contours contours in the �B0 -�B+ plane. From this
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Figure 6.1: One and two � contours in the �B0-�B+ plane.
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second plot we can clearly see the correlation between the two measurement resulting from

the shared resolution function.

Although we do not speci�cally quantify systematic error for our lifetime measurement,

we note that our systematics errors are essentially those quoted in the published BABAR

measurement of the B-lifetimes, which are tabulated in Sec. 6.5. Thus we claim that:

�B0 = 1:561� 0:028(stat)� 0:022(syst); (6.9)

�B+ = 1:682� 0:026(stat)� 0:023(syst)

Which are perfectly consistent, although slightly more precise that the published BABAR

results on the Run 1 data (20.7 fb�1) obtained with slightly di�erent methods [143, 112, 144]:

�B0(BABAR) = 1:543� 0:032(stat)� 0:022(syst) (6.10)

�B+(BABAR) = 1:674� 0:032(stat)� 0:023(syst):

6.3.2 �md Measurement

To extract a measurement of �md we re-perform the combined �t with all of the other

physics parameters, 
̂ �xed to the current world averages.

Tab. 6.3.2 shows the results of the mixing �ts. These results are fully consistent with the

global �t results and reduce the statistical uncertainty on on �md by about 10%.

As discussed in Sec. 6.5, for the sake of comparison we adopt the same systematic errors

as quoted in the published BABAR measurement as far as possible. The primary additionally

systematic errors that we quote come from our use of a continuous tagging variable than a

category based technique.

�md = 0:498� 0:018(stat)� 0:020(syst): (6.11)
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Parameter Value Correlation
Global �md

Physics Parameters

�md 0.498 � 0.018 0.445 1.00

Resolution Function

fe 0:402� 0:109 0.895 0.162
fo (run 1) 0:018� 0:005 0.390 -0.153
fo (run 2) 0:006� 0:005 0.523 -0.282
�r 0:821� 0:198 0.945 -0.151
so (run 1) 1:325� 0:060 0.602 -0.233
so (run 2) 1:123� 0:062 0.582 -0.136

Tagging Function

C1 1.045 � 0.031 0.581 0.414
C2 0.050 � 0.028 0.364 0.013
C3 -0.083 � 0.032 0.453 -0.188
C4 -0.025 � 0.028 0.297 0.038
�C1 0.013 � 0.023 0.290 0.025
�C2 -0.003 � 0.023 0.560 -0.023
�C3 0.017 � 0.021 0.463 0.019
�C4 -0.005 � 0.022 0.201 -0.010

Table 6.5: Summary of �md �t to all the data.
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Parameter Value Correlation
Global sin2�

Physics Parameters

sin2� 0.61 � 0.139 0.072 1.00

Resolution Function

fe 0.324 � 0.012 0.612 0.021
fo (run 1) 0.021 � 0.012 0.292 -0.012
fo (run 2) 0.007 � 0.007 0.278 0.006
�r 0.87 � 0.095 0.419 -0.012
s (run 1) 1.35 � 0.061 0.330 0.035
s (run 2) 1.19 � 0.066 0.288 0.032

Tagging Function

C1 1.049 � 0.029 0.094 -0.061
C2 -0.0315 � 0.027 0.051 0.006
C3 -0.0136 � 0.0318 0.102 -0.034
C4 -0.009 � 0.0326 0.032 0.004
�C1 0.0038 � 0.0032 0.020 0.021
�C2 0.0012 � 0.0023 0.016 -0.013
�C3 -0.0011 � 0.0027 0.042 0.013
�C4 -0.0005 � 0.0030 0.032 -0.021

Table 6.6: Summary of sin2� �t to all the data.

Again, our results are fairly consistent with, though less precise than the published BABAR

results:

�md (BABAR) = 0:516� 0:016(stat)� 0:010(syst): (6.12)

In this case, the method di�ers fairly signi�cantly, so a larger variation within the errors

might be expected.

6.4 Extracting sin2�

Finally, to extract sin2� we redo the �t with all the other physics parameters, 
̂ �xed to the

current world averages.
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Figure 6.2: Log-likelihood values as a function of sin2�. The combined to all the samples is
the solid line, the various dashed lines correspond to the subsamples.

Tab. 6.4 shows the results of the �t result. These results are again quite consistent

with the global �t results and reduce the statistical uncertainty on sin2� by about 10%.

Additionally, Fig. 6.2 shows the �t likelihoods for the complete �t, as well as for each decay

mode separately.

The contribution to the statistical error from free parameters other than sin2� is fairly

large, at 0.036.

6.4.1 Breakdown by Event Samples

As a cross check, we have split the CP sample in a variety of ways and separately �t each

of the sub-samples. For each of this �ts, we reconstructed the Argus background �t model

and re-performed the mES �ts to extract the signal fraction. This is particularly important
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Sample Yields sin2�

J= K0
S
(K0

S
! �+��) 410� 5 0:55� 0:16

J= K0
S
(K0

S
! �0 �0) 93� 6 0:82� 0:37

 (2S) K0
S 105� 9 0:45� 0:39

�c1 K
0
S

50� 5 1:72� 0:58
�CP = �1 665� 14 0:58� 0:21
J= K�0 (K�0 ! K0

S �
0) 87� 10 0:92� 1:05

CP sample 752� 16 0.61�0.13
�CP = �1 Only

Lepton 75� 6 0:62� 0:24
Kaon 264� 13 0:58� 0:20
NT1 60� 5 0:79� 0:40
NT2 71� 12 �0:02� 0:75
``No Tag'' 201� 12 1:53� 1:25
B0-Tag 232� 7 0:54� 0:26
B0-Tag 233� 6 0:61� 0:26
e+e� 348� 10 0:51� 0:21
�+ �� 317� 10 0:72� 0:20

Control Samples

Bflav 9732� 85 0:04� 0:04
B� 13229� 83 �0:03� 0:02

Table 6.7: Result of �tting for CP asymmetries in the entire CP sample and in various
subsamples. In the �ts to only B0 or B0 tags, only the relevant tagging function mass used.
In each of the �ts to subsamples the background models and fractions were rebuilt and all the
parameters excepts sin2� were �xed.
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for the �ts by tagging category, where the background time distributions vary signi�cantly

between the di�erent categories. The only particularly noticeable item is the very unphysical

value of sin2� measured with the �c1 K
0
S
events. We can only cite the low statistics and

trust that with a larger data sample this value will agree more closely with the others.

We also note an interesting feature if we used only B0 or B0 tagged event to extract the

resolution function. This leads to much higher correlation between sin2� and the resolution

function, and is oppositely signed for B0 and B0-tagged events. In fact, for certain subsam-

ples we measure the value for sin2� to be lower for both B0 and B0 events than for the

combined sample.

Finally, as a negative control, we have �t both the Bflav and B
� samples for CP asym-

metries and obtain the expected null results.

6.4.2 Tag-Weighted Asymmetry

Following the method discussed in Sec. 5.5 we graphically present the CP asymmetry using

the tag-weighting technique.

Fig. 6.3 shows the tag-weighted �t distributions for both the �CP = �1 and J= K�0

samples with the �t results overlayed. Furthermore, to graphically display CP asymmetry,

we have plotted the tag-weighted �t asymmetries on Fig. 6.4.

Given the way the likelihood is normalized, the number of B0 and B0 are almost identical,

with a small di�erence due to the �w. Also very sharp eyed readers may notice that the

second oscillation of the curve does not have the same amplitude as the �rst oscillation (this

is much more evident when plotted past 10 ps). This is due to the 8 ps wide outlier Gaussian,

which washes out the asymmetry at large �t. With respect to the data there are also some
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Figure 6.3: �t distributions for selected CP events with mES > 5:27GeV=c2. Events with a
B0 (B0) on the tagging side are shown on the top (bottom). �CP = �1 ( J= K�0) events
are on the left ( right). The result from the likelihood �t is overlaid.
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Figure 6.4: Tag-weighted �t asymmetry for CP decays. �CP = �1 ( J= K�0) events are on
the left ( right).
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comments in order. There are 21 events which fall outside the �10 ps window of these plots.

Also some care has been taken in the evaluation of the errors for each data point, due to the

low statistics present in some of the bins.

6.4.3 The Kin Variable

The fact that we are measuring an asymmetry allow for a very useful alternative to perform-

ing the full likelihood �t [145]. We de�ne a variable Kin:

Kin � F (ĉ; �̂; 
̂+)� F (ĉ; �̂; 
̂�)
F (ĉ; �̂; 
̂+) + F (ĉ; �̂; 
̂�)

; (6.13)

where 
̂� is the physics model, with sin2� set to �1. It can be shown that the maximum

likelihood will occur when the �tted asymmetry, that is to say sin2� given by:

sin2� =

P
iKiniP
iKini2

; (6.14)

where the subscript i is to remind us that we are calculating Kin separately for each event

and summing over all the events.

Thus, once we have extracted all the the resolution and tagging function parameters once,

we can consider the e�ects of small changes among them on sin2�, or among the input events

for the �t, without re-�tting the entire sample. This is ideal for studying systematic e�ects,

since they represent, by de�nition, small potential di�erences between the �tted model and

reality.

6.5 Systematic Errors

\It has been shown that systematic errors tend to be under-estimated by a factor of three."
| R. Jacobsen
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This section describes each contribution to the systematic error as well as other cross

checks performed. For some sources, we also quote the systematic assigned in the lifetime

and mixing from studies performed within the BABAR collaboration for related publications

[112, 130] for the sake of comparison. Furthermore, many of the sources of systematic error

have already been discussed in the context of the B-lifetime and �md measurements in

Secs. 4.7 and 5.6. Finally, in those cases where our method does not di�er from the method

in the published BABAR sin2� measurement [130], we simply cite the relevant studies.

In general, we divide our potential systematic bias into �ve types.

1. Bias coming from inaccuracies in our modeling of the signal and detector e�ect on the

signal. This includes our models of the tagging and resolution functions, as well as

possible biases caused by un-modeled correlations between dependent variables in our

likelihood �ts. These issues are treated in Sec. 6.5.1.

2. Bias coming from inaccuracies in our modeling of the background. Essentially, we

question how well themES sideband events and our model of the \peaking" background

components describe the non-signal which are used in the likelihood �ts. These e�ects

are treated in Sec. 6.5.2.

3. Since our �t distributions depend on a combination of several physics parameters,

changes in the favored value of one will cause changes in the measured values of the

other. This is discussed in Sec. 6.5.3.

4. It is also possible that there are some detector biases with are not absorbed by the

resolution and tagging functions (e.g.,an overall inaccuracy in the z-scale of the exper-

iment). Some potential biases of this type are treated in Sec. 6.5.4.
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5. Finally, we must quantify the accuracy to which our �tting technique is in fact able to

measure physics quantities. This subject is treated in Sec. 6.5.5.

6.5.1 Signal Properties

Certain systematic biases can be introduced because of limitations in our modeling of the

signal distributions for the event dependent variables �t xtag and mES. Our results are only

as accurate as the parameterizations of the resolution and tagging function that we have

used. Furthermore, our technique has three underlying assumptions.

1. That the resolution functions are the same for all the signal events samples.

2. That the tagging functions are the same for the CP and \mixing" events.

3. There is no correlation between the resolution function and the tag value.

Deviations from each of these assumptions are considered in the systematic errors.

6.5.1.1 Parameterization of the Resolution Function

As discussed the Sec. 4.7.1, we have studied alternative parameterization of the resolution

function. By changing between various resolution functions and using the Kin technique to

gauge the e�ects on sin2� we estimate that possible e�ect for the parameterization of the

central part of the resolution function is Æ sin2� = 0:012. Furthermore, we independently

estimate that the e�ect of changing the outlier contribution and model is Æ sin2� = 0:003.

We note in passing that these are the two dominant sources of systematic error in the

B-lifetime measurements, giving in quadrature a total of 0:014ps out of a total systematic

error of 0:022ps [147].
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6.5.1.2 Resolution Di�erences Between Event Samples

The variation of the resolution function between the B�, Bflav and CP samples was studied

in Secs. 4.7 and 5.6. To quantify the possible bias from these e�ects, we change each of the

resolution parameters by �1 times the di�erence observed in the separate �ts to the B0B0

and B� event samples. In Monte Carlo, the di�erence between B� and B0B0 resolution

functions is signi�cantly larger that the di�erence between di�erent B0 modes, therefore, we

�nd this to be very conservative error assignment. The largest variation (Æ sin2� = 0:003)

comes with the scale factor s, which we assign as a systematic error.

6.5.1.3 Resolution Correlation with ��t

Although the correlation between Æt and ��t is an issue in the lifetime and mixing mea-

surements, we �nd much less of an e�ect on sin2� (< 0:0005) when performing a Monte

Carlo study in which we re-weight events based on their likelihood in the Æt-��t plane. Since

these correlation might be slightly underestimated in the Monte Carlo, we take 0.001 as a

systematic error from this source.

6.5.1.4 Resolution Correlation with xtag

As with the �md measurement, we are worried about any correlation between the resolution

function and xtag[146]. Using the model subtraction technique discussed is Sec. 5.6, with the

simple change of using the Kin technique to estimate the changes, rather that a complete

re-�t, we estimate potential variation of Æ sin2� = +0:007. Furthermore, we have observed

that increasing the correlation between ��t and xtag always increases the measured value of

sin2�. That is to say, that this source of error seems to slightly bias the sin2� measurement

towards higher values.
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In Monte Carlo studies, we also noted that if we change the resolution function so that

the exponential term is not scaled by the per-event error, we see similar e�ect, but with the

opposite sign and somewhat larger (�0:013).

We interpret these results as follows.

1. Since we �t the resolution function, and perform a series of cross check, we have every

reason to believe that, on average, the resolution function is accurate. What we are

concerned with here is the case where we systematically overestimate the resolution

(i.e. we model the data with a function with a resolution function that is too narrow)

for some types of 
avor tags and underestimate the resolution for others.

2. As far as measuring sin2� is concerned, the key issue is if we are overestimating or

underestimating the vertex resolution of well-tagged (high jxtagj) events, since these

dominate the �t.

3. If we do not scale the exponential term in the resolution function by the per-event

error, we know that we are underestimating the resolution of well-tagged events.

4. On the other hand, if we do scale the exponential term by the per-event errors, we

seem to be over-correcting for the di�erences between events.

Given the uncertainty on the number and the relatively small size of the e�ect, we do

not attempt to correct for this bias. But rather we take size of the larger di�erence 0:013 as

a systematic error.

We also note that this e�ect is does not exist in the published BABAR measurement of

�md. As stated in Sec. 5.6 we estimate the possible e�ect on �md to by �0:009.
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6.5.1.5 Tagging Function Parameterization

As we discussed in Sec. 5.6, there a possibility that our parameterization of the tagging

function could cause a systematic bias in measuring asymmetry rates. To quantify the size

of such e�ect, we repeat the toy Monte Carlo studies performed with for �md, with the

change of �tting for sin2� instead of �md. We then take the mean error on sin2� (0.012)

from those studies as a systematic error.

6.5.1.6 Tagging Function Di�erence between Event Samples

We also considered possible di�erences between the tagging performance on di�erence event

samples. Speci�cally, in high statistics full Monte Carlo studies we found a 0.035 change

in sin2� when we varied the tagging function parameters by the di�erence measured from

Monte Carlo truth between the CP and Bflav samples.

We also accounted for possible resolution function di�erences between \accurately" and

\inaccurately" tagged events, as discussed in Sec. 5.6.3 [140]. We observed a 0.014 changed

in sin2� when we only used events where the favored tag was the true tag, as opposed to

events where the favored tag was incorrect.

We assign both of these variations as systematic errors.

6.5.1.7 Signal Probability Parameterization

We study the e�ect of the uncertainty on themES shape parameterization by simply assigning

equal signal probability to all the events with mES > 5:27 based on the measured purities, a

zero signal probability to all others. That is to say, we replace the mES signal Gaussian with

a step function. From these studies we quote an error of sin2� of �0:006.

We have also performed studies to account for an error in mES �t results due to the
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uncertainty in the beam energy by varying the end-point of the Argus background shape by

�2MeV around the nominal value of 5:291GeV. From which we estimate the systematic

uncertainty due to the mES endpoint to be �0:001.

Finally, we account for the possibility that signal probabilities are correlated with xtag.

That is to say that better-tagged events are also cleaner. This is not unexpected, as requiring

a high-energy track on the tag side is known to reduce light-quark backgrounds. To study

this, we split the sample by xtag, measure the background level for each sub-sample and

re-weight the event accordingly. From these studies we assign an error of Æ sin2� = 0:005.

Thus, in total we assign an error of �0:008 from uncertainties in the signal probabilities.

6.5.1.8 E�ective CP of the J= K�0 Sample

To take into account our uncertainty of the e�ective CP content of the J= K�0 CP sample,

we simply quote a relative error of Æ sin2�
sin2�

= 12%, equal to our uncertainly of the e�ective

�CP . This corresponds to an error of 0.08 for the J= K�0 mode only. Giving an error of

0.001 for the full sample.

6.5.2 Background Properties

It is also possible to introduced biases in the measurement of sin2� by incorrectly modeling

either the size of the shape of the backgrounds which contribute to the �t. Fortunately, these

e�ect are reduced by the high purity of the CP sample [148].

All of the background parameters we used were either measured on data from independent

�ts (e.g.,�tting the mES shapes) or evaluated from Monte Carlo.
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6.5.2.1 Peaking Background Component

As discussed in Secs. 4.6.1 and 5.5.2, background contributions that peak in mES were es-

timated by running on the inclusive Monte Carlo samples. In general, we assign error

corresponding to a 100% change in the size of the peaking background. From these studies,

we assign a total error of �0:004 on sin2�.

6.5.2.2 Peaking Background Content

It is also possible that the peaking background has a signi�cant CP component to. To account

for this possibility, we vary the e�ective CP asymmetry of that model over the full [�1; 1]

range. From these studies, we assign a total error of 0:008 on sin2�.

6.5.2.3 Argus Background Content

To account for the unknown CP content of the Argus background, we replace the kernel-

estimated background model with the model used for the peaking CP background and vary

the CP content over the range [�1; 1]. This yields a systematic error of sin2� �0:017.

The lifetime of the CP background has been varied from 0.7 to 2.5 ps, and gives negligible

(< 0:0005) systematic uncertainty on sin2�. However, separate studies have found a shift

(0:002) in sin2� observed when a di�erent resolution function is used is for this background.

Therefore, we quote 0:002 as the possible systematic error from the peaking background �t

resolution. In either case this is negligible compared to the 0:017 assigned for the unknown

CP content.
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Global �md sin2� �B0 �B+

�md 0.68602 1.000 -0.153 -0.335 -0.206
sin2� 0.24508 -0.153 1.000 -0.038 -0.012
�B0 0.52391 -0.335 -0.038 1.000 0.269
�B+ 0.60727 -0.206 -0.012 0.269 1.000

Table 6.8: Correlation matrix for the physics parameters.

6.5.2.4 Modeling the Bflav Background

Finally, we consider the possible error in estimating the tagging performance caused by errors

in modeling the Bflav background. This uncertainty gives a systematic error on sin2� of

�0:003, coming primarily from the uncertainties in the fraction and possible mixing content

of the Argus background.

6.5.3 External Physics Parameters

Probably the most accurate analysis of the potential errors arising from the correlation

between various physics parameters is simply to measure their correlation in the combined

�t.

In fact, we see that sin2� is largely decoupled from the other physics parameters. In-

tuitively, this is because while all of the other three parameters manifest in �t (i.e., the

horizontal axis in a asymmetry plot such a Fig. 6.4, sin2� is a measure of the asymmetry,

(i.e., the vertical axis).

From Tab. 6.5.3 we can immediately assign errors on sin2� of �0:009, and �0:005 from

the uncertainties on �md and �B0 respectively.
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6.5.4 Detector E�ects

As in Sec. 4.7, we have also considered the possibility of forms of mis-reconstruction of the

data that might not be properly accounted by the measurement technique. We note that

many detector e�ects, (e.g.,momentum dependence the kaon ID algorithm), are implicitly

absorbed in our studies or the�t resolution and tagging functions and the correlation therein.

6.5.4.1 Location and Size of the Beam Spot

As discussed in Secs. 4.3 and 4.7.4, the vertexing algorithm uses the y position and size of

the beam spot to constrain the line of 
ight of the Btag. For the magnitude possible biases

due to this e�ect, we quote the results of both data and Monte Carlo studies in which the

the various beam spot and beam-energy constraints used in the tag-vertex algorithm were

both weakened and completely removed. In total, we use an error of �0:002 for this source.

6.5.4.2 Uncertainty on z Scale and Boost

Since a measurement of sin2� is primarily a measurement of the amplitude of asymmetry,

it is not directly sensitive to the changes in the �t scale that would arise for inaccuracies in

either the z length scale the magnitude of the CMS boost [149].

However, since we are �xing the B lifetimes and �md to the world averages in our �t

for sin2�, we are e�ectively �xing the frequency of the asymmetry oscillations. If we do so

incorrectly, we will bias our measurement of the their amplitude.

In order to evaluate a possible e�ect from the uncertainty on the boost, the measurement

of �t has been rescaled by 0.3% upwards and downwards in �t. This results in a change of

Æ sin2� = 0:003, which is taken as a systematic error.
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6.5.4.3 SVT Internal Misalignment

As discussed in Sec. 4.7.6, possible local misalignment have been studied by reconstructing

the same sample of Monte Carlo events with di�erent sets of alignment constants. The

largest systematic o�set from a realistic (elliptical) distortion is Æ sin2� = 0:027, which we

take as a possible error.

6.5.5 Validation of Measurement Method

We have performed high statistics Monte Carlo studies of all of the measurements described

in this dissertation using the Monte Carlo samples listed in Sec. 3.2.2. None of these studies

shows signi�cant bias from the input Monte Carlo values. We have also used Monte Carlo

samples with di�erent input values of sin2� in the range [0.1,0.9] and con�rmed that we

extract the correct value of sin2� in all cases [70, 150, 151].

Furthermore, we have also performed an extensive (100 tests of 50000 events total, split in

the same proportions as the data sample) toy Monte Carlo study of the combined likelihood

�t to con�rm our ability to correctly measure the input values. From these experiments, we

have measured a mean discrepancy �0:017 with and error of 0:013, which we assign as a

systematic error. Given more processor time, we could reduce this number considerably.

6.5.6 Summary of Systematic Errors

Tab. 6.5.6 summarizes our estimate of the total systematic error on all the measurements

presented here.



246

Source �B0 �B� �md sin2�
10�3ps 10�3 ps�1 10�2

Signal Parameterization

Signal Probability 3 3 2 0.8

�t Signal Resolution 8 4 3 0.9
R(Æt); ��t Correlation NQ NQ 3 0.1
R(Æt) by Sample 4 5 - 0.3
R(Æt); xtag Correlation - - 9 1.3
R(Æt) by Tag Accuracy - - 1 1.4
C(xtag) Parameterization - - 2 1.2
C(xtag) by Sample - - - 3.5

Background Modeling

Peaking Fraction NQ NQ 2 0.4
Peaking Content NQ NQ NQ 0.8
Argus Content 5 11 3 1.7
Bflav Background E�ect on C(xtag) - - - 0.3

Detector E�ects

SVT Alignment 8 8 4 2.7
Beamspot 2 2 1 0.2
z Scale and Boost 10 10 2 0.3

External Parameters

�B0 - NQ 7 0.5
�md NQ - - 0.9

Monte Carlo Limitations 9 7 3 1.3

Total in Quadrature 22 23 14 5.6

Table 6.9: Full list of systematic errors for all analyses. Many of the errors the the B-
lifetime and �md measurements are taken from studies for the published BABAR results. In
the cases in which various sources of error are merged, we list the error under its dominant
contribution and mark the other parts are \NQ".
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Parameter Measurement Value

�B0(ps) This Analysis 1:560� 0:028(stat)� 0:022(syst)
(BABAR) 1:546� 0:032(stat)� 0:022(sys)
(World Average) 1:548� 0:032

�B+(ps) This Analysis 1:676� 0:026(stat)� 0:023(syst)
(BABAR) 1:673� 0:032(stat)� 0:023(sys)
(World Average) 1:653� 0:028

�md ( ps
�1) This Analysis 0:498� 0:018(stat)� 0:022(syst)

(BABAR) 0:516� 0:016(stat)� 0:010(sys)
(World Average) 0:472� 0:017

sin2� This Analysis 0:61� 0:14(stat)� 0:06(syst)
(BABAR) 0:59� 0:14(stat)� 0:05(syst)
(World Average) -

Table 6.10: Final values for all the measurements. The systematic error for the three calibra-
tion measurements, �B0, �B+ and �md are largely taken from relevant BABAR publications.

6.6 Summary of Results

Tab. 6.6 summarizes all of our measured results, as well the current world averages and

published BABAR measurements for each. We note that the BABAR measurement of sin2�

also includes the �CP = +1 channel J= K0
L
.
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Chapter 7

Interpretation of Results

\It was a lot easier for me, since you got all your balls out of the way."
| T. Dignan

Having measured sin2� and j�j can now interpret our results in the context of the Stan-

dard Model.

We distinguish between three possible goals of such an interpretation.

1. To achieve the best determination of the CKM parameters within the Standard Model.

2. To set a con�dence level (CL) for the agreement between data and the Standard Model

as a whole.

3. To search for speci�c signatures of new physics by measuring additional parameters of

a particular theoretical extension of the Standard Model.

Only the �rst two goals are dealt with in the following, a discussion of the third can be

found in [154].

7.1 Fitting in the �-� Plane

\Tu preferais pas les plots en bleu, blanc, rouge. Je peux le faire si tu le veux."
| S. Laplace
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As discussed in Secs. 1.4.2 and 1.4.3 CP violation in the Standard Model can be summa-

rized by the unitarity triangles and fully parameterized by the four CKM matrix parameters.

Accordingly, we will show the e�ects of our measurements on �ts for these parameters.

7.1.1 Statistical Treatment

The current knowledge of many theoretical parameters and measurement systematics relating

to CKM observable are not Gaussian-distributed. Rather, they are none to lie with in �xed

ranges, but in most cases we do not have an a priori knowledge of which parts of the range

are more favored.

Given this situation, we prefer a frequentist, (rather than Bayesian) statistical treatment

[152, 153].

The entire statistical analysis, the results of which are presented here, is realized by

means of the program package CkmFitter. A detailed description of the methods it employs

and the presentation of state of are results are the subject of Ref. [154].

The statistical treatment used to combine the available measurements in order to set

constraints, e.g.,, in the ����� plane is based on a frequentist approach.

A global �2 is built as a sum of individual contributions. This �2 receives no contribution

due to non-accountable theoretical uncertainties.

For a given point in the �-� plane, a con�dence level (CL) is computed as:

CL = Prob(�2 � �2min; Ndof = 2): (7.1)

In this formulation �2 is obtained by minimizing the global �2 with respect to all pa-

rameters except for � and �, which are �xed to the point under consideration. During the

�2 minimization, the parameters which su�er from theoretical uncertainties can vary freely
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within their pre-de�ned ranges (so-called allowed ranges).

Theoretical uncertainties are attributed to most of the theoretical input parameters, in

particular those related to strong interaction (QCD). Moreover, the extraction of some of the

CKM elements (e.g.,, jVubj) inserts theoretical uncertainties due to the model assumptions

made. The theoretical parameters fall into two di�erent types.

1. Parameters whose allowed ranges are is irrelevant since the available measurements are

powerful enough to determine them, (e.g.,�).

2. Parameters whose allowed ranges determine the usefulness of measurements of CKM

observables (e.g.,, �md), (e.g.,, fBd). This second type corresponds to QCD quantities

and is denoted yQCD.

Finally, �2min is the absolute minimum of the global �2, obtained when all parameters

(including � and �) are let free to vary.

7.1.2 Constraints in the �-� Plane

As discussed in Sec. 1.4, constraints on the CKM elements come from a variety of sources.

For example, the Wolfenstein parameters � and A are obtained from measurements of semi-

leptonic decay rates of K-mesons, and B-meson decays involving b ! c transitions, respec-

tively.

More speci�cally, constraints in the �-� plane are obtained from several measurements.

1. Semileptonic B decays yield jVubj as well as the ratio jVub=Vcbj.

2. Standard Model predictions of Bd and Bs oscillations depend of the CKM phase pa-

rameter.
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3. Standard Model predictions of indirect CP violation in the neutral kaon sector also

depend on the CKM phase parameter.

However, as discussed in Sec. 1.4, theoretical predictions for both 
avor mixing and �K

are limited by uncertainties which mainly stem from long distance QCD. Therefore, these

measurements predictive power in the �-� plane is limited.

7.1.3 Input Parameters

Tab. 7.1.3 shows a listing of the input values used in the global CKM �t which are allowed

to vary during the �t. In cases where the theoretical error has been deduced by more or

less educated guess work or its size is questionable it is considered as a range (see previous

section) [155, 156].

7.1.4 E�ects of These Results In the �-� Plane

For the graphical display of the results, lines of constant CL (32% and 5%) are represented

in the ����� plane together with the most favored domain (MFD) where the CL is close to

one. The size of the MFD is determined by the size chosen for the allowed-ranges of yQCD

parameters.

The results of the global �t in the ����� plane are shown in Fig. 7.1 with the BaBar

measurement of sin2� as �t input. The darker shaded (central) and lighter shaded (outer)

areas correspond to > 32% CL and > 5% CL, respectively. The outer regions receive lower

CL's which expresses the fact that they leave the range where a simple modi�cation of the

�t parameters produces maximal compatibility (i.e., where they approximately reproduce

the global �2min). In the � 5% CLregion, several ellipses are shown as dashed lines: they
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Parameter Value � Error(s) �2 Free Prop.

Experimentally Measured CKM Elements

jVudj 0:97394� 0:00089 * - -
jVusj 0:2200� 0:0025 * - -
jVubj (3:48� 0:23� 0:55)� 10�3 * - -
jVcdj 0:224� 0:014 * - -
jVcsj 0:969� 0:058 * - -
jVcbj (40:8� 0:4� 2:0)� 10�3 * - -

Experimentally Measured Observables

j�Kj (2:271� 0:017)� 10�3 * - -
�md (0:487� 0:014) ps�1 * - -
sin2� 0:49� 0:18 * - -

Expirementally Measured Standard Model Parameters

mt(MS) (166:0� 5:0)GeV=c2 * * -
mK (493:677� 0:016)MeV=c2 - - *
�mK (3:4885� 0:0008)� 10�15GeV=c2 - - *
mBd (5:2794� 0:0005)GeV=c2 - - *
mBs (5:3696� 0:0024)GeV=c2 - - *
mW (80:419� 0:056)GeV=c2 - - *
fK (159:8� 1:5)MeV=c2 - - *

Theoretically Predicted Standard Model Parameters

mc (1:3� 0:1)GeV=c2 - * -
BK 0:87� 0:06� 0:13 * * -
�cc 1:38� 0:53 - * -
�B(MS) 0:55� 0:01 - * -
fBd

p
Bd (230� 28� 28)MeV * * -

� 1:16� 0:03� 0:05 * * -

Table 7.1: Input observables and parameters for the global CKM �t. Quantities that con-
tribute to the �2 of the global CKM �t are marked as \�2" with an asterisk. Quantities
that vary freely in the �t are marked as \Free" and quantities with smaller errors that are
statistically propagated are marked as \Prop.".
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Figure 7.1: Con�dence levels in the ����� plane obtained from the global CKM �t. Results are
shown both with the measurements describe in this dissertation. The shaded areas indicate
the regions of � 32% and � 5% CL's, respectively. The dashed ellipses represent the 95% CL
contours one would obtain if the yQCD values were exactly known. Also shown are the 5%
CL contours of the individual constraints. The � 32% and � 5% CL constraints from the
BABAR sin2� measurement are depicted by the dashed areas.
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BABAR measurement of sin2� as �t input can be directly compared to the CL of the BaBar
measurement.
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represent the 95% CL contours one would obtain if the yQCD values were exactly known.

Shown in addition are the 5% CL contours of the individual constraints.

According to the frequentist approach adopted here, the CL's have to be interpreted as

upper bounds for the best theoretical model at a given point in the ����� plane.

Hence, one shall not interpret the CL's given as relative probabilities, i.e., infer equal

probabilities from equal shades. Instead, the CL's express the probability that for a given

coordinate f��; ��g, we �nd a set of �t parameters that has the same statistical con�dence

level as that of the best �t con�dence level (�2min) in the ��� �� plane. Moreover, although the

CL's have a well de�ned statistical meaning, one must be careful when interpreting them;

a modi�cation of the range of the somewhat arbitrary theoretical uncertainties moves the

shaded borders of the allowed ����� region accordingly. As described in the statistics section

of Ref. [154], the CL's obtained do not constitute a test of goodness of the theory. A probe

of the Standard Model is obtained from an interpretation of the numerical value of �2min, as

discussed in the next section.

For the numerical analysis, one can derive one-dimensional constraints for all parameters

involved, such as the CKM parameters or the CKM matrix elements. As an example, Fig. 7.2

shows the CL's obtained for the unitarity triangle angles and the J parameter. In perfect

analogy to the two-dimensional case, the CL's shown constitute upper bounds, corresponding

to the most compatible theory for a given value of the parameter considered.

A short compilation of the allowed 95% CL ranges for the CP violating CKM parameters

is given in Tab. 7.1.4, without and with the new BaBar value for sin2�. A complete list of

the results that can be obtained from the global �t is provided in Ref. [154].
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Parameter Without sin2� With sin2�
� 5% CL half width � 5% CL half width

� 0:2220� 0:0041 0:2220� 0:0041
A 0.76 - 0.90 0.07 0.76 - 0.90 0.07
�� 0.04 - 0.38 0.17 0.04 - 0.37 0.16
�� 0.20 - 0.48 0.14 0.20 - 0.40 0.10

J (1.6 - 3.9)� 10�5 1:2� 10�5 (1.6 - 3.2)� 10�5 0:8� 10�5

Table 7.2: Fit results for the unitary CKM parameters. Ranges are given for the quantities
that are limited by theoretical errors. The left (right) data column gives the constraints when
not using (using) the current BaBar measurement of sin2� as input into the global �t.

7.1.5 Probing the Standard Model

Since Eq. (7.1) removes the information contained in �2min by construction, it can not be used

directly to measure the consistency of the Standard Model with the observed data. Rather,

this value is a measure of the best possible agreement between data and theory. To interpret

this result we use a Monte Carlo simulation.

The �ts in the previous section yield for the point of best compatibility

�2min = 2:3 (3:2) (7.2)

for the data set without (with) sin2�BaBar. Taking the theoretical predictions of the input

measurements for this point as reference measurements, and 
uctuating these within the

experimental errors leads to the histograms shown in Fig. 7.3. Integrating the distributions

according to

Prob(SM) = CL(�2min) =

Z
�2>�2

min

F(�2) d�2 : (7.3)

gives the corresponding CL. We �nd

Prob(SM) = 85% (86%); (7.4)
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Figure 7.3: Simulated F(�2) distributions and corresponding CL's without (solid lines) and
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for the validity of the Standard Model without (with) our measurement of sin2�.

7.2 Conclusions

\I've �nished, here's the proof. . ."
| J. Boyd

The central work of this dissertation is that we have measured:

sin2� = 0:61� 0:13(stat)� 0:04(syst): (7.5)

From which we claim unambiguous observation of indirect CP violation in the B-meson

system. Furthermore, we have examined our results in the context of the Standard Model,

with which they are highly consistent, having an 85% Con�dence Level.
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