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Abstract 

This t,hesis presents a measurement. of t.he left.-right, a.symmet.ry, .ALR, in the product,ion cross se&on 
of % HOSOllS produced by e+f- anniliilat.ions. using polarized elecbrons, at, a crnbcr of mass energy of 
!)I.%6 (;ev. Thf> tlnt,a prc3entetl was recortlrtl by t,lie SLD &tc‘ct.or at. the SLAC Linear ( ‘ollitler during 
the 1093 run. The mean luniinosity-weight,ed polarizat,ion of the elect,ron l>Pillll was Frf““’ = (63.0 -f 
l.l)$$. lJsing a snnlplcof 49,392 2 events, we measure a4~~ t.o be 0.1626~0.0071(stat~.)f0.0030(sys.), 
which determines t,he effective weak mixing angle to be sin’ B”’ - I-V -0.2292~0.0009(stat.)f0.0004(sys.). 
This result differs from that expected by the Standard Model of ParGcles and Fields by 2.5 standard 
devia.t.ions. 
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Chapter 1 

Introduction and Physics Motivation 

The left,-right. asymmt~t.ry. L4~~* is a highly sensit,ive probe of the elect.roweak sector of the Sta.ndard 

hIodt4 of Particles and Fields. The mrasuremenl of ;~LR preseneed in this t,hesis was performed using 

t,he SLD det,rctor at. the Stanford Linear collider (SLC) at the Stanford Linear Accelerator center 

(SLAC:). The SL(~’ produced, a.ccelerated and collided elecbrons with positrons at, a center of mass 

energy of 91.26 GeV, producing 2 bosons. The decay product,s of the 2 bosons were det.ected by 

t,he SLD, sit,uat,ed at, the e+c- Interaction Point of the SLC (SLC IP). The data used in the analysis 

presented in this thesis was obtained during the 1993 running period of the SLC/SLD program, 

which lasted from February to August of 1993. 

ills is highly sensitive to the weak mixing angle, sin’ 0~. The measurement of ALR and sub- 

sequent determina.tion of the effe&ve weak mixing angle, sin” Bw, was the principal goal of the 

SLC/SLD program. The analysis present.ed herein constitutes the single most precise determination 

of sin’ 6’~ available to date. 

1.1 The Electroweak Standard Model 

The theory of electroweak interactions introduced by Gla.show, Weinberg, and Salaam [l] [2] [3] 

in the 1960s has been experimentally verified with increasing precision since the discovery of the 

predicted W* and 2 bosom in 1981 [4]. 



1.1.1 The electroweak interaction 

The electroweak interaction is the product of the successful unification of quantum electrodyna.mics 

(QED) with a theory of weak int,eractions. Weak interactions such as P-decay were traditionally 

viewed as four-point interactions with a coupling constant of GF. The theory of Glashow, Weinberg 

a,nd Salaam (GWS) cast them as exchanges of one or another of three bosons, lahelled the N’* 

and Z. The weak nature of the interaction arises naturally from the la.rge mass of these bosons, 

AI,t: = 80.22 f 0.26 Gev, and hlz = 91.187 f 0.007 GeV [5]. 

IVe present, a short. deriv&ion of the main points of the theory, and introduce conventions used in 

later chapt,ers. The t#heory begins wit’11 an int,roduct,ion of a non-abelian gauge group wit,11 SIT(Y) x 

lT( 1) symmetry. The SI:(2) group is called the wenk isospi~~. The U( 1) group is the ulrrrk h,ypfrchnrgf. 

The ~“Ii(2) weak isospin group generator int,roduces three firlds, Ft’I! 1 I\;:, Lt’/T. and a conserved charge 

7‘“, N = 1, 2, 3. The 1!( 1) weak hypercha.rge group generat,or int,roduces one field B,, , and a conserved 

charge. E;. 

The charges int.roduced by these fields are rela.ted to the electric charge by the expression 

Q93+Y 
2’ 

where Q is the familiar conserved electric charge of QED. This yields the current relation 

(1.1) 

among the electromagnetic current, je”‘, the weak isospin current JF, and the weak hypercharge 

current j:. The currents are defined as follows: 

where $, 4 are Dirac spinors and the yP are Dirac y-matrices in the convention used by Halzen and 

Martin [6]. 

The ba.sic electroweak interaction, in terms of the fields and current#s defined, is now 

- ig(J”)pW,” - it(jy)fLB,,, (1.3) 

where the coupling constants g and g’ are introduced. The constant g is the coupling of the SU(2) 
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weak isospin field r/t;” to the current JF and the constant g’ is the coupling of the U(1) weak 

hypercharge field B,, to the current j:&‘. 

The first two components of weak isospin combine to creat,e the ch urged we& isospin component. 

The mass eigenst’ates of t’he L%‘: fields, the charged weak vector bosons IV*, couple only to left- 

handed fermions due to the presence of the project,ion operator 1 - y” in the definit,ion of the weak 

isospin current. 

The third component, of weak isospin combines with weak hypercha.rge t,o yield fields A, and Z,,. 

The mass eigrnst,at,cs of A,, and Z,, are the photon and the 2 boson, respectively. The mixing angle, 

On/, is an arbit.rary parameter not predict.ed by the theory which must. be determined experimentally. 

Since the phot.on is obsc,rved to couple to right-handed and left,-handed fernlions, the 2 boson must 

as well, since they are hot811 composed of the same fields. 

We write the neut,ra.l-current component of the basic electroweak int8eraction introduced in 

Eq. 1.3, using the fields introduced in Eq. 1.4 as 

-i gcosBwJ;-g’sinOw$ 
( ‘) 

2’“. (1.5) 

We identify the field A, as the standard electromagnetic vector field, and the quantity in paren- 

thesis before A’” as the electromagnetic coupling and current. Taken w&h the current relation in 

Eq. 1.1, we obt,ain 

gsin6w = y’cos0w = e, (1.6) 

where E, the electromagnetic charge, determines the coupling to the photon. 

We see the two coupling constants, g and g’, can be related to the weak mixing angle, &v. We 

can now use the current relation from Eq. 1.1 and the coupling constant relation from Eq. 1.6 and 
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express the wea,k part of the neutral current interaction from Eq. 1.5 as 

where the weak neut,ral current, Jf” is given by 

(1.7) 

(1.8) 

Low energy, charged-current weak interactions: GF 

Low energy. charged current, weak interactions have historically been described as a four-point. in- 

teraction (as for instance in IL-- decay, where the four particles, /I-, e- , vI1, and V,, all interact at 

one point,) with the empirical invariant amplitude 

(1.9) 

where the current, J,, E i(J,i +iJi) and GIF = 1.1(X37(2) x 1O-5 GeV’, the Fermi coupling constant. 

We write the charged-current component of the basic electroweak interact,ion introduced in Eq. 1.3 

as 

where Lv: have already been introduced, as the fields whose mass eigenstates a.re the charged W  

bosons. This leads to rewriting the amplitude for low-q2 W-mediated charged-current interactions 

as 

JLF” = ($J,) ($T) (-j$) 

Comparison of Eq. 1.9 wit,11 Ey. 1.10 leads to the (tree-level) relat,ionship 

G(F 

JL=& 

(1.10) 

(1.11) 

The V-A nature of the charged weak interaction is manifest in the (1 - r5) left-handed pro- 

jection operator which is part of the weak isospin interaction. We identify left-handed fermions as 

isodoublets of 

and right-handed fermions as isosinglets of T3 = 0. Table 1.1 lists the isospin quantum numbers for 

the known quarks and leptons. 
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( : ), ( 1 ), ce)R cub cd)R 
( ; >, ( :), (p)R k)R csh 
( “: ), ( I, ) L cTh (t)R @JR 

Table 1.1: The known fermions grouped in left-handed isodonblets of T3 = ff and right- 
handed isosinglets of T3 = 0. 

1.1.2 Boson masses and the Higgs mechanism 

The bosons imroduced in the preceeding section, the W* and t#he 2, media.te the weak charged 

and neutral currcnt.s. The very weakness of int.eract,ions involving these currents (at low q?) has 

been at,tributed to t.he high mass of these bosons. To be complet~cly successful, t,he theory must, 

also predict, (or at. least, accommodat~e) the observed masses. We briefiy imroduce a mecha.nism t.o 

generat,e these masses, ca.lled the Higgs mechanism [‘il. \V e note that other mechanisms t,o generate 

boson masses have been proposed [x], but they will not be discussed in this thesis. 

The basic electroweak imera,ction introduced in Eq. 1.3 is pa.rt of the electroweak Lagrangian 

(1.12) 

where the first two terms are the bV *, 2, and photon kinetic energies (the shorthand zlLU F 

8,X, - &,A-,, has been introduced). The third and fourth terms are the fermion kinetic energies and 

their interaction with the bosons. Note that the left and right projection operators, i(l & r5), have 

been subsumed into the spinors, yielding left and right handed spinors L and R. The fifth and final 

term (including the V(4) t erm), is due to the introducGon of four scalar fields &. The V(4) term is 

called the Higgs potential. The term before it is necessary to maintain the sum x U(l)u gauge 

invariance of the Lagrangian. In addition, gauge invariance of this expanded Lagrangian requires 

that the I$; inhabit SrJ(2), x U(1) y multiple@ most conveniemly chosen to be the Y = 1 isodoublet 
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We now choose the Higgs potential 

(1.13) 

wit.11 ~1’ < 0 and X > 0, creating a locus of V(4) minima for va.lues of 4 such that 

We define the vacuum field 

(1.14) 

and fluctuations frown this vacuum 

qS( x) = esp( i2TJ: C/I,) 
0 ( 1 v+/?(r) . 

fi 

We have introduced the four independent fields 816383, and h. Since 8only appears in the overall 

phase, we are free to gauge it away, leaving 

(1.15) 

We take the form of the field in Eq. 1.15 and the potential as defined in Eq. 1.13 and substitute 

int80 t,he Lagrangian in Eq. 1.12. We obtain terms +(i),h)’ and --Xu2h2, corresponding to the 

kinetic energy and mass terms of the scalar particle, 1~. We call this particle the Higgs particle. By 

substituting the vacuum expect,ation value of the Higgs field from Eq. 1.11 into the Lagrangian, we 

obtain 

where the first term is to be compared to expected mass term for a charged boson, M,$T;I/+K’-, 

giving 
1 

?vJw = -vg, 
2 

(1.X) 

and the last two terms, chosen to be orthogonal in the (W,“, B,,) basis, are identified with the 2, 

and A, mass terms, yielding, upon normalization, 

A, = g’ “Vi + g& 
with ~ZJA = 0 
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2, = (1.17) 

We now use the relationship of Eq. 1.G in terms of the weak mixing angle 0~. We can relate 

lzliy from Eq. 1.16 and AJz from Eq. 1.17 a.nd obtain the result 

AJCV - = cosew. 
AJz (1.18) 

The Higgs mechanism not. only generat.es the masses of the bosons from the mixed wea.k isospin 

and weak hylx‘rcharge fields, but. also makes a t,estable prediction for the ratio of the masses of the 

charged and neutral bosons in terlns of t.he mixing angle. Unfortunately, t,hr masses t,hemselves a.re 

not predicted by t.he theory, and must be determined esperiment,ally. 

I. 1.3 Electroweak parameters 

In the preceeding sections, we have int#roduced the SIi(2) weak isospin field with coupling g and the 

CT( 1) weak hypercharge field wit811 coupling g’, as well as the Higgs field with a vacuum espectat,ion 

value ($0). These parameters are not directly mea.surable, so we must choose the tree-level St.anclard 

Model relations to define a complete set of obsrrvable parameters. We naturally choose parameters 

with the smallest associated measurement uncertainties. From Eq. 1.6 we obtain 

g2yt2 
(Y= 

47r(g? + g’2) ’ 

where cy = c’/4s is the electromagnetic fine-structure constant. Equations 1.9 and 1.11 yield 

GF= ’ 
h&hl)2 ’ 

and equations 1.14 and 1.17 give us 

The measured values of these observables [5] are shown in Table 1.2. 

We note that the value listed for the electromagnetic fine-structure constant, o, is that determined 

at q2 = 0. At higher energies, such as q2 = M&orMi, the running nature of the coupling constant 

raises the value to a(q2 = A.@ M l/128. The value at these higher values of q” is not nearly 

as precisely determined, and constitutes the main theoretical uncertainty in precision tests of the 
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Observable Value Precision (ppm) 
a(q2 = 0) l/137.0359895(61) 0.045 

GF l.lG639(2) x 1O-5 C&V-” 20 
~Jz 91.187(7) GeV 77 

Table 1.2: Complete set of tree-level electroweak observables. 

Standard Model at q’ = ill;. This running of t,he coupling const8ant. is a consequence of eff&s 

beyond the tree-level. In addition t,o the parameters list,ed in Table 1.2, the fermion masses and 

the Higgs sca.lar boson mass are not, specified in the St,anda.rd Model. These quantit,ies also appear 

in ratlia.tive corr&ions t,o t,lie tree-ltavel processes, and effect. the value of precision elrct,roweak 

nleasurements. A .sufEcit~ut~ly precise measurt~nlent~ of an electroweak observable can be sensit#ivr to 

t,hescx correct,ious, and yit4d insight, iuto unknown or poorly known parameters such as t,hr Higgs 

nlass and t,op quark mass. 

1.2 The Process ese- + 2 ---) ff 

The Z boson defined in t,he last se&on is a neut,ral vector particle, similar to the photon. The ma.in 

differences from the photon lie in the large mass of the 2, and the couplings to fermion current.s. 

Any process that contains a virtual photon propagator can have that propagator replaced by a 2 

and remain a valid process. The process e+e- - 7 - ff, is an example. In this process, q is the 

momentum of the virtual vector boson. The propagators for the photon and 2 are 

-iii,, 
- : y propagator, 

Q” 
Y 

-ig,,, + +$- 

qz - AJ; 
: 2 propagator, 

We see that at values of q2 << A42, the photon propagator dominates. However, at q2 approaches 

Ali, the 2 propagator becomes singular. This is referred to as the 2 pole, a.nd the mass term in the 

denominator is modified, hli + i@( 1 + iI’z/Mz), in order to avoid the singularity. 
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Figure l-l: The tree-level Feyuman diagram for e+e- -+ Z ---f ff. 

1.2.1 Coupling of the 2 to fermioils 

LYe now examiile the coupling of the 2 propagator t.0 fermion current~s. From equations 1.7 a.nd 1.8 

we obtain the neutral current int.eract,ion for Z - ff: 

- i--$& ?.fV [ a(1 - -15)Tf3 - sin’O,nt] $fZ,,. (1.19) 

Figure. 1-l shows the Feynman diagram for the process e+e- + Z + ff. There are two vertices 

of t.he t.ype described by Eq. 1.19. The initial vertex is the coupling of the 2 propagat,or to the 

electron current.. The fi~nl vert.ex is the coupling to the final state fermion-antifermion pair. The 

vertex factor is convent.ionally expressed in terms of vector and axial-vector coupling constants to 

the Z: 

where 

,.f - a - Tf” (1.21) 

and Qf is the charge of the fermion and Tf is the third component of its weak isospin as listed in 

Table 1 .l. The vector and axial-vector coupling constants are listed in Table 1.2.1. 

1.2.2 The 2 production cross section 

The resonant production of 2 bosons gives rise to a large peak in the e+e- + fT cross-section 

at, q2 = A$. At low values of 6 the process is dominated by the photon. However, the l/q2 

dependence of the photon propagator suppresses this contribution at higher &. At the 2 peak 
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Table 1.3: Vector and axial-vector couplings for Ferxnion-Z. 

at, 6 = 91.2 GeV, the contribut.ion from t.he 2 propagator - 800 times that, from the phot,on. 

Therefore, we jl&ifiably ignore pure phot,on-exchange krms in calculating the cross sect.ion. In 

addit~ion, the 5 - 2 exchange terms also vanish at, t,he 8 1~01~. This leaves only t#lie pure Z exchange 

ternIs. However. some small correct.ion (x 2%) for the y - Z escha.nge terms must. be made due t,o 

init.ial &ate radiat.ion effects. We now derive t,he cross se&ion for the process E+C - Z where the 

electron beam is polarized. FVe define the polarizat,ion, ‘F, in a given dire&on ti, as follows: 

T(n) = 
X,(.5, ti parallel) - N,(s, n antiparallel) 
N,(S, n parallel) + N,(s, 12 ant.iparallel) ’ 

(1.22) 

where B is t.he direction of the electron spin-vect,or. In what. follows, we choose fi such that, the 

magnit,ude of P is ma.ximized. We then define 7’: as the longit,udinal polarization (in t,he direction 

of t,he momentui~l vect,or, $), a.nd Tt as transverse polarization. We write the polarizat,ion dependent 

cross section for e+e- - ff at the Z-pole. 

+(7-y - PL) [n(l + cZ)c;c; (CL’ + c;?) + 4c (c;’ + c:?) c{c{] 

+PfP; cosaql - c”) (cE2 + cz2) (CL2 + CL’)} (1.23) 

where c is the cosine of t,he polar angle of the outgoing fermion. We have allowed for positron 

polarization: P$, Pz are the longit,udinal and transverse polarization of the positron beam, defined 

in the same way as for the elect,ron beam, with P, = +(-)l corresponding to right (left) handed 

particles. The angle Q is defined by @  = 24 - d- - d+, where C$ is the azimuthal angle of the 

outgoing fermion and $* the a.zimuth of the electron and positron transverse polarization direction. 

At the SLC, only the electron beam is polarized (we will discuss the case of possible positron 

polarization in section 9.1), and the polarization is entirely longitudinal. In this case, Eq. 1.23 
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simplifies to 

with 

da 
-= 
dR 

k { [(l + c”) (C62 + CZ’) (ci2 + c{‘) - 8cc:c;c$;] 

-P, (1.24) 

The pure photon propag&or can be neglected near the Z-pole. We now consider the 7 - 2 

interference term 

dn - 
dl2 

( 1.25) 
7-Z 

where Qf is t,hc charge of the outgoing fermion. This term vanishes at, t,he Z-pole, but. as WC notc~tl 

earlier, the efii,cts of initial &ate radiat,ion ensure that, no collider ca.n run esa.ct,ly on t,hr pole, 11cwcr 

t,he int,erferencr effec& necessit,at’e a correction to any electroweak observable measured near t#he 

pole. 

1.3 Electroweak Asymmetries 

The different,ial cross section in Eq. 1.24 has a polarization dependent part, the sign of which depends 

upon the sign of P; In addition, both the polarization dependent and independent parts have terms 

that are symmetric and antisymmet.ric in polar angle, leading to a difference in cross section for 2 

decays between the forward and bxkward hemispheres. We discuss these differences in cross section, 

and create elect,roweak observables that, are sensitive to the Z-fermion coupling constants at the int,ial 

and final vertices. 

We avoid the systematic uncertainties inherent in measuring the absolute cross section by forming 

ratios of differences of cross sections. Cross sections with different initial or final state characteristics 

(such as beam polarization or polar angle of decay) are chosen Such rat,ios are called electroweak 

asymmetries, and terms in the cross sections which do not depend on the characteristic being changed 

divide away, significantly reducing the systematic uncertainty in the mea.surement of the observable. 
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1.3.1 Forward-backward asymmetry 

Forward-backward a.symmetries are sensitive to the polar angle anti-symmetric term in the cross 

section (Eq. 1.24). The conventional forward-backward asymmetry does not require the use of 

polarized beams to create the 2. We define the forwa.rd-backward asymmetry for the process e+e- --+ 

’ (1.2G) 

where the c is the po1a.r angle and &co are the indegrat8ion 1imit.s in c. The af term in the cross 

sect,ion necessitates an identifiable final state decay channel. In practice, t#his is usually the p+fr- 

or bb channel. I’pon integrabion of Eq. 1.24 we obt,ain 

,.Q - A!!- 3c’ CE c? rf (1 ” tt I’ 
FB - 3+c; (($2 + c;“) ($ + $) 

WC: introduce t.he not,ation 

and obtain for t,he forward-backward asymmetry: 

AfFB = 3 4co -. - .A, .A,. 
4 3+c; 

(1.29) 

(1.27) 

(1.28) 

1.3.2 T-polarization asymmetry 

The dependeuce of the cross section on helicity of t,he electron current at the init.ial vertex is mirrored 

at the final vertex. IIowever, det~ermination of the helicity of the final stat,e fermions is difficult. For 

the quark final states, the subsequent hadronization of the quarks int,o jets dilutes the helicity 

information beyond hope of measurement. The ptp- and e+e- final states do not decay at all, 

making he1icit.y det.erminat,ion impossible. Decays to r T + - however, offer some hope of determining 

the helicity information of the final state. 

Decay products of the r lepton exhibit characteristic distribut8ions in polar angle depending 

on t,he helicity of the r. Using this information, one can make a determination of the final-state 

polarization. We define the final state polarization of a 2 decay at a particular polar angle to be 

where f~ and f~ denote left- and right-handed final state fermions. Substitution of terms from the 
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cross section in Eq. 1.24 yields 
2&c+ Aj(l + c2) 

“(‘) = (1+ c”) + 2A,Ajc’ 

where c is the cosine of the polar angle. Upon integration over symmetric polar angle limits we 

obtain 

Pf ) = Af 

In this case, the final state fermion f is the T lepton. Therefore the r-polarizat,ion ana.lysis is 

sensitive to sl,, a function of the coupling const,ants at. the final vertex only. 

1.4 The Left-Right Asymmetry 

The left,-right asymnlet,ry, ii~R, differs from t8hc asymmet,rit,s dcfinrd in the previous sect,ion in t,hat. 

it, probes t,lie coupling const,anhs at the initial vcrt,ex. It, requires longit,utlinal polarization of t.he 

beam, but does not. make any requirement.s of the final state, except that it not be e+e-. The 

process e+e- - e+e- can proceed through a t-channel phot.on exchange. The photon exchange 

amplit,ude inbcrferes with t.he s-channel amplitude corresponding to t#he Z-exchange process we wish 

to observe, and dilutes the measured asymmetry. IIowever, all other lepbon final st,at,es of 2 decay are 

accept,able, as are all the quark final states. This gives ALR a statistical advant#age over asymmetries 

which use a specific lepton or quark final state. 

The left-right asymmetry is defined as 

(1.30) 

where UL and bR a.re the the shorthand not,ation to denote the tot,al Z cross section using left- and 

right-handed polarized electrons respectively. We note that since the Z is a vector boson, the helicity 

of the positron used in the amiihilation is opposite that of the electron, in the cent,er of mass frame. 

We obtain the total cross section al;,(R) by integratin, 6 Eq. 1.24 over the solid angle and taking 

the longitudina,l electron beam polarization (P;) to be -(+)l. The effect of finite beam polariza- 

tion (P < 1.0) appears a,s a linear dilution term. If we assume that t,he machine luminosity, the 

beam polarization and energy, and the detector efficiency have no left-right bias, and there is no 
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polariz&ion of the positron beam, then we can write a simple equation, 

(1.31) 

where NL(NR) are t,he number of 2 decay event,s detected when the electron beam had left- (right-) 

handed helicit,y. ‘Pe is the beam polarization. We define A,, as the measured asymmetry. We can 

also write the corresponding error on ALR as 

(1.32) 

wliert, NT,,~ = Nr. +~V:IZ is t,hr totma nuniber of 2 event,s. Wr ha.ve ignored terms of order (?(A:,) and 

highrr. The firht tc,rm in bhe square root, is the stat.istical error term; the second is t,he syst,emat.ic 

error tc,rm. LVe nott’ t,hat, the dominant, systemat8ic error in ALR is the error in the beam polarizat,ion 

nit~asurt~nient 

Obviously, Eq. 1.31 is too simplist,ic, the beam parameters assumed to be symmetric wit811 respect 

t,o left- and right,-handed beam need not be. Also, there may be finite positron polarizat,ion. The 

effect.s of these bia.ses in the beam parameters have been invest,igated, and will be discussed in det,ail 

in sc&on 9.1. ITsing conservative e&mates of t,he beam biases, we find tha.t their combined effect 

on ALR is less t.han 0.1%. relative. The main systema.tic uncert,ainties in the ALR measurement are 

associated with the determination of beam pola,rization and backgrounds in the 2 event sample - 

in other words, determination of ‘P,, NL and NR. 

The left-right asymmetry is sensitive to the initial vertex coupling constants only, 

ALR = A, = 
2ce ce 

($2 ; ;;3. 

Since ALR is independent of the 2 decay fina,l statme, we can use all quark and lepton final st#ates 

of the 2, wit,h the exception of e e + - final stat.rs, (Bhabha events). The dependence of ALR on the 

vertex couplings is similar to that of the r-polarization. Assuming lepton universality, A, = ALR. 

The value expected for A, and ALR within the Standard Model is - 14%. This large value of the 

asymmetry arises because only a single power of the vector coupling, c, , appears in t,he numerator. 

Forward-backward a.symmetries suffer from having the vector coupling from bot#h the initial and 

final vertex in the numerator, with the result, that most forward-backward asymmetries are - 2%) 

for lepton final states. 

In the final section of this chapter, we investigate the dependence of ALR on sin2 0~ detail. We 

note here that the ALR and P, are quite sensitive to sin’ &, with 6‘4~~ = 6P, x 7.9 . sin’ 0~. 
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Figure l-2: Fcynman diagrams for first-order initial state radiation corrcxtion ternls for 
the interaction e+eC - Z. 

The forwar&backwartl asymmetries are significant,ly less sensit.ive, wit,11 6,~~“” Z=Z 1.5 sin’ 6’~ and 

f5Al~TBquark ~2 5.6 sin’ BIY. 

1.5 Radiative correct ion 

The cross se&on for the y - 2 interference term has already been present,ed in Eq. 1.25. The 

cont,ribiit,ion from interference terms vanishes at the Z pole, where fi = hlz. However, photons 

coupling to the init,ial electron current can move 4 off the Z-pole, where interference terms can 

contribube. Addit,ionally, higher order terms can affect, both the initial and fina. 2 vertex, as well as 

the propagator. In this section, we investigate higher order correction to 2 product,ion and decay. 

1.5.1 Initial state radiation 

In e+e- annihilation, there is a finite probability for the electron or posit.ron to emit a photon 

before interacting. This int,eraction is called initial state radiation and has the effect of lowering &, 

the center-of-mass energy. Fig. 1-2 shows the Feynman diagrams for processes responsible for the 

leading-order initial state radiation correction to the 2 cross section [9]. 

In order to calculate the effects of initial stat,e radiation on the observed cross section, Bonneau 

and Martin [lo] calculated the electron structure function De(x, s), which is the probability of an 

electron (or positron) of center-of-mass energy fi retaining a fraction z of its energy after emitting 

a photon. The corrected cross section is then 

s 

1 

s 

1 

ff em-r = a(a, s)h De(Z2, s&2, (1.33) 
0 0 
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Figure l-3: Cross-section for the process f+ f- - ff near the Z pole, for the Born 
first-order (l3onneau and Martiu), and second order (Fadin and Kuraev) corrections. 

(go). 

where x1(2) is the energy retaiiied by the electron (positron) afkr initial st,at,e ratliat,ion. 

The calcukion by Bomleau aud Martin was to leading order only, incorporating the diagrams in 

Fig. l-2. These terms led to a correction of N 29% in the pea.li cross section. Such a large correction 

indicates that second order terms need to be included in the correct,ion. The calcula.tion by Fadin 

and Kuraev [ll] incorporates second order correction and yields 

De(C) = $1 - +l [1+ ;p] - $3(1 +x) 

where ,L? = ; (log-$ - l)~s~hI~ = 0.108 

for the electron structure fun&on. The term before t#he square bra.ckets is from t,he first, order 

struct,ure function of Bonneau a,nd Martin. Fig. l-3 shows a plot of the cross se&on versus fi for 

the process e+e- --+ 2. The uncorrected cross section is compared to the first-order corrected cross 

section of Bonneau and Martin a,nd t.he first-and-second order correction of Fadin and Kuraev. 

Initial state radiation lowers the center of mass energy of the initial state e+e- . The integrations 

in Eq. 1.33 are taken over the entire range of emitted photon energy. The lower limit, 0, is obtained 

when the ele&ron or positron retains a.11 its initial energy, while the upper limit, 1, is obtained 

when the electron or positron loses all its initial energy to initial state radiation. These limits are 

not st,rictly correct if the Z selection process imposes total-energy and geometrical event-symmetry 

criteria for accepting Z events, as indeed the event selection for ALR does (see section 8.2). In such 

a case, the upper limit on the integrations in Eq. 1.33 must be changed to be commensurate with 

the selection criteria, since if either the electron or the positron (or both) radiate away a significant 
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Figure l-4: Feynman diagrams ill~~stratiu g virtual QED. electroweak corrections. Vertex 
corrections (top): Box-diag~alll corroctiom (middle): alld vacuulll-fluctuation loop (obliqut) 
correctiolis to the propagator (bottom). 

porhon of their initial energy, the event, may no longer pass total-energy or event-symmetry cutoffs 

necessary to be included in t,he Z sample. 

The effect,s of event-s&&on cut.s have been incorporated into the calculation of the initia.1 state 

ra.diat.ion correction, and shown to have a negligible effect on the calculat,ion [12]. The total effect 

of initial state radiation on ALR is small. There is a small (few hundred MeV) shift in the energy 

dependence of ALR, but due to the weak energy dependence of ALR near the Z pole, the correction 

to ALR is only M  2% of the mea.sured value. 

1.5.2 Virtual correction 

Virt,ual corrections consist. of vertex corrections, propagator corrections, and box-diagram correc- 

tions. Of the three, propagator correct,ions are the most interesting, since they introduce couplings 

to Standard Model elements such as the top quark [13] and Higgs particle through loop corrections 

to the tree-level propagator. Fig. 1-4 shows typical Feynman diagrams for the three types of virtual 

corrections. 

Vertex and box corrections 

Vertex corrections arise from the coupling of virtual y,Z,or W  boson to the fermion current at 

the Z - ff vertex. The effects of such corrections on ALR is small, z 2%, and reasonably well 
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understood. Similarly, the effects of box diagrams has also been calculated and found to contribute 

a negligible amount (< 0.5%) to ALR. 

Propogator corrections 

Vacuum polarization loop that leads to modificat,ion of the tree-level propagator can incorporate 

any a.llowed current. in t,he loop. These correcGons a.re also referred to as oblique correct,ions since 

t,hey effectively modify the coupling constant,s, as opposed to t,he direct corrections to t.he interaction 

from the vert,ex and box diagrams. 

Oblique corrc‘ctions due to Standard I\lodel effect.s have been calculated. The primary modifi- 

cation that, must. be made is t,hP well known “running” of the coupling const,ants wit,11 energy. The 

elect,roiiiaguc~t.ic coupling constant,, (Y, changcY from X l/137 at q’ = 0 to X l/128 at q? = hli. 

Adtlit,ional chnngc~s to t.hc coupling cousta1lt.s occur due to a fermion current, in a vacuum fluctuation 

loop. 

If we neglect the effect. of running coupling const.aut, the oblique corrections due to known a.nd 

expected eff’ect,s ~ such the ones due to the known quarks, and leptons and the MSM Higgs boson 

~ are small but significant, since the masses of the part#icles created in the vacuum fluct,uat,ion loops 

appear in t,he formulation of the correct,ion. Oblique correct,ions make ALR sensit,ive to the as-yet, 

poorly determined top quark mass and the unknown Higgs boson mass. 

Several schemes exist that parameterize oblique corrections to electroweak observables in a gen- 

eral way, making very few assumptions about the currents in the vacuum fluctuation loops. One 

such scheme, due to Peskin a.nd Takeuchi, pa.rameterizes oblique corrections assuming only that, t.he 

SCf(2) x Ci( 1) symmet#ry of the electroweak sector La.grangian, and the so-called ct&otlinE SU(2) 

symmetry of the Higgs symmetry-breaking sector hold. Given t.hese a.ssumptions, oblique correc- 

tions can be parameterized in three variables, called S, T, and Cl, whose are close to zero if only 

Standard Model expectations are included. Any deviation of these variables from zero may be an 

indication of phenomena beyond the Standard Model. Appendix A explores the significance of these 

va.riables in more det,ail. 

1.5.3 Corrected ALR 

The e1ectrowea.k correct,ions listed in the previous sections were calculated by the ZFITTER 1141 

program. The effect,s of initial stat,e radiation, as well as direct and oblique electroweak corrections 

discussed in the previous sections, were all incorporated into the program. As mentioned previously, 
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Figure l-5: Expected values of ALR versus the top quark and Higgs Boson nlass from the 
Standard Model. 

the calculation of the init.ial st,ate radiation correction incorporated the effect of event, acceptance 

criteria. 

Once all the corrections have been made, we can examine the size of the corre&ion. Fig. 1-5 

shows the dependence of ALR on the masses of the top quark and Higgs boson. When combined 

with other precise elect,roweak measurements with different dependencies on the top quark and Higgs 

boson masses, ALR can be used to determine these masses with some precision. 

1.5.4 Sensitivity to corrections and weak mixing angle 

The direct and oblique corrections discussed in the previous sections have a larger relative effect on 

some electroweak observables than on others. Since lepton forward-backward asymmetries measure 

a small asymmetry, direct and oblique effects beyond tree-level constitute a larger relative correction 

to these asymmetries than to the ALR or r-polarization. 
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The sensitivity of the various asymmetry measurements to the weak mixing angle is found by 

differentiating the equations relating the observables to c, and c~, after proper subst,itution for c, in 

terms of sin” 19w has been made. We note that the relation between the coupling constants and the 

weak mixing angle given in Eq. 1.21 is correct for tree-level expressions only. As noted before, the 

effects of corrections can be thought of as changes to the coupling constams. Anot,her definition of 

the weak mixing angle uses the masses of t,he weak bosons. Yet anot,her definit.ion uses the precisely 

determined paramet,ers a, G’F, and 1112, where a has been allowed to run up to y2 = AI;. We 

present. the various definitions in some det,ail. 

The weak mixing angle at tree level 

The t,ree-level expression for sin’ Bw, in terms of the gauge couplings 9 and g’ are given by 

I ‘1 
siI,2 ebo~f - Y  

,2; = (/” +f! (1.35) 

No experiment measures this bare value of the mixing angle, just as no experiment, measures the 

bare value of the QED elect,ric charge, e. 

.$ of Kennedy and Lynn 

The vertex corrections to the tree level process can be divided int,o two sets. The first set are called 

~uG~ersnl corrections, and consist of corrections independent of fermion flavor. The second set, noll- 

urr.i~ersnl correct.ions, depend on the fermion flavor. Kennedy and Lynn [15] have shown that t,he 

effect#s of oblique corrections a.nd a particularly defined set of universal corrections can be absorbed 

imo the definit,ion of the propagator and vertex couplings. The form of the int,era&ons remain t’he 

same. The neut.ral current, Lagrangian can be rewritten in terms of these modified e1ement.s. We 

can then extract the left-right asymmetry, correct for all orders of va.cuum polarization and most. 

universal vert,ex corrections 
2 [l - 4s&3)] 

Am(Q2) = 1+ [l - 4$($)] (1.36) 

This quandity is close to that measured by experiment; the discrepancies arising from the non- 

urliversal vertex corrections and box diagrams are small. 
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.9: of Sirlin 

One definition, due to Sirlin [16] defines the weak mixing angle as 

(1.37) 

This quantity is limited in precision by the measurement of hlw Currently, hflv = 80.22*0.26 GeV. 

This yields a value of 

sf = 0.2261 f 0 0050 . ’ i 

which is surpassed by t,he prcG+ion of t.he elect roweak asymmt~try measurement,s. The Sirlin dcfini- 

t,ion is also rc,ff>rretl to as thr OII-s//f/l schcr~r. 

3: of Lynn. Peskiu. and Stuart 

A definition of the wea,k mixing angle in terms of well defined constant,s is suggrst,ed by Lynn, Peskin 

and Stua.rt [li] as 

s;u- 4) = fly;,:, (1.38) 

where the elect.romagnetic coupling const,ant8 has been allowed to run from cy M l/137 to a value 

calculated [18] t.o be (Y* = cu(hli) = l/( 128.80 f 0.12). Eq. 1.38 now yields 

s2 = 0 23135 f 0.00031, 0 . 

where t,he domina.nt error is in the running of the coupling constant (Y. The value of si serves a.s a 

Sta.ndard Model reference value for the mixing angle. 

The effective weak mixing angle, sin’ Obff 

We choose a definition of the weak mixing angle strictly defined at the 2 pole, 

ALR(CJ’ = ililg) E 
2 [l - 4sin” 0$] 

l+ [l-4sin28$] 

= AO 

e’ 
(1.39) 

where sin2 Q$ is the e#ec&re weak mixing angle. AZ is the effective eZ coupling asymmetry, which 

yields effective vector and axial vector coupling constants 
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using the same relations as Eq. 1.28. 

The effective weak mixing angle incorporates direct and oblique corrections, including bot#h 

universal and non-universal vertex corrections and box diagrams. The corrections due to initial 

&ate radiation are modified due to event selection criteria, as previously described. The ZFITTER 

program incorporated a.11 t.he necessary corrections to first order, and yielded values for sin” 6$, 

or, equivalently, AZ, using the accepted Standard Model values for correction parameters. Two of 

t,hese paramet,ers. t.he top quark ma.ss ( ,I,,) and the Higgs boson mass (?n~), are not well known. In 

practice, ZFITTER is run for a range of nit a.nd ?nH values. 
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Chapter 2 

Polarized Electron Production and 

Transport 

The SLAC Linear Collider (SLC) was a significant achievement in t+r- a,ccelerat,ors. The SLC wa.s 

complet,ed in 1987 and bega.n colliding elect,rons and positrons in 1989 t.o produce 2 bosons for the 

Mark II det,ect,or, which wa.s replaced by the SLD in 1991. 1Jnlike e E + - storage rings which store 

and collide count,er-rotating beams of electrons and positrons, the SLC created, accelerated, collided, 

and discarded elect8rons and positrons at, a rate of 120 Hz. This single-pass design had a drawback 

in that the SLC luminosity was not competitive with storage ring luminosities. However, starting 

in 1992, the SLC created, transported and collided longitudinally polarized electrons, thus allowing 

precision measurements such as ALR. 

This chapter describes the creat,ion and transport of the electron and posit,ron beams. The 

Polarized Elect,ron Source and the SLC are discussed in some detail, and specia.1 consideration is 

paid to subtleties involved in polarized electron transport. The description is valid for the 1993 run 

of the SLC. 

The decays of 2 bosons creat.ed by the SLC were detected by the SLD. The electron beam 

polarization was det.ermined precisely by a Compton scattering polarimeter, downstream of the 

SLD. The SLD and the Compton Polarimeter are discussed in greater detail in the next chapter. 
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2.1 The Polarized Electron Source 

The Pola,rized Electron Source (PES) consisted of a photoemissive cathode, pumped by light from 

lasers of energy close to the semiconductor band-gap energy. We first discuss the physics of a 

photoemissive cat,hode capable of producing spin-polarized electrons. 

2.1.1 The photocathode 

Thr cat.hode used in the 1993 run was a st,rained-lat,tice GaAs phot.ocathode. Unt.il rt=cently. most, 

photo-emissive cat,hodrs wrre lilnited t.o 50% &ctron polarization. The st,rained lnt t.ice phot,ocat,h- 

ode, which dclivc>retl elect~rons of polarization greater t,han 60% t.o the, SLC’ IP. 

The energy lcvrl diagram for a convent.ional (;aAs photocathode and a st.rainrd lat.t.icr Galls 

photocathodr art’ shown in Fig. 2-l. In o&r to ext,ract elcct,rons from either type of cat,hode, laser 

light was passc~l t,hrougli a righ.- (l(,ft-) 1 landed helicity filler, and supplied incident photons of spin 

+l (-1) which excited elect.ron transit,ions indicat.ed by the solid (dashed) arrows, from the t#op of 

t,he valence band t,o t,he bottom of the conduction band. Two degenerate transit,ions compet,e in a 

convent,ional photocathode. The Clebsch-Gordan coefficient for the unwanted transition is in a 1:3 

rat.io with that of t,hr desired one, limit,ing a conventional cat.hode to 50%) maximum polarization. 

Such a cathode was used in the 1992 run of the SLC/SLD and produced M 22% electron polarizat.ion 

at the SLC IP. 

In strained-lat,tice cathodes, a mechanical strain is created in the photocathodt~ cryst.al lattice, 

breaking the degeneracy of pumped st,at.rs. The second figure in Fig. 2-l shows such a strained-lattice 

photocathode. The degenera.cy in the P; states is broken. A laser tuned to the right wavclengt,h 

can pump the transit,ion from the Ps, n~j = *+ state exclusively, populat.ing only the S+ , mj = k+ 

st,ate, theoretica.lly leading to electron pola.riza.tions of close to 100%. 

The mechanical strain that, breaks the degeneracy in the P; rnj stat.es is created by depositing 

an epitaxial layer of GaAs over a substrate layer of GaAsP. The GaAsP substrate has a smaller 

latt,ice spacing, and the GaAs grown over it conforms to this smaller spacing, creating a strain which 

breaks the degeneracy. The energy difference in the rnj states is very small, AEstrain. = 0.05 eV. 

This small energy difference, coupled with the difficulties of depositing GaAs epitaxial layers evenly 

over the substrate, limits the extracted elect,ron polarizations to be far less than 100%. In 1993, the 

electsron beam polarization was 63.0 % at the SLC IP. Since then, polarizations of above 80% have 

been achieved. 

Fig. 2-2 shows the polarization of the extracted electrons vs. wavelength of the laser illuminating 
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Figure 2-l: Energy levels for a GaAs photocathode (top), and a strained-lattice GaAs 
photocathode (bottom). 

the photocat,hode. For the strained lattice GaAs cathodes, as the laser wavelength is increased, the 

‘I, nlj = $ ,-,,+ St mj = i transition is excit,ed exclusively, leading to M 80% polarization. 

The electrons had to be extracted from the conduction band. Photoemission probability is 

quant,ified by the quantum efficiency (QE) f o a material. QE is the probabilit,y that one photon 

incident on the photocathode surface will result, in the emission of one elect#ron. Since the energy 

gap between the conduction band of GaAs and the free-electron states is on the order of 2.5 eV, Gabs 

photocathodes have rather small QE. However, studies [19] have found that a.pplicat.ion of cesium 

to a photocathode serves to reduce the work function to zero and below. In such a photocathode, 

electrons excited into the conduction band can be easily extracted [20]. 
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Figure2-2: Electron polarizations versus laser wavelength (nm) for different photocathodes. 

2.2 The SLC Polarized Electron Gun 

The cat.hodes described in the previous section are held in an assembly referred to as the polarized 

eleckon gun. A schematic diagram of the polarized gun used in for 1993 SLC operation is shown 

in Fig. 2-3. The ent,ire gun was under vacuum, since it, was coupled directly to the first accelerating 

se&ion of t.he linear accelerator. The cathode was installed in a special assembly which allowed 

illulnination of the cat,hode by the source laser, a.s well as application of the high voltage necessary 

to extract the elect,rons. 

A voltage of -120 kV wa.s applied to the cathode. The space-charge limit on the current drawn 

from a cathode with a given voltage depends on both the voltage applied and the geometry of the gun 

in which the cathode is installed. The space-charge limit for the gun was 8.9 amperes, or 1.1 x lOI 

electrons in a 2 ns bunch. However, the factor limiting the charge extracted from the gun was not 

the space-charge limit, but another effect, labelled the charge-limit eflect. The exact cause of this 

effect was unknown. The symptoms were as follows: The charge extracted from the gun increased 

a.s expected with laser power, but, levelled off at M 7 x lOlo electrons. This limit was significantly 

lower than the space-charge limit for the gun, and was possibly due to effects at the cathode surface. 
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Figure 2-3: The Polarized Electrou Source (PES), used in the 1993 SLC run. 

2.2.1 The Source Laser 

The cat,hodc was illuminated by two Ti:Sapphire lasers. The Ti:Sapphire cavitit>s output beams 

of 864l nm and 707 nm for the main electron pulse and the “scavenger” pulse, respectively. The 

scavenger pulse was transported to the positron source. A given scavenger pulse was used to creat,e 

posit,rons to collide wit,11 t.he electrons from the next set of pulses. 

Both Ti:Sapphire lasing cavities were pumped by two Nd:YAG lasers operating at, 60 Hz. int,er- 

leaved, to output electrons at the 120 Hz. required of the SLC. The light went through a Pockels cell 
- an electro-optic crystal described in more detail in chapter 5 - which transformed the linearly 

polarized light into right, or left-circularly polarized light depending on the sign of a high-voltage 

driving pulse. The light helicity was chosen by a shift-register random-number generation algo- 

rithm [al], giving each light pulse a randomly chosen handedness. The light, incident, upon the 

cathode, liberated electrons of the same helicity. Thus the helicity of each electron pulse was chosen 

1 At the start of the 1993 run, the laser ran at a wavelength of 790 nm for the main pulse. The wavelength was 
later optimized to 864 nm 
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pseudo-randomly, so that the helicity of the beam could not become accidentally synchronized with 

any possible periodicity in the SLC machine. 

The “scavenger” pulse used to create positrons was created by a laser pulse of wavelength 707 

nm. Since the Pockels Cell and related optics were chosen for light of 864 nm, the polarization was 

low for the photons used to create the scavenger pulse, leading t,o low scavenger elect,ron polarization. 

Even if the scavenger pulse contained electrons of finite polarization, and even if this pola.rization 

were somehow transferred to t,he creat,ed positrons, and even if, through a series of coincidences, 

this polarizat,ion survived through the positron transport system and the positrons arrived at, the 

SLC IP with finit,e polarizat,ion, their polarizat,ion sea.te would be completely uncorrelat,ed with the 

polarizat,ion st.ate of the electrons since the posit,rons were created by a scavenger bunch formed with 

the previous electron bunch. In other wortls. the electrons from ith pulse collided with positrons 

created wit.11 the (i - l)lh pulse. Random helicity select.ion ensured that the it” and (i - l)‘h 

polarization state were not correlat,ed. 

2.2.2 Polarization state information 

The sign of the high volt,age on the Source Pockels cell determined the helicity stat,e of the source 

laser, and thereby the helicity state of the electrons. This information wa.s transmitted to the vari- 

ous detectors (SLD, Compton) via three redundant, systems: the KVM (Klystron Veto Module), the 

MACH line (Machine Highway, direct signal wires from the source to the SLD), and the PMON (Po- 

larization Monitor) system. The helicity transmission system was tested thoroughly: by comparing 

the redundant informat#ion on the three lines; by checking the helicity pattern against the predicted 

pattern from a simulation of the (determini&c) pseudo-random number generator [22]; and by ded- 

icat#ed machine tests where one helicity of light was extinguished (and did not, produce elect,rons), 

so that elect,rons of only t,he other helicity were accelerated in the SLC. The SLD was triggered 

on these electrons, and absence of “wrong” helicity triggers used to put a limit on possible helicity 

transmission errors. All tests of the helicity-transmission system confirmed perfect transmission. 

2.2.3 Cesiation 

The quant,um efficiency (QE) of the cathode in the gun dropped over time. The QE was improved 

by cesialion, a process in which cesium was deposited on the cathode to lower it,s work function. 

During the 1993 run, the cathode was cesiated approximately once every two weeks, whenever the QE 

dropped low enough to hamper proper SLC operations. A small inverse correlation of polarization 

with QE was observed [23]. This correlation manifested itself as an increase in polarization as a 
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Figure 2-4: The polarized Stanford Linear Collider. 

function of the time from the la.st cesiation. As the time from the last cesiation grew, the QE 

dropped, a.nd the beam pola.rization increased. The detailed mechanism for this dependence of 

polarization on QE is still unknown. 

2.3 The SLAC Linear Collider 

Fig. 2-4 shows a schematic diagram of the SLC. The polarized source is indicated at the bottom, 

and the Damping Rings, located at the beginning of the accelerating sections of t,he Linac, are 

indicated separately as the electron Damping Ring (North) and positron Damping Ring (South). 

The Damping Rings were used to cool the electron and positron beams. In this context, cooling 

refers to reduction of the beam energy spread through synchrotron radiation damping. The positron 

source is also indicated, approximately three-fourths of the way along the Linac. Scavenger electrons 

incident upon a target created gammas, which in turn produced e+e- pairs. The positrons were 

collected and returned to the beginning of the Linac and cooled in the South Damping Ring. 
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2.3.1 The North Damping Ring 

The North Damping Ring (NDR), used to cool electrons, contained a few elements not present in the 

South Damping Ring (SDR), which preserved the polarized nature of the electron spin. The electron 

beam could not pa.ss through the NDR longitudinally polarized, as the energy dependent horizontal 

spin precession about the vertical axis due to the bending fields would have effect,ively randomized 

t.he spins. Therefore, a solenoid in the Linac-to-Ring (LTR) t ransfer line rotated the spins into a 

vertical orientat,ion. The bea.m was then cooled in the ring in the normal manner, without losing 

polarization. 

The detailed dynamics of spin rot,ation at the injection from t,he Linac to the Damping Ring 

(LTH) are illus&ted in Fig. 2-5. The LTR c0nsist.s of bends, which precess t,he spin. This precession 

is described fully by t,he BlZlT equat,ion [‘L4]. For planar mot,ion through tra.nsversr bending fkltls, 

t,his yields 
(IO spin u-2 
-‘v-p 
(~flbcnrl 

(2.1) 

where Bsyit, is t.he angle of precession of the component of spin perpendicular to the guide field during 

an orbita. turn of net angle &,,d. The anomalous part, of the magnetic moment. of the electron, 

(y - 2)/2 = 1.163 x 10P3, prevent.s the spin vector from following t,lie momentum vector exactly. 

The bend angle of the LTR was chosen such t,hat the spin vector was perpendicular to the 

momentum vector in the horizontal plane. The spin vector was t,hen rotated to vertical using a 

spin-roMor solenoid. A solenoidal field precesses a transverse spin component by 

where L is the 1engt.h of the solenoid and B is the field strengt,h a.nd s is the spin unit,-vector. The 

electron direction of mot,ion is the i a.xis, and the vertical is the i axis. The electrons left. the 

cat,hode with longitudinal polarization, the spin vectors pointed in the i direction (arrow labelled 1 

in Fig. 2-5). The LTR bend magnets precessed the spin to the i axis (arrow labelled 2 in the figure). 

The LTR solenoid then precessed the spin into the + axis (arrow labelled 3). The electrons were then 

injected into the Da.mping Ring and cooled (arrow labelled 4). The design of the Damping Rings 

and the various bends called for electrons of energy 1.21 GeV, while the electrons had an energy of 

1.19 GeV at the Damping Ring during the 1993 run. This led to an 0.8% loss of polarization at the 

Damping Ring. 

Upon extraction from the Ring, the electrons traversed the Ring-to-Linac transfer line. The 

bends here were not as important since the spin orientation was vertical. However, the RTL transfer 
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F igure 2-5: The North Damping Ring. The orientation of the electron spin vector is 
indicated throughout. 

line contained a second solenoid (the RTL solenoid) that could also orient the spin vector (arrows 

labelled 5 show the spin orientations with this solenoid fully energized and off). A third solenoid in 

the Linac (Linac solenoid), located just after the injection point from the Damping Ring could also 

be used to orient spins (arrows labelled 6 and 7 show the different spin orient#ations possible with 

t,he combination of RTL and Linac solenoids fully energized and off). The RTL a.nd Linac solenoids 

were used t,o achieve longitudinal polarization at. the SLD IP d uring the 1992 run. Iii 1993, they 

were only used for special tests, for normal running both the RTL and Linac solenoids remained 

turned off. 

2.3.2 F lat Beams 

After exiting the Damping Rings the beams had a flat profile (E,/E~ M 9). They were injected into 

the Linac and accelerated to 46 GeV. The spin vector was still oriented in the vertical direction. The 

RTL and Linac solenoids were turned off, since their use would have rotated the flat beam profile. 

The flat beam profiles allowed small spot sizes at the SLC IP, of ux = 0.8,um and uY = 2.6p?n, 

leading to a significant increase in luminosity over the 1992 SLC run, which used round bea.m profiles. 
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However, without the RTL and Linac solenoids to rotate the spin vector into an arbitrary direction 

and compensate for the arbitrary rotation of the North Arc, SLC was forced to make use of the spin 

rotation properties of the North Arc to orient the spin vect,or properly at t.he IP. 

2.3.3 Spin Bumps 

The use of flat beams in 1993 precluded t,he use of the RTL and Linac solenoids to orient, the spin 

vector at the IP. IIowever, int,roduction of large amplitude betatron oscillations in the Nort,h Arc 

(so called spil> bun~ps) was found to be an effective way of orientming t,he spin vect.or a.t t#he IP. 

During t.he 1992 rml, the magnit,ude of t,he polarizat.ion was found to be very sensitive to the 

vertical orbit in the arc. The reason for this sensit,ivity WR.S an accitltqit.al mat~cll of the bet.at,ron and 

spin tunes of the Nort,h Arc. 

The SLC Nort,h Arc was comprised of 23 achromat,s, each of which consisted of 20 combined 

funct.ion magnet,s. The spin precession in each achromat was 1085”, while the betatron phase 

advance wa.s 1080’. The North Arc was therefore operating near a spin-tune resonance. The result 

of this resonance wa.s that vertical betatron oscillations in an achromat, (which move the bea.m along 

t.he vertical axis) caused the bea.m spin vector to rotate away from the vertical. This rotation was 

a cumulative effect in successive achromat,s, due to the spin-resonance. Fig. 2-6 shows the close 

mat,ching between the vertical oscillation in the North Arc and the longitudinal component of the 

spin vector. Properly placed vertical oscillations of the right amplitude could thus be used to orient 

the spin vector. 

A pair of large amplitude vertical betatron oscillations were introduced in the North Arc (spin 

bumps). The amplitudes of these oscillation were adjusted empirically, to maximize longitudinal 

polarization at the IP [25]. 

The concern that the spin bumps did not orient the spin in the longitudinal direction perfectly 

was satisfied by special narrow energy spread round-profile beam tests. These tests, called three- 

slate measclrements, used the RTL and Linac spin-rotator solenoids to orient to spin vertically at the 

SLC IP. The RTL and Linac spin-rotators, locat#ed at the beginning and end points of the Damping 

Ring extraction line, which can orient the spin vector arbitrarily, compensate for any arbitrary 

spin transport element downst,ream. Therefore, the three-state measurements ~ so called because 

three separate measurements were made with the spin vector la.unched into the Linac with three 

orthogonal spin-orientations - determined the maximum polarization achievable. The three state 

measurement,s and the spin bump tests showed no discrepancy in maximum polarization measured 

with the Compton Polarimeter. 
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Figure 2-6: The vertical position of the beam in the North Arc (mm) and the vertical (Sy) 

and lougitudinal (5’~) spin component of the electrons. 

2.3.4 Dependence of polarization of bear-n energy 

The large spin t,une of the North Arc meant that the beam polarization depended very heavily on the 

beam energy. A perfectly polarized beam with a spread in energy would therefore lose polarization 

since the spin vector of the electrons in the core of the energy distribution would not precess the same 

number of times as the spin vectors of the electrons in the tail of the energy dist,ribution. This effect 

ha.s been termed spin diiTusion, and is not equivalent to depolarixtion, which implies randomization 

of the spin vectors. Spin diffusion is due to the different rotations suffered by elect,rons of different 

energy. If, somehow, the bea.m were made to go back through the same fields, the electron spin and 

momentum vectors would perform inverse rotations and full polarization would be restored. 

The North Arc achieved this restoration of polarization, albeit partia.lly. The first section of 

the North Arc consistBed of dipole fields that rotated the momentum vector approximately 90’ (the 

reverse-bend). The second section of the North Arc bent the momentum vector by M  -90°, thus 

recovering much of the polarization. A small amount of polarization loss occurred in the third 

section of the North Arc. Detailed prediction of the spin precession in the North Arc was not 

possible. Fortunately, the dependence of the polarization on energy was measured, using a test beam 

with narrow energy spread (AE/E < O.l%), and low currenbs (Z 1 x 101’e-/pulse) - essentially 

a. &function in energy. A dedicated test of the North Arc spin transport was performed with this 

narrow-energy spread test beam [26]. The beam polarization was measured using the Compton 
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Figure 2-7: The results of the narrow energy spread beam tests. The cosine fit (line) yields 
17.0 effective spin rotations in the North Arc. 

Polximeter. The data is shown in Fig. 2-7, along with a fit to the equation 

pi = pfnac . cos(2sN.3, 

where PFILac is the beam polarization at the Linac, presumably t,he ma.ximum achievable. Pi is 

the polarization measured with t’he test beam a,t a,n energy Ei. iv is the e.fleclivr number of spin 

rotations, for elect,rons at the nominal energy. The peak of the curve is shifted x 90 MeV from 

nominal (hE/E = 0.2%). 

The narrow test beam experiments gave N = 17.9. This number is slightly smaller than 26, the 

number expected from a simple, planar model of the North Arc. More sophisticated models, incor- 

porating the non-planar geometry of the North Arc, indicate that the spin vector had a significant 

vertical component that did not precess, until the spin bumps in the final section rotated it into the 

longitudinal direction. Therefore, the polarization loss in the Nort,h Arc was less than anticipated. 

The loss for a beam of energy spread 4E/E = 0.15%, considered to be a conservative minimum for 

the nominal beam spread in 1993, was AP/P M 1.4%. The dependence of bea.m polarization upon 

energy, coupled with the strong focusing used at the SLC Final Focus in 1993 and a low-energy 
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tail in the beam, manifested itself as a chromatic correction that had to be applied to the bea.m 

polarization measurement. This correction is discussed in detail in chapter 7. 
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Chapter 3 

Experimental Apparatus 

This chapter int,rotluccs the SLC Large Detector (SLD) and the Compt,on Polarimet,er, the two 

main pieces of equipmeut, used in the ALR analysis. The previous chapter described the creation 

and transport, of positrons and polarized elect.rons. This cha.pter will concentrate on the equipment 

used to analyze the e+e- collisions, and measure the polxization of the e- . 

3.1 The SLD Detector 

The SLD detector, was situated at the e+e- collision point of the SLC. The SLD, proposed in 

1084 [27] was designetl to be the main detectsor for 2 physics at, the t,he SLC IP. The SLD was a 

typical collider det,ector with nearly complete solid angle coverage. The geometry of the SLD is 

evident in the cutaway perspective drawing shown in Fig. 3-1. SLD was approximately a cylinder 

of length 10 meters, and radius 4.5 meters. The e+e- beams entered along t,he central axis of the 

cylinder, and the various detector subsystems were arrayed radially along this cylinder, known as 

the barrel. The cylinder was closed off at the faces by endcaps, which also contained part of the 

support structure for the beampipe. 

The various subsyst,ems of the SLD detector are shown in the quadrant-display of Fig. 3-2. The 

division between barrel and endcap systems is evident. The data from the SLD subsystems was 

read out almost entirely through the FASTBUS data acquisition protocol. Certain slowly monitored 

quantities were read out using the CAMAC protocol. 
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Figure 3- 1: A perspective, cutaway diagram of the SLD detector at the SLC. 

3.1.1 Vertex Detector 

Closest to the SLC IP was a vertex detector [28], designed to distinguish vertices from secondary 

decays of heavy quarks and r leptons. The vertex detector was a multi-pixel device, composed of 

480 silicon charged-coupled devices (CCDs) with a total of 120 million pixels. Each 22pm. x 22pm 

pixel provided an independent measurement of track position close to the IP. The CCDs were laid 

out. in rows of eight along 60 “ladders”, which were arranged in four concentric cylinders along the 

beampipe, at radii of 29.5 mm to 41.5 mm. 

3.1.2 Luminosity Monitor 

The SLD Luminosity monitors were also situated close to the beampipe, about 1 m along the beam 

axis from the SLC IP. The measurement of luminosity was made by measuring t,he small angle 

Bhabha event rate in a calorimeter called the luminosity monitor/small angle tagger (LMSAT) [29]. 

The LMSAT was a segmented silicon calorimeter with a tungsten radiator, and covered the region 

from 23 mr to 68 mr in polar angle. The LMSAT consisted of two complementary sections opposite 

the SLC IP. Each section had 23 tungsten plates each 3.5 mm thick, spaced 4.5 mm apart for a 
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tohl of 21 radiat,ion lengths (which will contain > 99.5% of a 45 GeV electromagnetic shower). The 

act.ive element wa.s provided by interleaved silicon detectors segmented transversally into - lcm” 

cells. Projective towers were formed by connecting the appropriate cells in two separate radial 

sections consisting of the first six and remaining 17 layers respectBively. 

3.1.3 The Drift chambers 

The vertex detector was surrounded by a drift chamber [30]. The central drift chamber (CDC) was 

2 m  long and had an inner radius of 20 cm and an outer radius of 1 m. It was composed of - 50 

mm-wide cells forming ten concentric superlayers. Each cell consisted of field-shaping wires, guard 

wires and eight anode sense wires. The detector was filled with CO? - Ar gas with H20 to reduce 

carbon deposition on the sense wires and isobutane to increase gain. The high-voltage on the field 

wires was chosen a.ppropriately to operate the detector in the proportional streamer mode. Electron 

drift distances in the chamber were known to - lOOpm, defining the transverse position resolution. 

The sense wires were read out on both ends, and charge division yielded the longitudinal hit position, 

to - 15 mm. 
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Figure 3-3: Schematic diagram of a LAC module. The inner EM sections and the outer 
HAD sections are shown. 

Tracks wit,11 polar angle less than 30” were not well measured in the CDC, as these tracks passed 

through only a small number of layers. The endcap drift chambers (EDCs) covered the region 

between 12’ and 40’ in polar angle. The two pairs of EDCs were momued at 1.12 m  and 2.06 m  

along the beam axis from the IP. Each EDC was composed of three superlayers rotated 120’ wit.11 

respect to each other. The inner and outer chamber superlayers respectively comprised of 22 and 34 

cells each, with six sense wires in each cell. 

3.1.4 The Liquid Argon Calorimeter 

Calorimetry at SLD wa.s performed mainly by the Liquid Argon Calorimeter (LAC). The LAC was 

composed of lead plates which induced showers for incident electromagnetic and hadronic part,icles, 

sepa.rated by liquid argon. The LAC absorbed all the electromagnetic energy incident upon it from 

Z decays at the IP, and most of the hadronic energy. 
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A schematic drawing of a LAC module is shown in Fig. 3-3. The LAC was a sampling calorimeter 

consisting of a barrel section and two endcap sections. The barrel LAC was six meters in length 

with a.n inner radius of 1.8 m and an outer radius of 2.9 rn. It provided calorimetric covera.ge for 

polar angles 0 < 33’. The endcap sections fit inside the barrel LAC, and provided polar angle 

coverage in the region 8’ < 0 < 35’. The barrel and endcap LAC together provided covered 98% of 

the polar angle. Since the barrel LAC was situated within the SLD solenoid, there was no loss of 

resolutSion due to incident particles traversing the coil. A common volume of 35,000 litres of liquid 

argon bathed the LAC:, and cooling loops carrying 10,000 liters of liquid nitrogen per day stabilized 

the liquid argon temperature. 

The LAC was composed of 320 modules (288 in t,he barrel and 16 each in the endcaps), each 

of which was made up of stacked parallel-plat,e liquid argon ionizat,ion chambers. The chambers 

consist,ed of stacked lead tiles alt.erna,ting with lead plat#es, separat,ed by spacers, wit,11 liquid argon 

flowing in bet,ween. The lead plates were grounded and each st,ack of t,iles within a module was 

ganged togct#her elect,rically across the plates and held at high voltage to form the charge collect,ing 

anode. Thus the absorber also served as the electrode, allowing compact calorimeter design. 

The LAC was segmented radially, and each segment contained separate types of modules: Elec- 

tromagnetic (EM) modules were mounted on the inside radial section, and hadronic (HAD) modules 

were mount,ed on the outside. In the EM calorimeter, the lead plates and tiles were 2 mm thick wit.h 

a 2.75 mm spacing in between for t,he liquid argon, providing 0.79 ,Yo/cm with a dE/dX sampling 

fraction of 18%) to normally incident particles. The EM calorimeter was further divided into two 

radial sections, EMl, of six radiation lengths, and EM2, of fifteen radiation lengths. The total EM 

thickness contained 50 Gev electrons wit.h only l-2% energy leakage. The EM energy resolut,ion was 

- IS%/&?. The HAD calorimeter was made up of 6 mm thick lead plates, separat.ed by 2.75 cm 

of liquid argon, which yielded a density of O.O44X/cm. The HAD calorimeter was also segmented 

further into two radial sections, the HAD1 and HAD2, each of which wa.s 1 absorption length thick. 

The total EM+HAD thickness was 2.8 absorption lengths, which contained 80-90% of the total 

energy of a hadron shower. The HAD energy resolution was - 65%/a [31]. 

The spatial resolution of the LAC was determined by the tile size. The inside of the barrel was 

divided azimuthally into 192 sections, each subtending 33 mr of azimuth, and was divided in polar 

angle into 68 sections of size from 21 mr to 36 mr. The tile size increased toward the endcaps in 

order to provide a constant projective area for electromagnetic showers. HAD segmentation was 

twice as large as the EM in both transverse dimensions. A single projective unit of EM or HAD tiles 

was called a lower. Each endcap was segmented azimuthally into 192 EM sections at large radii, 96 

sections at intermediate radii, and 48 sections at the center, maintaining an approximately constant 

projective area for electromagnetic showers. The endcaps were segmented into 17 EM sections in 
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polar angle. The HAD segmentation was twice as large as the EM in the endcaps as well. 

The LAC towers were connected to front end electronics, resident on the detector face, called 

tophats. Each tophat contained amplifiers and analog to digital converters (ADCs) that amplified 

ionization signal from the liquid argon and digitized it. The signal was then converted into a light 

signal and sent, to a FASTBUS crate via an optical fiber. 

The signal from the LAC was recorded as count.s from the respect.ive ADCs connected to the 

towers. An energy calibrat,ion converted this raw signal into an energy that could be assigned 

to an incident particle or set of particles. Calibration of sampling calorimeters is an art, since 

many factors, including details of the geometry and const,ruction, play large roles. The SLD LAC 

calorimeter response has been well sbudied by Gonz6lez 1311, a.nd we refer to this calihrat,ion in the 

se&on on event, selection. 

3.1.5 The beam energy measurement 

The beam energies in t,he SLC were measured by a wire imaging synchrotron radiation detector 

(WISRD) [32] ( p resent in each of the two SLC arcs, near the beam dumps for the elect,ron and 

positron beams. A schematic drawing of the WISRD energy spect8romet,er is shown in Fig. 3-4. The 

beam three dipole magnets in a split-beam configurat,ion. The first magnet induced a horizontal 

bend, which created a horizontal swath of synchrotron radiation that provided a reference pedestal for 

the bending downstream. The second magnet was a precisely calibrated analyzing dipole, and bent 

the beam vertically. A third horizontal bend magnet provided further calibration. The synchrotron 

photons were detected on multiwire screens. The mean cent#er-of-mass energy for the 1993 run was 

91.26 Gev. 

3.2 The Compton Polarimeter 

The Compton Polarimeter provided a precise measurement of the beam polarization by measuring 

the asymmetry in polarized Compton scattering [33]. It was situated in the Final Focus area of the 

South Arc of the SLC, approximately 30 meters from the SLC IP. It had two major components, a 

system to generate, tra.nsport and collide photons with the beam electrons, and a system to detect 

and analyze the Compton scattered electron flux from the electron-photon interaction. 

Circulaxly polarized light from a laser of wavelength 532 nm was brought into collision with the 

electrons that had left the SLC IP at a point called the Compton IP. The distance between the SLC IP 
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Figure 3-4: The Wire Imaging Syncbrotron Radiation Detector (WISRD). used to tleter- 
mine the benm enorgies at the SLC. 

and the Com1~t.011 IP cont,ained only quadrapole focussing magnet,s and no dipole bend magnet’s that 

would have precessed the spin. The electrons Compton scat,tered off the photons, after which they 

remained essemially collinear with the unscattered elect.ron bea.m (within a 10 pr cone), since the 

ele&rons had au energy of e 4G GeV and the phot.ons had 2.33 eV. However, the scat,tered elect,rons 

had a. spread in energy, depending on the center-of-momentum scattering angle of the electron- 

photon system. The lowest energy electrons had E M  17 GeV, which corresponded to complete 

backscattering in the cexner-of-momentum frame. The Compton scattered electron were separated 

from the main (unscattered) beam after they passed through the analyzing bend field provided by 

two SLC South Arc dipole magnets, SBl and Bl whose effective bend center was approximat)ely 3.6 

m  upstream of the polarimeter detectors. There were two transversa,lly segmented detectors that 

imerceptetl the fan of Compton scattered electrons as they were bent. out by the analyzing field. The 

first was a nine-channel Cerenkov threshold counter (the Cerenkov detect,or). The second wa,s 16 

channel multiwire proportional tube detector (the PTD). The C -‘erenkov detector was the primary 

detector used for polarimetry. 

The other major component of the Polarimeter was the laser, situated in a tra.iler (the “laser 

shack”) on a hill above the SLC South Arc, and the laser helicit,y-control and transport system. 

The helicity control and transport of the light from the laser was achieved by a syst.em consisting 

of various pieces of optics in the vicinity of the laser to control the polarization state of the light, 

a system of several mirrors, windows, and a lens to bring this light inbo the SLC beampipe and 

focus it for collision, and an Analysis Box, which served as a laser beam dump and light-polarization 

analyzer. Fig. 3-5 shows a schematic of the Compton Polarimeter system, in relation to the SLD 
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Figure 3-5: Schematic of the Compton Polarimeter in the South Final Focus region of the 
SLC, showing the electron beam intercepted by the Compton laser after it leaves the SLD 
detector. 

detector. 

3.2.1 The Compton Cerenkov detector 

A nine-channel &renkov threshold device served as the main detector for the Compton scattered 

electrons. The requirement,s made of the Compton Polarimeter electron detectors were good posit,ion 

and linearity calibrat#ion, and suppression of background. The posit,ions of the relevant c!ernekov 

detector channels were determined to a precision of - f250/~1n, (section 6.2). The backgrounds at 

the Compton detectors were caused mainly by radiation from beam-beam interaction at the SLC 

IP (beamsslrahlung radiation), which had energies of - 1 GeV, but degraded to a few MeV after 

scat.tering from accelerator elements. Another source of backgrounds was synchrotron radiation from 

the South Arc bend magnets, - 1 MeV. The cerenkov threshold of the gas used in the detector 

was M 10 MeV, effectively making t,he detector blind to this soft background. A schematic diagram 

of the Compton cerenkov detector (and PTD) is shown in Fig. 3-6. The beampipe, shown at 

the top, ran North-South. The detectors were located east of the bea,mpipe, where the analyzing 

bend field steered the fan of Compton scattered electrons. There were two remotely insertable 

lead plates, called preradiators, in front of the detector. The preradiat,or blocked soft electrons and 

photons from entering the detector through the front face, and amplified the signal due to Compton 
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Figure 3-6: A top-view illustration showing the Conlpton Cerenkov detector and PTD with 
respect to the SLC beamline. The encasing lead is not shown. 

scatt,ered electrons by causing the electrons to shower within the lead. The detector body consisted 

of nine cha.nnels, each 1 cm wide and 20 cm long, separated by 250 pm thick aluminum walls. All 

reflective surfaces throughout the detector were buffed along the channel axis and coated with 1000 

A pure aluminum. The detector channels were projective back to the bend point of the magnetic 

field. The channels had a 3 mr/channel angular offset to achieve this projective geometry. cerenkov 

radiation created in the space between the detector body and the start of the channels was blocked 

by thin aluminum tabs at the beginning of the channels. 

cerenkov photons were emitted at 55 mr relative to the electrons in the front section of the 

det#ector. These phot,ons were were reflected by t,he channel walls and by two sets of polished, 

aluminum-coated stainless steel mirrors set at 45” along the bend points of the channel into nine 
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Hamamatsu R1398 photomultiplier tubes. The bends in the light path allowed the photomultiplier 

tubes to be situated relatively far away from the beampipe and associated sources of noise. The 

entire detector was encased in several inches of lead for shielding, so tl1a.t any direct path to a 

photomultiplier tube went through at least 4 inches of lead. The transmission efficiency of the 

253.7 nm ultraviolet light through the detector was measured to be - 50%. The interior of the 

detector was filled with cis- and tram-2 butene at atmospheric temperat#ure and pressure, which 

yielded a 10 MeV cutoff energy for producing cerenkov light. The entire detector, along wit,11 the 

lcad shielding on top, was placed on a mova.ble &age, called the det,ector ta.ble. This table could be 

moved transverse to the beampipe, and a precision linear potentiometer rradback provided relative 

position informat.ion. In addit.ion, microswitBches provided confirma.tion when the &tector was in its 

nomina.1 position. 

The photollllllt,il)lic~r tubes used for the C?erenkov detect.or were Hamamat.su R13!M: 1:” t,en-stage 

design with a 1inea.r focused dynode chain for high instant,aneous signal linea.rity. Tlrcxse tubes had a 

fllsrtl-silica glass window which admit,ted photons in the range from 200 bo 600 nm. ‘l’l~r Hamamat,su 

H1668 photomult.iplier tubes were also used. The R1668 were identical t,o the R13!)8 except, for a 

quartz window which admitted photons in the range from 160 to 650 nm The freyllrncy cutoff for 

light, propagat,ing through the gas was 200 nm, and the t’wo tubes were observed to have similar 

response. The width of the output, pulses from each type of tube was - 2 ns. The bases used wit,h 

the tubes were of a special design, using two sources of high voltage, to ensure the tubes operated in 

the linear regime. The primary source of inst,antaneous non-linearity in a photomult.iplier tube - 

space-charge saturation in the last stages of amplification - was cont.rolled by keeping the volt,age 

to the latter st,ages high, thereby maximizing the space-charge throughput (which is proportional 

to Vj), while lowering the voltage to the first few &ages which decreased the current so as to sta; 

within the space-charge throughput limit of the latter stages. Traditiona.lly, tapered resist,or chains 

in photomultiplier bases have provided progressively higher fields in the later stages. The bases used 

in for the Cerenkov detector improved on this concept. by using two separate high-voltage sources 

to provide the fields for the initial and final stages. The cathode and the first six dynodes of the 

photomultiplier were controlled by the fron.t-end voltage supply, while the final two dynodes were 

cont#rolled by the back-end supply. The linearity of the photomultiplier tube response was measured 

as a function of the signal height by varying the front-end voltage, while keeping the back-end voltage 

consta,nt,, thus changing the gain while ma.int,aining the saturation characteristics of the back-end. 

The results are discussed in section 6.1. 
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Figure 3-7: Coxnpton Polarimeter Laser Bench layout for 1993. 

3.2.2 The Compton laser system 

The polarized photons used in the Compton Polarimeter were provided by a Spectra-Physics DCR-11 

Nd:YAG (Neodymium Yittrium-Aluminum-Garnet) laser, frequency doubled to 532 nm wavelength. 

The laser wa.s Q-switched to provide a N lGOLJ, 8 ns pulse. The laser was triggered once every 11 

SLC beam crossings. A 120 Hz. timing signal from the SLC, appropriately ma.sked for 10 concur- 

rent pulses, provided the triggers for the laser flashlamp and Q-switch. The goal of the laser and 

associated light transport. was to deliver circularly polarized photons to the Compton IP. There were 

many optical elements in the path, including mirrors, windows and a lens, which caused the light to 

lose circular polarization. Two major effects of the light transport on the photons were unwanted 

phase shifts, and introduction of incoherent, unpolarized light. An upper limit was placed on the 

amount of unpolarized light. The phase shifts introduced by the transport system were monitored 

and corrected continuously during the run. 

Fig. 3-7 shows the layout of the laser bench optics. The laser and bench were located in a 

trailer on the hill behind the CEH, situated almost directly above the South Final Focus region and 

the Compton IP. As the figure shows, two mirrors on the bench steered the laser through a beam 

expander into a phase-correction system consisting of a linearly polarizing Glan-laser prism and 
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t,wo Pockels cells. The prism t.ransmit,ted linearly polarized light,, which could then he t.ransformed 

int,o a state wit,h arbit,rary elliptical polarization by the Pockels cell. The two Pockels cells were 

labrlled the CP and PS Pockels cell. Pockels cells are electro-opt.ical devices capable of imparting 

an arbitrary pha.se to incident light. In normal polarimeter operation, the phases were chosen such 

that, circularly polarized light was delivered to the Compton IP. The ent.ire process is described in 

more d&ail in chapter 5. 

The Pockels Cells 

A Pockels cell is a voltage-dependent optical compensator. A compensator is an element that. induces 

different. phase shift.s to polarization components along different axes. A preferred axis (the fast 

nris) has the smallest phase shift, while a perpendicular axis (the slow KG) has the largest. Fixed 

compensators are usually labelled by the difference in phase shift along the fast and slow axes, in units 

of incident, light wavelength. A quarter-wave compensator induces a shift of $, while a half-wave 

plate induces a shift of $. A given Pockels cell has specific voltages where it acts as a quarber- 

wave and ha,lf-wave compensator, referred to as the quarter-wave and half-wave voltage for that 

cell. A quarter wave compensator aligned with its fast axis at +45” (-45”) to the polarization axis 

of linearly polarized incident light transforms that, light into right-handed (left-handed) circularly 

polarized lightl. 

The Pockels cells used in the Compton laser system were Cleveland Crystal Optics model TX3460 

‘Right-handed light has positive helicity; left-handed light has negative helicity. This is the particle physics 
convention. The optics convention for the sign of circular polarization is exactly opposite. 
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Figure 3-9: Compton Polarimeter Laser Transport System. 

cells. A KD*P cryst,al was mounted, along with electrodes and high-voltage connections, in a 

m&a.1 housing approximately 8 cm long, which included the ent,rance and exit window mount8s. 

The magnitude of the electric field applied along the crystal det.ermined the phase-compensation 

properties. The polarizat,ion purity of these cells was measured t.o be better than 99.8%. The 

qua.rt,er-wave voltage for these cells was a,round 1600-1700 volts. The two Pockels cells were driven 

with a CAMAC module called PMON, built at, SLAC. This unit, provided two low voltage signals 

that were amplified a factor of 1000 by two high-voltage amplifiers. The PMON unit contained 

pseudo-random number generators [34], used to select between positive and negative voltages to 

apply to the Pockels cell for alternate pulses. 

After the light left the laser bench, it was reflected by a set of compensated mirror pairs down 

into the SLC South final Focus area and into collision with the electrons exiting the SLD. Fig. 3-9 

shows a diagra.m of the laser transport system. Individual mirrors may impart a phase shift, 6, to 

the reflected light. In general, t may differ for S (senkrecht, or polarized perpendicular to the plane 

of reflection) and P (parallel, or polarized parallel to the plane of reflection) rays. If the incident ray 
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is an S ray, the first mirror imparts a phase shift ES upon reflection. The second mirror in the pair 

is oriented such that the ray is now incident as a P ray on the second mirror, suffering a.n additional 

phase shift cp. Therefore the tot,al phase shift from both reflections is ES + up. Similarly, if the ray 

is incident as a P ray on the first mirror, it will undergo a total phase shift of EP -l- ts upon reflection 

from the mirror pair. Therefore, the phase shift. dig erel~ce between incident S and P ra.ys is zero after 

reflection from the mirror pair. The mirrors used in the laser transport, syst#em were compensat,ed 

pairs - both mirrors in a given pair coakd in the same production run. hleasurements of toteal 

phase shift impart,ed by such compensated pairs show it, to be small. 

Aft,er the Compt.on IP, two mirrors (single mirrors, not, compensated pairs) directed the beam 

into t,he laser beam dump - the Analysis Box. hlirror 5, mounted wit.hin t,he beampipe, directed t,hc 

laser through the vacuum exit window into t,he Analysis Box. hIirror 6 direct,ed the light towards the> 

analyzing opt.ics. These two uncompensated mirrors int,rotluced large phase shifts in t,he light. afkr 

t,hc Compton IP. The circular polarization nlensured in t,ht, Analysis Box was, tht,refore, different. 

from t#liat, measured at, the Clompton IP. 

Analysis Box 

The Analysis Box, sit,uat.ed at the end of the laser light, path, contained helicity filters to analyze 

the light polarizat,ion. Fig. 3-10 shows the layout of the Analysis Box, and associated optics. After 

reflect,ion from Mirror 6, the light went through a helicity filter, composed of a quarter-wave plate 

and a calcite prism. Fig. 3-11 shows a schematic of how the calcite prism was used in the helicity 

filter. The calcite prism has a different index of refraction for light polarized perpendicular to a 

preferred a.xis (the ordina.ry ray), than for that polarized along this axis (the ext,ra-ordinary ray). 

As Fig. 3-11 shows, the light is bent according to Snell’s law as it leaves the prism, but the extra- 

ordinary ray is bent. by 16.3’, while the ordinary ray is bent by 11.8’, creating a separation of x 5”, 

between the two states. Phot,odiodes were used to measure intensities of both rays coming from 

t.he calcite prism, thereby obt,aining simult,aneous measurements from both a right-handed and a 

left-handed helicity filter. 

3.2.3 The Compton data acquisition system 

The Compton polarimeter data acquisition was separate from the main SLD data acquisition system. 

The SLD read out several racks of FASTBUS modules based on a hardware trigger decision. The 

Compton data acquisition, by contrast, was composed of three real-time CAMAC crates, read out 

by a Micro-Vax at 120 Hz. The data from the various CAMAC modules were sent by Ethernet to the 
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Analysis Box 

Power 

Figure 3-10: Compton Polarimeter Analysis Box, which also serves as the light dump for 
the Compton Laser. 

SLDACQ 8800 VAX. The SLDAC:Q then formed two streams of data. The “raw” stream consisted 

of every laser-on pulse and a corresponding laser-off pulse. The “summed” stream consisted of data 

summed in separate electron/photon helicity-indexed bins as appropriate. 

The following data were logged to tape by the polarimeter data stream: the signals from each of 

the nine Cerenkov chanriels as well as the 16 PTD chamiels; the signals from the photodiodes on the 

laser bench a.nd the Ana.lysis Box; the voltages on the two Pockels cells; several SLC beam-current 

monitor toroids; and several monitored quantities indicat,ing various Polarimeter status values such 

as detector table position, lens position, etc. In addition, information about the electron beam 

helicity from the polarized electron source and Compton laser helicity state was read from several 

bit-registers and logged. 

The “summed” data stream contained information for M  20,000 SLC beam crossings. The 
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Figure 3-11: Schematic of calcite prism operation in the lielicity filters. 

data from the det#ectors was binlied separately for the two electron-helicity states (right- and left- 

ha.ndetl) as well as the three laser states (right- and left-handed, and laser-off), for a total of six 

bins. The laser-off data provided the background subtraction for the data. Since the la.ser was fired 

only once every 11 beam crossings, the statistical uncertainty on the background measurement wa.s 

significantly smaller than that on the signal. The “raw” data stream contained data in packets 

of 150 beam crossings. Every Compton laser-on pulse, with a subsequent Compton laser-off pulse 

coinciding with a pulse from same Polarized Source laser as the laser-on pulse, was written. We used 

the “summed” data stream to determine the polarization of the electron beam. The “raw” dat,a 

were examined for effects which could have biased the “summed” data, such as large, instantaneous 

fluctuations in the backgrounds (spiky noise). No such fluctuations were found. 
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Chapter 4 

Compton Polarimetry and the Beam 

Polarization Determination 

Electron beam polarization uncertaint.ies contribute the single largest systematic error in the mea- 

surement of ALR. The beam polarization measurement is therefore of great, interest, since the 

care and precision exercised effect ALR directly. For the 1993 SLD run, we determined the beam 

polarization, P, wit,li a systematic error of F = 1.3%. e 

Compton scattering of polarized electrons from polarized photons exhibits a large, spin-dependent 

asymmetry that can be used to determine beam polarization. At the SLC, the Compton scattered 

electrons were detected after they had passed through a dipole analyzing magnet. This technique 

offered t,he advantages of a large measured asymmetry and a spatially separated kinematic spectrum. 

4.1 Compton scattering kinematics 

Compton scattering can proceed through two channels, the s and t. The Feynman diagrams for 

these channels are shown in Fig. 4-1. The Compt,on cross-section can be derived in the electron rest 

frame; however, care must be taken to include the effect,s of the electron rest-mass, since the total 

energy of t,he electron and photon is less than 1 MeV. The expression for t.he Compton differential 

cross section in the electSron rest frame is 

(g) =$a (;) [‘“$)’ +l+cos%] {l-P~P,A”yiJ)}, (4.1) 
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t-channel s-channel 
Figure 4- 1: Feynman diagrams for Compton scattering. 

where Y, = 2.82 x lo-r3 cm is the classical elect,ron radius I;’ and /? are the incident, and scatt,ered 

photon momeut~a, 8, is t,hc photon scattering angle wit.11 respect. to t,he incident. phot,ou dir&ion, 

and P-, is t,he signed circular polarizat,ion of the photIon. T, > 0 denotes a. photon wit.11 spin a.long 

the nionieiuuiii dirrct,iou. T, is t,lie elect,ron pola.rization, and .iley( cc) is the Compton polarizat.ion 

asymmetry funct,ion, given by 

A”Y(;c) = (+ - ;, [Los#, + k-q i 

@$ + 1+ COG 0, ’ 
(4.2) 

where s is the electron polarization dire&on. The signs in the asymmet,ry term PyPeAey in Eq. 4.1 

have been chosen so that the Compton cross-section is greater when the photon and electron spins 

are aligned in the same direction. 

We now develop the expressions for Compton scattering in the SLC frame, where the electron 

momentum is 2 x lOlo that, of the photon. The scatt,ered electrons travel in the incident, electron 

direction. We define t,he incident, and final electron and photon energies in the laboratory frame as 

E, E’, I\‘, I<‘. We define the kinematical variable y as 

(4.3) 

where nz, is the electron rest mass, and write the expressions corresponding to the case of complete 

backscattering in the center-of-momentum frame as 

I<;,,z = EC1 - Y) 

E;;, = Ey. (4.4) 

For SLC Compton values of 2.33 eV and 45.5 GeV for the photon and electron energies, y = 0.381, 
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Figure 4-2: The transverse and longitudinal asymmetries for Compton scattering as a 
function of tire kiueulatical variable s. 1‘ = 1 for tire ease of complete backscattering (kinematic 
dge). 

giving a maximum scattered phot.011 energy of 28.3 GeV a.nd a minimum electron energy of 17.4 

GeV. The angle of t,he scat,tered phot,on in the lab frame, Or<, is given by 

Ii’ = Ii;7::,,,, [~+y(~)~]-‘=~i...~.~, 

which defines the kinematical variable X. The maximum electSron scat,tering 

mn.r _ me 1 - Y 
0, - = 9.1pr. 

-2E’ y 

(4.5) 

angle is given by 

(4.6) 

The scattered electrons remain wit,hin the unscattered beam since the maximum electron scattering 

angles are snraller than the beam divergence. To obtain the Compton cross-section in the laboratory 

frame from Eq. 4.1, we use the following transformation: 

I\ 
X 

= I&,, 
1 - cos BO 

= 2y+(l- y)(l- cos&J) 

The lab-frame cross-section can be written as a sum of longitudinal and transverse electron polar- 
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ization asymmetries, 

where 4 is the azimut,h of the photon with respect to the electron transverse pola,rization. The term 

in t.he square hracket.s has two parts, the first,‘P,AzY(x), is the longitudinal term, a.nd the second, 

Tt cos dAi’(.r), is the tra.nsverse term. The unpolarized cross-section is given by 

and the longitlltlinal and transv(>rse asymmetries are defined as 

(4.8) 

(4.9) 

(4.10) 

Bere the polarizat,ions ‘I’-, and ‘P, a.re signed such that positive denotes the spin vector in the same 

direction as t,he momentum vector. This convention is simi1a.r to the one for Eq. 4.1, and yields a 

la.rger cross-section when the electron and photon spins are parallel. Fig. 4-2 shows the longitudinal 

and transverse asymmetries plotted as a function of the kinematical variable .z, which can take 

on values from zero (for no scattering) to one (for 180’ backscattering in the center-of-momentum 

frame). 

The longitudinal asymmetry function has some interesting features. Foremost, the asymmetry 

is la.rge, approximately 75% in the case of complete backscattering (minimum scatt,ered electron 

energy at the SLC was 17.4 GeV). This large asymmetry occurs at. the kinematic edge of scattering, 

since the region beyond 2 = 1 is kinematically inaccessible. A dipole magnet was used to analyze 

the Compton scattered electrons. The region corresponding to 2 = 1 exhibits a “Compton edge”, 

where the signal drops off sharply to zero. This edge was easily observed in the Compton detectors 

a.nd was used in the position calibration. Another feature of the longitudinal asymmetry is the point 

at E = & where the asymmetry goes to zero, the “zero-asymmetry point” (scattered electron 

energy at the SLC was 25.16 GeV). These two features, the Compton kinematic edge and the zero- 

asymmetry point were used to calibrate the relative position of the detector to wit.hin 250 ,um. The 

transverse position of a given detector channel relative to the beamline determined the acceptance 

in scattered electron energy of that channel, since the analyzing magnets, SBl and Bl, had a single 
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effective bend point for all electrons, independent of energy. 

First order radiative corrections to polarized Compton scattering were calculated [35]. The effect 

on the unpolarized cross-section was seen to be less than 0.3%, and the effect on the longitudinal 

Compton asymmetry function, A, , ey was less than 0.0006 for all scattered electron energies detectable 

at the SLC. We took as negligible the effect,s of radiative corrections to Compton scattering in the 

analysis. 

4.2 Compton experimental asymmetry 

The asymmet,ry due to longit,udinal polarizat.ion of the elect,rons is given by t,he PyPtAPY t.rrm 

in F:q. 4.7. l’his asymmetry is proportional t.o parallel and anti-parallel electron and photon spin 

combinations. \Ve mea.sured this asymmct,ry by forming the asymmetry of the Compt.on signal size 

for t,hese states. For a given polarimeter channel, the signal, Aii can be writt,en for the two states a.s 

(4.11) 

where i is the polarimeter channel being observed, ~1, x2 a.re the energies at the limit8s of the channel, 

T(X) is the response function of the cha,nnel, and hkgd Ni is the background signal in that channel. 

We used these IVi to form the experimental asymmetry (EA), 

EAi = 
(~:a’.) _ (Npi-par.) 

(q!=) + (~v~~~ti-par.) - 2 . (Ny-d) 

= T,Pz.Oj, 

where ai, the a&y:ing poruer of the channel, is defined a,s 

(4.12) 

(4.13) 

which is just the normalized asymmetry function weighted by the response function of the channel 

and the Compton luminosity and integrated over the acceptance of the channel. The electron beam 

polarization is simple to extract: 
EAi 

Q, = - 
Py Ui ’ 

(4.14) 

Clearly, several sources of systematic uncertainty affected the determination of P,. We had to 

measure EA, the Compton asymmetry, without bias. For the 1993 SLC run, we used dedicated 

studies to map out the 1inea.r range of the relevant channels in the detector, and ensured that we 
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stayed within that range during the run, away from bias-inducing non-linearities. We also had 

to measure Pr, the light polarization, with accuracy. By determining and compensating for the 

optical birefringence of the Compton light transport system, we determined the light polarization 

very accurately. Finally, we had to determine ai, the analyzing power for the detector cha~nnels, with 

precision. We used the EGS4 Monte Carlo to calculate the response function of the channels, and 

used detector scans transverse to the beam to locat,e the Compton kinemat,ic edge precisely (edge 

scans). These sources of systematic uncertainty in the polarization det,ermination are discussed 

further in chapter 6 and chapter 5. 

4.3 Monte Carlo Simulation of the Compton cerenkov De- 

tector 

In order to calcu1a.t.e t.he analyzing power. cli, for a given channel in the Compt~on i’ercnkov det.ector. 

the C’ompton asymmetry function, Af? , had to be int,egrat,ed over the acceptance of the channel, 

and normalized, as in Eq. 4.13. As? could be ca,lculated analytically. The response funct,ion, T(X), 

and the channel accept.ance limits, required more consideration. For a perfect detector, the r(x) 

would be constant wit,hin t,he channel walls and zero outside. The channel acceptance limit,s would 

be defined by the walls of the cha,nnel. This simple picture held down to a few percent level. To 

achieve a precision of a few tent.hs of a percent,, we had to take into account effects of electromagnetic 

showers in the detector and the resultant smearing of the resolution function. 

In practice, the detector normally operated with lead preradiator in front, as described in sec- 

tion 4.4. The preradiat,or was used to absorb soft gammas around the beamline, as well as to 

amplify the signal from the Compton scatt,ered electrons. The finite spatial width of an electromag- 

netic shower meant that the response function of a given Cerenkov channel was inevitably smeared 

out beyond the limits of its walls. In lieu of a high-precision electron test-beam, we used Monte 

Carlo detector simulations to determine the Cerenkov channel response funct,ions in the presence of 

lead preradiator. We confirmed the EGS simulation by comparing the predicted asymmetries for 

various preradiator configurations with measured asymmetries. 

4.3.1 The EGS4 Monte Carlo program 

The simulation of the Compton Cerenkov detector was performed using the Electron Gamma 

Shower (EGS4) Monte Carlo package [36]. The EGS package simulated the interactions of elec- 

trons, positrons and photons with matter over an energy range from 10 keV to 1 TeV. The program 
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Figure 4-3: Top view of electromagnetic shower in the Conlpton cerenkov detector for 10 
incident e-. with no lead preradiator (left) and 0.8 cm lead preradiator (right). The solid lines 
are electron tracks, while the dotted lines are photon tracks. 

took imo accouut photoelectric, Compton, and pair-production interactions, as well as bremsstrah- 

lung, Moliere multiple scattering, Moller and Bhabha scattering, as well as positron annihilation in 

flight. The EGS package recognized all elements and most commonly used metal alloys composite 

materials. The EGS program sets a world-wide standard and has been used in countless physics 

experiment,s over the years, and has been shown to properly simulate the effects of electromagnetic 

interactions over a wide kinematic range. 

The Cerenkov detector modelling was done in two separate ways. The original method, used in 

the 1992 analysis of the detector, simulated a single channel of the detector. For the 1993 analysis, 

a full-detector simulation was used, which described all nine channels as well as salient features of 

the detector body and associated beamline components. The two separate approaches did not differ 

appreciably in their estimations of the analyzing powers. 

Single channel EGS model 

The single channel EGS model of the detector, used in the 1992 analysis, has been extensively 

described elsewhere [37]. We highlight here the features used in the 1993 analysis. 
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Figure 4-4: Response function for a Compton cerenkov channel, as calculated by EGS, 
with 0.8 cm lead preradiator (outer curve) and without (inner curve). 

The Compton scattered electron beam was modeled at the beginning of the effective center-of- 

bend point of the dipole magnets. The initial deviation of an electron from the center was determined 

from a gaussian distribution corresponding to the 190 x 10M4 cm spot size at the center-of-bend point. 

The initial angle was similarly determined from a gaussian distribution corresponding to the 50~1 

beam divergence. The energy of the electron, which det,ermined the transverse kick of the dipole field, 

was determined from a flat, distribution. This ensured the response function would be independent 

of the Compton cross-section. 

The Compt,on detector hardware has been described in a previous chapter. There were two 

pieces of lead preradiator, 0.8 cm and 1.7 cm in thickness’, that could be inserted into the space 

right before the detector entrance window. Their primary purpose was to shield the Compton 

det,ector from soft electromagnetic radiation that accompanied the SLC electron beam pulse. Their 

secondary purpose was to amplify the Compton signal by causing electromagnetic showers within 

the lead. This amplification of signal was achieved at a cost of lower resolution. 

Fig. 4-3 shows top views of a single cerenkov channel, as modelled by the EGS Monte Carlo. The 

left, illustration depicts a detector with no lead preradiator, while the right illustration depicts one 

‘Periods of the 1993 run had preradiator thicknesses of 0.3 cm and 0.6 cm installed. 
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with 0.8 cm of lead preradiator in front of the detector body. Ten Compton scattered electrons are 

shown incident on the detector. The no-preradiator illustration on the left shows small amount of 

electromagnetic showering, well within the channel boundaries, while the lead preradiator illustration 

on t.he right shows significa.nt, showering in the lead. The showering produced by the preradiator 

both amplified the signal and smeared it out. Fig. 4-4 shows the response function for the two 

ca.ses: with and without, lead preradiator. Wit.hout lead preradiator, the response was smaller in 

amplitlude, and quit,e flat, across the accept,ance of the channel. There were ‘+ears” at the edges, due 

t,o the channel walls, but’ t.heir effect was negligible. The response function with lead preradiator was 

much larger in amplit,ude, as expected, and had tails that ext#end well int,o the neighboring channel’s 

accept,ance. It’ was precisely these t,ails that we wished to model wit,11 t,he EGS lLIont,e Carlo. If we 

did not, have t.o use the lead preradiat,or in front, of the dct,ector, we could have made an accept,ably 

precise measurement, wit~hout. any drt,ector modelling or EGS. 

Full detector simulation and analyzing power determination 

The analyzing powers for the 1993 run were obtained from and EGS model of the entire Cerenkov 

detector, siuctr an addit,ional source of background was discovered. A strip of 0.1 inch thick lead 

shielding was placed between t,he outer wall of channel 1 and the aluminum gas comainment cannist,er 

of the Compt~on detector. This st,rip of lead, called the Pb shield, was inserted to shield the Compton 

detector from soft radiation from the SLC Beamsst,rahlung bIonit#or, located directly across the 

beampipe from the Compton detector. Since the shield was placed in a locat,ion close to the minimum 

of the Compton asymmetry curve, it had the unwanted effect of lowering the measured Compton 

asymmetry in the inner channels by rescattering negative asymmetry elect,rons that, were initially 

outside the acceptance of the detector back into the detector. Later in the 1993 run, the Pb shield 

was found to be unnecessary, and removed. A full detector simulation with the lead shield added 

indicated negligible effects in the outer channels which were used t.o determine the polarization. 

Fig. 4-5 shows the EGS simulation for a single Compt,on scattered electron causing a shower in one 

of the inner channels, a.nd the effects of the Pb shield. Fig. 4-6 shows a similar simulation for an 

electron incident on one of the outer channels. The inrier channels suffered significant rescattering 

from t,he Pb shield. However, the outer channels were not noticeably affected. 

Fig. 4-7 shows the response functions for channel 2 without and with the Pb shield. The top plot 

shows a typical response function for the channel. The bottom plot shows the response function for 

the same channel, with the effects of the Pb shield included. The shield had an observa,ble effect on 

the inner channels. The outer channels were not affected. Fig 4-8 shows similar plots for channel 

7. The two responses, with and wit,hout the shield, look identical. This is underst,andable, as the 

shield initiated small, localized electromagnetic showers that did not penetrate more than a few 
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Figure 4-5: A top-view of a full-detector EGS simulation, with the Pb shield in between 
cerenkov channel 1 and the containment cannister. A Compton scattered electron is shown 
incident on one of the inner channels. The inner channels suffered significant rescattering 
from the shield. 

centimeters into the detector. 

Due to the presence of the Pb shield for most of the 1993 run, we choose to include only channels 

6 and 7 in the polarization determination. These channels have the advantage of being located 

in region of very high Compton asymmetry. Since the kinematic edge falls in channel 7, detector 

position scans, described in section 6.2, calibrated the position of these channels quite precisely, to 

~25 250pm. 

After the response functions of the cerenkov channels were determined with the EGS simulations, 

we determined the analyzing power by using Eq. 4.13. The analyzing powers used for normal running 

during the 1993 run are presented in Table 6.4. 
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Figure 4-6: A top-view of a full-detector EGS simulation, with the Pb shield in between 
cerenkov channel 1 and the containment cannister. A Compton scattered electron is shown 
incident on one of the outer channels. The outer channels did not suffer much rescattering 
from the shield. 

4.4 Compton polarimeter operation 

The Compt.on polarimeter was run continuously for the 1993 run, with some breaks for routine 

maintenance (flashlamp changes, Cerenkov gas changes), systematic checks (laser timing, position, 

pha.se scans, kinematic edge scans, linearity checks) and emergency repairs (laser hardware repairs, 

burnt optics replacement). The polarimeter running and online data selection are described in more 

detail below. 

The data were written to tape in two separate groups. A “raw” polarimeter data stream was 

formed, containing the status and of all detector element,s and ADCs for every laser-on pulse and a 

corresponding laser-off pulse, and written to tape every 150 beam crossings. A separate %ummed” 

stream was formed, containing sums of all cerenkov channels separately for each combination of 

photon and electron helicity (as well as laser-off), and written to tape every 20,000 beam crossings. 
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Figure 4-7: The response function for cerenkov channel 2, with (bottom) and without 
(top) the Pb shield in place. The effect of the Pb shield is evident in the lower plot. 

In addition, the summed data stream contained all photodiode sums were writt,en out for each 

photon helicity and the laser-off state. The following data analysis involves mainly the “summed” 

data. The “raw” data was checked at random intervals to ensure the two data streams matched. 

4.4.1 Compton polariineter On1 ne 

The Compton polarimeter data acquisition has already been described in section 3.2. The polarime- 

ter acquisition was a timed system, not a triggered system. Data were a.cquired from all polarimeter 

channels at 120 Hz. The following criteria were applied to the data as it came in: 

l For the raw data stream: 

1. If the Compton laser fired, the beam crossing was included in the data stream. 

2. A subsequent pulse for which the Compton laser did not fire was also included in the data, 

stream. 

l For the slmlmed data stream: 
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Figure 4-8: The response function for cerenkov channel 7, with (bottom) and without 
(top) the shield in place. The shield had no effect on the outer channels. 

1. If the electron and positron toroid signals in both the South a.nd North Arc of the SLC 

pa.ssed a threshold (the toroid vefo), ensuring that electrons were present, and e+e- col- 

lisions were occurring at the SLC IP, and 

2. if the signal in channel 9 of the cerenkov was below a set threshold, ensuring that the 

noise in the polarimeter channels was tolerable, 

then the data from that, beam crossing was added to the running ~11111. 

The raw data stream conta.ined all the data from all the various polarimeter ADCs and bit 

registers. The summed stream contained in addition to the data from the polarimeter channels, 

slow analog monitor data and a ringbuffer of raw data from the last 100 beam-crossings used in the 

summation. Since the ringbuffer data was essentially a random sampling of raw data, it was very 

useful in estimating systematic errors such as electronic noise and biases in the cerenkov channels 

and among laser photodiodes. 
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4.4.2 Data processing 

The ADC counts from the each of the 9 Cerenkov channels were summed and written as a two di- 

mensional matrix of data, one index denoting the two separate electron helicities, the other denoting 

the photon helicit,ies (and the laser-off state). Separate summations were made of the number of 

beam crossings, the ADC counts, as well as the square of the ADC count,s. 

Approximately every three minutes, accumula.ted data from M 20,000 beam crossings wa.s written 

to tape in a format, called a data bank. 1Lot all polarimeter dat’a banks cont,ained 20,000 beam 

crossings, since the t,oroid and channel 9 threshold vetos prevented some beam crossings from being 

included in t#he SIII~~. The following selection crit,eria were imposed on the banks before they were 

used in t,he polarizat,ion determinat,ion: 

1. The ba.nk had t,o have a.t Icast, 100 beam crossings in each of the four phot,on - elt,ctron 

helicit,y-indexed banks, to ensure proper st.atistics for the Compton asymmet,ry measurement. 

2. The voltages on the Compton Pockels Cells (t.he CP and PS) had to have been at the nominal 

values. The Compton light’ polarizat,ion analysis varied the voltages on the two Pockels Cells 

(section 5.2). Every third Compton measurement was made with the Pockels Cell volt,ages at 

the nominal point. The nominal voltages on the Pockels cells were chosen such that the light, 

was circularly polarized at the SLC IP. These nominal voltages were changed as necessary. 

3. We required that the elect,ron toroid threshold veto, as described above, was operational. 

Erroneous inclusion of missing electron pulses in the Compton asymmetry calculation would 

have effectively lowered the measured asymmetries and the extracted polarizations. 

4. We required that the lead preradiator thickness in front of the detector was either 0.6 cm, 0.9 

cm, 0.85 cm or 2.5 cm, which were the thicknesses for which analyzing powers were calculated. 

The amount of preradiator used differed for different detecbor configuration and calibration 

eras. 

5. We required that the detector table position, as determined by the linear potentiometer read- 

back, was within 1.36 mm of the nominal posit,ion. Within this range, the analyzing powers 

were corrected for any deviat,ion from nominal position. 

6. The (la,ser-on) signal plus (laser-off) background from either channel 6 or 7 of the cerenkov de- 

tector was required to be greater than 35 count,s. To ensure that the photomultiplier tubes were 

operating in the linear regime, the pedestal subtracted large-signal (PH+) was constrained for 

channels 6 and 7 to be: 40 > PH+ > 440. The linearity correction made within this region 

are discussed below. Compton runs with signal outside this region were discarded. 
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After the selection criteria were applied, the data from the banks remaining were used to form 

the raw Compton scattering asymmetries as in Eq. 4.12. The signals (Nipa’, NFntiMpar) and back- 

ground ( NtFkpd) were identified as N,,r, the mean ADC counts (sums divided by the number of 

beam crossings) for the channel under question for the electron index e and the photon index y. 

The electron helicity index had two values, denoting right-handed and left-handed electrons. The 

photon helicity index had three values, denoting right-handed, and leftthanded light, and another 

one indicating the laser was off (background measurement). 

The st,atist,ical error on the individual N,,, was calculated using the average sum of the cou11t~s 

squared, S,,, . The error is theu simply 

where 71 is tlic number of beam crossings collcctetl for the E, “f 1ielicit.y conibinat,ion for which N is 

the mean of t,hc ADC counts, and S is the ~neml of t,he ADC counts squared. The st,at,istical error 

on t,he experiment,al asymmet,ry, SEA,, was t,hen calculat,ed in the normal mamler. The typical 

st,at,istical error on the beam polariza.tion determination from a data bank containing 20,000 beam 

crossings was 1%. We not,e that, the error on beam polarization determination was limited not by 

st.at.ist.ics, but. by various systemaGc errors, which are discussed in proceeding chapters. 

From the experimental asymmetry, EA, we formed the electron beam polarization using the 

analyzing power of the appropriate channel and the light polarization, P7, as used in Eq. 4.14. The 

light polarization (chapter 5) analysis yielded a list of P-, relevant to different, times of polarimeter 

operat,ion. The analyzing power used also varied, depending on the position calibration and lead 

configurat.ion era. 

We obt.ained separate right-handed and left-handed beam polarizations, from experimental asynr- 

metries calculated separately for right-handed and left-handed electrons. From this we determined 

the polarizat,ion asymmetry, Ap, for use in correcting ALR for systematic biases in section 9.1. 

Since the left and right handed electrons were polarized to almost exactly the same magnit,ude, this 

asymmetry was very small (3.3 Ilt 0.1) x 10P3. 

We averaged the right and left-handed beam polarizations and obtained the mean beam polar- 

ization. We then associated the SLD 2 events with the polarization measurement nearest in time. 

We discarded events which were taken more than an hour before or after a valid beam polarization 

measurement. The results of this association are shown in Fig. 4-9. Since the ALR measurement 
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Figure 4-9: The Compton beam polarization as associated with each Z event. The upper 
plot shows a point for each Z event, and the lower plot is a histogram of the same data. 

requires the luminosity weighted beam polarization, we formed the average, 

N.5 
P, = & .cPi = 0.6190f 0.0055 

i=l 

where PC is the average luminosity-weighted polarization at the compton detector. However, before 

we can use this to determine ALR we must correct for small effects that, can make the polarization 

as measured at the Compton IP different from that at the SLC IP. This correction is estimated in 

chapter 7. 
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Chapter 5 

Light Polarization determination for the 

Compton Polarimeter 

This chapter present.s t,he technique used to det.ermine the light polarization used in the polarization 

det~ermination by the Compton polarimeter. As Eq. 4.14 has shown, the circular polarization of the 

light, Py, appears in the beam polarizat.ion determination linearly. The light polarization, ‘Py, was 

determined to an uncertainty of z 2% for the 1992 run of the SLC. For the 1993 run, the light 

polarization determination was done separately for two eras. In the early part of the run, we did 

not have the ability to scan the laser polarization through its maximum value, and were unable to 

make a precise determination of the laser polarization. We have divided this era into seven epochs 

for furt,her consideration. The systematic uncertainty on the light polarization for this part of the 

run b’P,/P, z 2.1%. Starting in lat#e April, we installed two Pockels cells, and started automatic 

scanning of their voltages. During any particular scan, as the voltages on the Pockels cells varied, 

the circular polarization of the light, swept through its maximum. Using data from these scans, we 

were able to determine the effects of light, transport elements on the polarization, and achieve a 

systematic uncertainty on the light polarization of 6P,/P, = 0.6% for the AutoPockscan era. 

5.1 Optics Theory 

We begin the discussion of polarized light with a brief introduction to the Stokes parameters and the 

Stokes vector [38], [39]. A 11 y monochromatic, coherent, arbitrarily polarized light can be decomposed 
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into a superposition of two linea,rly polarized components: 

(5.1) 

where 5,,, are the pha.scs of the two linear states, polarized along a.xes labelled 2, y. The ei(liZ-wt) 

denot.es light. travelling along the +Z direction. We will omit this term from now on. 

The St,okes parametrrs, So, 5’1,&, A’, are defined as follows: 

&I =< E; > + < E; > 

S1 =< E; > - < “5 > 

Sz = 2 < E,E, cos(E, - &) > 

A93 = 2 < E,E, sin (EY - 6,J > (5.2) 

The t,ime-averages denoted by < E > are presumed to be over a large enough int,erval so as to be 

independent of the length of the interval. 

The Stokes parameters can be determined by measurements of the intensity of the total light 

wave, IO, and the intensit.ies transmitted by ideal polarizers that transmit8 the 5, y, 21, w linear com- 

ponent,s (where the U, 11 axes are rotated 45” with respect to 2, y), IZ,Y,U,v, and polarizers adjusted to 

transmit I, T, - the left a.nd right handed circular components - yielding II,, Right (left) handed 

circular light, also referred to a.s positive (negative) helicity light, results when E,, Ey in Eq. 5.1 are 

of equal amplitude, and 5, - 6, = +(-)$. 

In terms of these intensities, the Stokes parameters are: 

so = I, + Iy = I, + I, = I, + I, 

Sl = I, - I, 

SP = I, - I, 

s3 = I, - It (5.3) 

The Stokes pa.rameters can be grouped as a four-vector, {So, S1, Sa, S3). The St,okes represent,a- 

tion is useful for decomposing the light wave into a unpolarized component, and a (fully) polarized 

component. The Stokes vector for unpolarized light is simply Svrlp = {SO, O,O, 0}, where SO is the 

intensity of the light. The Stokes subspace (Sl, 5’2, S’s) defines a sphere whose poinds correspond to 

specific states of elliptical polarization. The four-vector is then ,$,,l = {&+s:+s32,s1,s2,s3}. 
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Most importantly, the unpolarized and polarized components can be added to describe the state of 

the light wave, S = SUnp + S r even when the unpolarized component is incoherent. Since Sr,z,s +PO , 

are differences, the unpolarized part subtracts out. The intensity of the unpolarized component con- 

tributes to So, and the difference between So and the others can be used to determine the fraction 

of unpolarized light. 

For the 1993 data, we measured I,. and 4. This determined Se and Ss. We did not explicitly 

mea.sure Sr and Sz, but, by scanning the phase shifts (adjusting the amplitudes and 6,,, in Eq. 5.1) 

we determined the operating point at which the light was circularly polarized. The only non-zero 

Stokes paramet,ers at this point are So and Sa, and the function 1 - $ determines the amount of 

unpolarized light.. 

We work in the linearly-polarized (.r, y) basis, using the two-component basis for t,he elect,ric field 

vector already ilnroduced, commonly known as the Jor~es r:ecfor represent,at,ion. The initial light. 

wave in Eq. 5.1 can be rewritten as follows: 

(5.4) 

where E, and EY are the a.mplitudes polarized along the z and y axes, and 4 is the relative phase. 

In this basis, the various optical components can be represented as 2 X 2 matrices. We define 

the matrices LIN, CP, and PS to describe a linear polarizer and compensators, which advance the 

phase of linear-polarization component along the fast axis. 

The linear polarizer is defined such that it transmits light polarized along one axis only (chosen 

here to be the 2 axis): 

We define the first compensator, aligned along the u, v axes which are rotated by 45” with respect 

to the 2, y axes: 
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where @cp is the phase shift imparted by the first. compensator. The rot,ation matrices are indicated 

explicitly. 

We define the second compensat,or in a similar mamier to the first, but aligned along the 5, y 

axes, thus needing no rot,at.ion. 

(5.7) 

where, @‘ps is the phase shift, imparted by t,he second compensator. 

After propagat,ing through the linear polarizer (LIN), first compensa.tor (CP) and second com- 

pensator (PS), the elect.ric field vector is: 

where A” is the intensity of the light. 

We rewrite Eq. 5.8 factoring out a common phase: 

Eout = A’ 
cos 3t.u 2 

-i ei(@PS) sin +j.E 1 

(5.8) 

(5.9) 

Thus the CP pha.se shift controls the relative amplitude of the two components, and the PS phase 

shift controls the relative phase between the two. By adjusting the two compensators, we can create 

an arbitrarily elliptically polarized state. Equations 5.8 and 5.9 describe left-handed circular light if 

@ps = 0 and @up = 2. Right handed light differs by a phase shift of e”? in the E, component, 

which changes the -i to a +i. 
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Helicity Filter 

After we have created and transported the circularly polarized light, we must measure it. We use 

helicity filters, which transmit either left or right handed light only, to analyze the light. 

We construct a. filter for left, or right circularly polarized light in the linearly polarized basis. The 

physical element,s of such a helicit,y fiker are a $ plate followed by a linear polarizer - the fast axis 

of the $ plat,e aligned at, 1!~45“ to the axis of the linear polarizer. 

We present, the matrices for helicity filters, (up to a normalization constant). The $ plate at 45’ 

is: 

And the liucar polarizer is given in Eq. 5.5. 

Combining t,he two in the proper ordrr t,o conskuct, a helicity filt,er yields: 

1+i l-i 
0 R.H.Filt.59. = [ 1 0 0 

for a right-ha.nded helicity filter, and 

0 0 
0 L.H.Filter = [ 1 l-i 1si 

(5.10) 

(5.11) 

(5.12) 

for a left handed helicity filter. 

The elect,ric field v&or developed in Eq. 5.9 can now be propagated through the appropriate 

helicit#y filter, and the circular polarization det,ermined. The intensity of the light described by 

Eq. 5.9 after a. (right-handed) helicity filter is 

1 - sin @cp cos @ps (5.13) 

We have neglected an overall gain factor. The circular polarization for the light described by Eq. 5.9 

is: 

P, = - sin @cp cos Qps (5.14) 

where Qcp,ps are the phase-shifts imparted by the two compensators. 
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Figure 5- 1: Block diagram of the Compton Polarimeter Laser Transport system. The 
two Pockels cells, CP and PS, produce arbitrary elliptical polarization, which, after it goes 
through the Laser Transport line, becomes circular at the Compton IP. 

The rather complicat,ed set of mirrors and windows that. transported the light from the laser to 

the Compton IP has been presented in Fig. 3-9. We can model this group of mirrors and transports 

a.s one optical element, and measure its optical properties. Fig. 5-l present,s a block-diagram of the 

laser transport system. The set of optical elements from the end of the second Pockels cell to the 

Compton IP is labelled Laser Tra.nsport 1. The mirrors and window from the Compton IP to the 

Analysis Box is labelled Laser Transport 2. These two sets ca,n be parameterized in the following 

way: 

*CP+$l + 
Ecrp = A 

cos(7) 

i ei(QPS+$?) sin (!k+I.!h) 1 (5.15) 

The phases 41,~ are variable phase-shifts, due to the effects of the mirrors, lenses, and windows 

of the laser transport line. If we construct an equation for the circular polarization, Py, comparable 

to Eq. 5.14, we now obtain: 

Pr = sin(Qc~+ 41) cos(@ps +$z) (5.16) 

Note that @cp + @pep + $1 and Qps -+ (Pps + ~$2 due to the effect,s of the laser transport system. 

Eq. 5.16 gives the circular polarization assuming there is no unpolarized component,, and that we 

have chosen to work with right handed light from Eq. 5.15 onward. 
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If Qcp + $1 = t, and Q’ps + 42 = 0 then we have fully circular light at the Compton IP. We 

call this the Empirical Model of the laser transport system. A second, more complicated model of 

the optical transport system allows for arbitrary compensation for the polarized light, a,nd arbitrary 

rotation of the major-axis of the resultant polarization ellipse. This model was referred to as the 

Berek’s model, and is described fully in reference [40]. 

The photodiodes used to measure the light intensities were investigated for non-linearit,ies in 

their response and noise pickup from the electronics associated with the laser firing, [41]. We quot.e 

a 0.1% systematic uncertainty in measurements made by the Ana.lysis Box photodiodes due to non- 

linearit,ies and noise pickup. The helicity filter formed by a quart.er-wave plate followed by a calcite 

prism ha,s already been presented. We mult,iply the J!?&I~ in Eq. 5.15 by the desired filt,cr a.nd take 

the absolute value to obtain equat,ions for signals seen by photodiodes behind the helicity filters. 

For right, and left handed light going through a right-ha.ntled helicity filtc,r, we obtain an equation 

similar to Eq. 5.13 for the intensity of light,, I,, 1,, on t,he phot,odiode: 

Z, = G(l +sin( @cp2+ & ) cos (@ps + 42) + U) 

Z, = G( 1 - sin (“9: ” ) cos (@‘pi + 42) + U) (5.17) 

This is essentially the same as Eq. 5.13, but with the phase shifts 41 ,z added to parameterize the 

laser transport system. The variables G and lJ denote the photodiode gain and unpolarized light 

fraction respectively. 

5.2 Automatic Pockels Cell Voltage Scan 

The voltages on both Pockels cells were scanned continually about their nominal voltages in order 

to determine the phase shifts imparted to the light by the transport system. The nominal voltages 

were chosen to provide circular light at the Compton IP, and updated as necessary. During a typical 

scan, the voltage on the second Pockels cell (the PS Pockels cell) was held constant while the voltage 

on the first cell (the CP Pockels cell) was scamled about its nominal (usually M flGO0 volts). Then 

the first cell was fixed at nominal and the second scanned about it#s nominal (usually M -200 volts). 

The voltage on the CP Pockels cell alternated pseudo-randomly between positive and negative. 

The CP portion of a scan was therefore two portions, interleaved. The variation of the CP voltage 

around the positive high-voltage nominal point was referred to as the CP-Right portion and the 
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one around the negative voltage was the CP-Left portion. During the CP portion of a scan, t.he PS 

voltage stayed fixed at it#s nominal voltage. 

During the PS portion of a scan, the CP voltage was alternated between the fixed positive and 

negative nominal voltages, while the volt.age on the PS Pockels cell was varied around its nomina~l. 

We performed two soits of scans to determine the laser polarization parameters. One scan used 

the Compton scatt,ering asymmetry seen in the scat,tered electrons by the Cerenkov detector as a 

function of the Pockels cell voltages, to determine t,he phase s1lift.s at, t,he Compton IP (EPOL scan). 

The other used the signal in the Analysis Box phot,odiodes to det,ermine t,he phase shifts and the 

absolute light pola.rizat,ion in the Analysis Box (LP scan). 

5.2.1 LP scans 

An LP scau consisted of eighty points of 100 beam crossings each. Since the Compton laser fired for 

approximately 10 beam crossings per 100, the st,atist,ical unceitainty of t.he helicit,y filter photodiode 

signa.ls per point was accept,ably small. The CP and PS Pockels cell voltages were varied and the 

signals on the Ana.lysis Box helicity filt,er photodiodes were noted as functions of these voltages. 

A single LP scan consisted of fort,y CP points in which the CP Pockels cell voltage varied from 

f800V to f2000V while the PS Pockels cell voltage was held at a fixed nominal voltage. Then 

forty PS points were taken in which the PS voltage was varied from -2000V to +2OOOV and the CP 

Pockels cell was held at a fixed nominal voltage, (alternating in sign). Since each point consisted 

of 100 beam crossings, an LP scan took lit.tle over one minute to complet8e. They were performed 

approximately once per hour. 

5.2.2 EPOL scans 

An EPOL scan was similar to an LP scan in that the voltages on the two Pockels cells were varied. 

The difference was that rat.her than observing the change in photodiode signals, the EPOL scans 

were used to observe the change in the Compton scattering asymmetry as a function of the Pockels 

cell voltages. At each voltage, a full Compton run (usually 20,000 b ean-crossings) wa.s taken t,o 

achieve acceptably small statistical uncertainty on each scan point. 

As with the LP scans, off-nominal voltages OII the Pockels cell caused the light at the Compton IP 

to be less circularly-polarized (more elliptically polarized) This led to a smaller asymmetry measured 

in the Compton scattered electrons as detected by the Compton Cerenkov detector. 
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An EPOL scan consisted of approximately eighteen full Compton runs of 20,OO beam crossing 

each, and took about an hour to complete. Several points in an EPOL scan were taken with 

nominal voltages on the Pockels cells, and these nominal runs were used in the beam polarization 

determination. EPOL scans were performed continually during normal polarimeter operation. One 

of the assumptions in usiug these scans to determine laser polarization parameters was that the real 

electron polarization did not change during the time-span of an individual scan. 

5.2.3 Pockels cell scan fits and Py determination 

The LP scan dat,a were fit. t,o the following equat.ion, obtained by propa.gating the electric field vect.or 

in t,hc Analysis Box t.hrough the helicit,y filter mat,rix in Eq. 5.11. !JV~ allowed for varying photodiode 

gaiu and unpolarized light. fract.ion by allowing those quantit,irs to float, in the fit. along with the 

transport induced phase shifts and t,he qua.rter-wa.ve volt,ages of t,he Pockels cells. 

PD = G( 1 f sin 6Fbox cos 6$b”x + [i), (5.18) 

where PD is the background (la.ser off signal) subtracted signal seen on the photodiode being fit, G 

is the gain of the photodiode, and I! the unpolarized fraction of the light. The sign after the 1 is + 

(-) if the photodiode in question observed a large signal for positive (negat,ive) voltage on the CP 

Pockels cell. We labelled this photodiode Analysis Box Photodiode Al (AZ). The variables Sfbox 

andbAhox are defined as follows: 3 

&Abox _ vcp - &P 
Abox ~ 

1 VX 
~ 
2 -TCP 

Similarly, 
Abox ~ $box = vps - 4~s 

VX 7’ 4PS 

(5.19) 

(5.20) 

where Vcp,ps are the volt,ages on the CP and PS Pockels cells, &$,$> are the phase shifts (measured 

in volts) at the Analysis BOX, and the VA 4 CP,PS are the quarter-wave voltages of the Pockels cells. 

Fig. 5-2 shows data point,s taken during a typical LP scan, as well as the corresponding fit to 

Eq. 5.18. We allowed the PS phase shift to be fit separately for positive and negative voltage on 

the CP Pockels cell. These two cases are shown in Fig. 5-2 as the PS Max fit and the PS Min fit. 

The difference between the PS phase-shift for the two cases was x 50 volts over the course of the 

run. This difference was a indication of the limitations of the empirical model of the laser transport 

system, and was taken into consideration when assigning systematic errors. We assign a systematic 
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Figure 5-2: Analysis Box Diode data from Pockels cell scan (LP scan) with fit (line) showing 
CP scan (top) and PS scans (bottom). 

error of 0.1% due to limitations of the la,ser transport model. 

Fig. 5-3 shows a histogram of the fraction of unpolarized light as obtained from the fits over the 

course of the 1993 run. We quote a value of U = (0.5 f 0.5)s for the fraction of unpolarized light 

in the laser transport system. The width of the distribution in Fig. 5-3 was most probably due to 

the finite resolution of the Pockels cell high voltage readback. 

The LP scans used data from the photodiodes in the Analysis Box. However, the large pha.se 

shift from the two uncompensat,ed mirrors between the Compton IP and the Analysis Box made the 

LP sca.n data unsuitable for determining the light polarizat,ion at the Compton IP. The EPOL scans 

were used for this purpose. For the EPOL scans, we fit an equation to the asymmetry measured in 

the Compton scattered electrons, versus the Pockels cell voltages as they were varied in the scans: 
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Figure 5-3: Histogram showing the unpolarized light fraction from all the LP scan fits. The 
unpolarized fraction was estimated to be (0.5 + O.5)% from this distribution. 

-C, = sin 51 cos &I (5.21) 

A~hs is the (raw) asymmet,ry in t,he Compton scattered electrons measured by channel 6 of the 

Compton Eerenkov detector. ‘Pep7 is the product of the electron and photon polarizations, and 61 

a.nd 62 are the phase shifts as defined in Eqs. 5.19 and 5.20, but at the Compton IP. Fig 5-4 shows 

points taken during a typical EPOL scan. The point.s are superimposed on a best-fit curve in which 

only the pha,se shifts were allowed to float. The quarter-wave voltages for the Pockels cells were 

determined from the LP scans and fixed for the EPOL scans. 

We took the product of of the phase shifts along the two axes, and multiplied by a factor of 0.995 

(to account for the unpolarized light) to determine Pr from a particular scan. We list the systematic 

uncertainties for this determination of light polarization below as corrections to be applied to the 
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Figure 5-4: Compton Asymmetry data from Pockels cell scan (EPOL scan) with the fit 
(line) showing a CP scan (top) and PS scans (bottom). 

electron polarization determination. We had the following sources of systematic error: 

l Unpolarized fraction :0.5% 

l CP Pockels cell phase shift: 0.2% 

l PS Pockels cell phase shift: 0.2% 

l Uncertainty in the laser transport modelling: 0.1% 

l Possible photodiode non-linearities and noise pickup: 0.1% 
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Figure 5-5: ~~~~~~~~~ in the Analysis Box for the pre-AutoPockscan era. 

Adding the systematic errors in quadrature, we quote a systematic error of 0.6% on the laser polar- 

ization determination during the AutoPockscan era. 

5.3 Pre-AutoPockscan Yy determination 

Fig. 5-5 shows the laser polarization as measured by the Analysis Box photodiodes, for the pre- 

scan era. We identified seven distinct time periods which we analyzed separately. The pre-scan era 

was plagued with laser-power fluctuations and burnt optics, necessitating many changes of optical 

components and recalibration of the light transport system, leading to the large number of separate 

laser-polarization calibration periods. We refer to these periods as pre-scan epochs. 

We summarize the ‘P-, determination for the Pre-AutoPockscan era in table 5.1, along with the 

methods used. Reference [40] presents the data and techniques used in significantly more detail. We 
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Method 

Table 5.1: The light polarization in the Pre-Scan era. 

ascribed a systematic uncertainty of SPY/P, = 2.1% on the Pre-AutoPockscan data, of which 0.5% 

is due to the unpolarized fract.ion aud is correlat,ed wit,11 the scan era systematic uncert.aiut,y. \Ye 

weighted for luminosit8y arid combined the 0.6% systematic uncerbaint8y from the AutoPockscau era 

aud obtaiued SPY/P, = 1.0%) for the entire 1993 ruu. 
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Chapter 6 

Systematic Checks of the Compton 

cerenkov Detector 

The Compton scat,tered electrons were detected by the Compt,on cerenkov detector. Fig. 3-6 shows 

a schematic drawing of the cerenkov system, a nine channel cerenkov threshold counter arrayed 

downstream of a dipole magnet. 

As described in chapter 4, the elect,ron beam polarization was extracted from the measured 

Compton asymmetry, once the light polarization was determined and the theoretical analyzing 

powers were calculated. The calculation of analyzing powers has been discussed in section 4.2. This 

chapter describes the measurement of the Compton scattering asymmetry in greater detail, along 

with the associated systemat,ic uncertainties. 

An asymmet,ry measurement does not require knowledge of the absolute gains of the detecting 

a.pparatus, but does require that the apparatus respond in a linear manner in the signal region. The 

linearity of the photomultiplier tubes used in the cerenkov detector was an issue of some concern. 

The linear-response regime of the photomultiplier tubes was determined by dedicated tests, and data 

used in the beam polarization determination were shown to lie in this regime. 

A spectrometer like the cerenkov detector is sensitive to its relative position with respect to the 

positions and directions of the electrons to be detected, and features in the spectrum can be used 

to calibrate the position. In polarized Compton scattering, two features in the scattered electron 

spectrum are obvious: The kinematic edge - there can be no Compton scattered electrons beyond 

a certain point in the spectrometer, and the zero-asymmetry point - a point on the spectrum where 

the measured Compton asymmetry goes to zero. Both the kinematic edge and the zero-asymmetry 
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point have been discussed in section 4.1. The Cerenkov detector WECS calibrated to satisfactory 

precision by locating a.nd monitoring these two features of the Compton scattering spectrum. 

There was a systematic uncerta.inty due to the firing of the Compton laser and associated Q- 

switch mechanism, which induced a small signal on the ADCs used for the cerenkov detectors. The 

ADC signals were corrected for this spurious pickup. The amplitude of channel-to-channel cross-talk 

in the detector was studied and shown to be small. 

6.1 Compton cerenkov Detector Linearity Checks 

The main sourct‘ of instantaneous non-linearity in a detection system based on phot,onlrrltiplier tubes 

is due to space-cha.rgr sat,urat.ion in t,he la.ttrr stages of t,he photomult.iplier amplificat.ion chain. The 

lint,arity of t,hr det.ector channels was investigated using an in-sift syst.em. The photomult,iplic,l 

t,ubes used in t#he drtect,or were mounted in specially designed bases that. allowed two separate high 

voltage supplies to power t#he photomultiplier tubes. The cat,hode and the first six dynodes in the 

amplification cha.in were powered by the front-end supply (El), while the remaining dynodes were 

powered t,he back-end supply (E2). The dual high voltage supply scheme and the large experimental 

asymmet,ry - as high as x 40% at the kinematic edge ~ allowed us to study the variat,ion of gain 

wit,h signal size, and investigate possible non-linearities in t,he system. We cha,nged the El voltage, 

thus changing the number of electrons injected into the amplification chain, without affecting the 

latter stages where the saturat,ion occurred, since they were controlled by E2. Fig. 6-l shows the 

data from one such linearity check. The measured Compton asymmetry is shown as a. funct,ion 

of the e- - y spins-aligned signal on channel 6 of the ilerenkov (PN:), which was increased by 

increa.sing the El voltage. The asymmetry shown was normalized to the asymmetry measured by 

channel 7 (for which the voltage was held constant), in order to remove effects of electron beam 

polarization fluctuations. The onset of non-linearity due to saturation is clearly visible at a signal 

size of M 200 ADC counts. For PH$ < 145, no correction was deemed necessary. The following 

empirical equation was used to correct the signal. 

ADCr,"),"t'd = ADCFT6 if PH$ < 145 
(6.1) 

ADCF&' [l - 2.94 x 10w7. (PH$ - 145)] if PH: > 145 

We required 40 < PHZ < 440 for the data used to determine beam polarization. Fig. 6-l also shows 

the distribution of the PHt signal for channel 6, weighted by the SLC luminosit,y. Very little dat#a 

lay in the non-linear regime. 

The uncertainty on the point,s in shown Fig. 6-l was dominated by statistics. With more data at 
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Channel 6 Linearity Check 
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Figure 6-l: Linearity curve for cerenkov channel 6. The horizontal lines indicate 411% 
systematic error. The luminosity weighted distribution of the PH$ signal is also shown. The 
double-peaked structure was due to Compton luminosity fluctuations (laser and e-) over the 
1993 run. 

various pulse heights, the linearity response curve could have been determined wit,11 higher accuracy. 

We ascribed an 0.7% uncertainty to the linearity mea.surement of chamrel 6. 

Once the linearity characteristics of Cerenkov channel 6 had been determined, we determined the 

linearity of the chamrel 7 response to approximately equal accuracy by comparing the asymmetries 

from the two channels over the entire Compton data sample. The signal size varied considerably 

over the entire run, due to fluctuations in Compton laser power and electron beam current. The 

pedestal-subtracted Compton signal in channel 7 ranged from a low of about 30 ADC counts to over 

440 ADC counts. 

Fig. 6-2 shows the plot for channel 7 of the Cerenkov. There is significant bow in the response of 

channel 7, contained within a band off 1%. We ascribe an uncertainty of 0.7% to the measurement 

of channel 7 linearity response. The signal in channel 7 was corrected wit.h the following empirical 
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Channel 7 Linearity Check 

0.6 

I 

Figure 6-2: Linearity curve for cerenkov channel 7. The horizontal lines indicate 3~1% 
systematic error. 

function: 

(6.2) 

We required 40 < PHf < 440 for data used in the polarization determination. 

6.2 cerenkov Detector Position Calibration 

6.2.1 Kinematic Edge Calibration 

The kinematic edge was located by sweeping the Cerenkov detector transversally across the Compton 

spectrum. The ADC signal from the Cerenkov channel being swept out beyond the kinematic edge 

showed the following behavior: The signal remained roughly constant as the channel moved toward 

the kinematic edge, then dropped of linearly as the channel was moved out beyond the edge, followed 

by a constant, zero signal as the channel lay entirely beyond the kinematic edge. The beginning of 
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the linear drop-off was the point at which the kinematic edge moved across the outer edge of the 

channel. 

The effect of the lead preradiator was to smear out the signal, such that the sharp edges in the 

figure became rounded, due to broadening of the response functions. However, the EGS4 Monte- 

Carlo was used to simulate the effect of the lead preradiator to satisfactory precision, as described 

in section 4.3. 

Resolutiou of edge position 

A calibrat,ed linear potrnt,iometer on t,hc de&t.or taljlc provided the horizonbal scale for the edge 

scans. The signa. from channel 6, normalized t,o t,he signa. from channel 3 (adjusted for the change 

in t,he C’onipton cross-sect ion wit#h det,ector molion) to account for Compt,on luminosity fluctuat,ions, 

provitlt,tl the vert.ical scale. The misalignment of the projective geometry of the &renkov channels 

as a sca.n progressed wa.s considered a small effect,, and was included in t,lie Monte Carlo simulat,ion. 

A cubic spline fit. was performed on the channel 6 edge scan data, and this spline was then fit, to the 

Monte Carlo dat,a points to extract the edge positions from the scans. The horizontal offset of the 

Monte Carlo po&s, the signal scale and offset were allowed to float in the fit [37]. 

Fig. 6-3 shows an edge scan. This particular scan was taken for the 1992 run, and had no lead 

preradiator in front of the detector. The kinematic edge is clearly discernible as a sharp edge at 

the beginning of the downt#urn in the signal. Fig. 6-4 shows an edge scan done with a 0.3 cm thick 

lead preradiator in front of the detector, taken on May 2, 1993. Both the data points and the EGS4 

Rlont,e Carlo simulat,ion are shown. The a,greement is quite good. Three edge scans were performed 

during the 1993 Compton run. The results a.re summarized in table 6.1. 

Scans of the Compt,on kinematic edge located the channel walls, but, provided no information 

about possible detector misalignment. As noted earlier, the channel walls in the front section were 

projective, pointing back to the effective dipole bend point. Detector misalignment could have 

induced electron showers in the channel walls, changing the response functions. Simulat,ions of 

edge scans with the det,ector misaligned showed that edge scans could not be used to diagnose 

misalignment. The edge scans obtained with a misaligned detector would be nearly identical in 

shape to one obtained with an aligned detector. We expected x 0.05 cm shift in tra.nsverse position 

for a 5 mr misalignment, given the 10 cm half-length of the channel. Studies performed [37] bear this 

out, and allowed us to assign an error of 0.08% and 0.03% per milliradian in the analyzing powers 

of channels 6 and 7 respectively. Since the detector was surveyed to better than a few milliradians, 

we neglected the error due to misalignment. 
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Displacement from Normal Position (cm) 

Figure 6-3: An kinematic edge scan with no lead preradiator (taken during the 1002 SLC 
rnn). Data (dots) and EGS fit (line) are shown. The sloped region in the center is due to the 
kinematic edge being swept across the 1 cm width of the channel. 

Edge Position (cm) 

Table 6.1: Kinematic edge positions as determined from edge scans. Positions are qnoted 
as cm from the edge to the inner wall surface of channel 7. 

Monitoring of edge position 

The edge scans were a fairly intrusive way to locate the kinematic edge and thereby calibrate the po- 

sition of the Cerenkov. The location of the zero-asymmetry point also determined the position of the 

Compton spectrum relative to the Cerenkov without disturbing normal Compton data acquisition. 

The zero-asymmetry point fell between channels 2 and 3 of the Cerenkov. The quantity 

A2 Ao= ~ 
I I A3 - A2 (6.3) 
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Figure 6-4: An edge scan with 0.8 cm thick lead preradiator in front of the cerenkov 
detector. Data (dots) and EGS fit (line) are shown. 

where AZ, A3 are the experimental raw asymmetries as measured by channels 2 and 3 respectively, 

was monitored to determine the position of the Compton spectrum over the run. In the limit, of ideal 

channel response and negligible cross section and asymmetry function variation, the value of A0 is 

the distance of the zero asymmetry point from the center of channel 2 as a fraction of a channel 

widt,h. Therefore, any change in A0 corresponded to a change in the position of the elect,ron beam 

relative to the detector. 

Fig. 6-5 shows the behavior of A0 over the course of the run. We identified three periods of time 

with different, values of 110, separated by vertical lines in the figure. The edge scans are indicated 

by arrows. Period I extended from the beginning of the run to July 10. Period II started on July 

10 and ended on August 4. Period III started on August 4 and continued to the end of the run. 

The shift between periods I and II corresponded to M 300,~m motion in the electron beam 

position. This was confirmed by the difference in the edge positions as determined by the edge 

scans taken on May 2 and July 15. The boundary between periods II and III corresponded to 

the removal of the Pb shield outside chanrlel 1, which changed the asymmetry as mea.sured by the 

inner cha.nnels. Therefore, for period III, the quantity A0 did not reflect the relative position of 

the electron beam. For period III, the change in signal height for chanrlel 7 (which contained the 
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Figure 6-5: The zero-asymmetry-point in Compton scattering, as monitored by the quantity 
A0 over the course of the run. Calibration periods I - III, are separated by vertical lines. 
Arrows indicate edge scans. 

kinematic edge) indicated a small (E 100~~m) shift in tl le osition of the electron beam. p 

Fig. 6-6 shows the rat,io of Compt.on signals (laser-on minus la.ser-off) in channel 6 to channel 

7. Since the Compton kinematic edge lay within the acceptance of channel 7, the total signal in 

channel 7 increased if the beam position (and hence the entire Compton spectrum) shifted towards 

the Compton detectors. The arrows indicate motion of the electron beam relat.ive to the Compton 

detector. The first arrow points to the 300pm shift between periods I and II. The second arrow 

p0int.s to the 100,~m shift between periods II and III. The figure also illustrates the dangers of using 

t,he absolute signal, rather than edge scans, as indicators of det.ector position relative to the beam 

position. The ratio shows a clear jump at day 192 corresponding to the 300/1m shift, but it also 

shows a slow rise aft,er that (in period II), until there is another shift. corresponding to the 100pm 

shift. The slow overall rise of the ratio was due to a known decreasing signal size in channel 7 [23]. 

The total error in the position calibration, including the uncertainties in the edge scans and 

tracking the beam position through the measurement of the zero asymmetry point, wa.s estimated 
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Figure 6-6: The ratio of total signal, cerenkov channel G/channel 7. Sharp jumps (arrows) 
are beam position changes. 

at f25O/rm, which corresponded to an uncertainty in the polarization determination of 9 = 0.45% 

for channel 6 and 0.14% for channel 7. Table 6.2 lists the kinematic edge positions for the three 

different calibration periods, along with the analyzing powers for Cerenkov channels 6 and 7. 

6.3 Bend Strength Fit and Inter-channel Consistency 

The Cerenkov detector had nine channels, seven of which were situated within the acceptance re- 

quired to measure the Compton scattering asymmetry. We used channels 6 and 7 to determine the 

electron beam polarization, since during most of the run, the imler channels were contaminated by 

negative asymmetry electrons scattering from the Pb shield. 

The Pb shield was removed on 8/4/93. We used data from period III (as defined in Table 6.2) 

and fit the entire Compton scattered asymmetry for the bend strength of the analyzing magnet, 

Bl. This was compared t,o the measured bend strength, and provided a valuable cross-check of the 
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1 Calibration Period Position (cm) as a7 Notes 

I: 4/24 - 7/10 0.84 41 0.025 0.6151 0.7020 
II: 7/10 - S/4 0.87 f 0.025 0.6118 0.7007 Beam position shift,s by 300,~~ 
III: 814 - 9/l 0.88 f 0.025 0.6107 0.7003 Pb shield removed 

Table 6.2: Edge positions for the three calibration periods, as determined by the edge 
scans, and monitored by the zero asymmetry point and ratio of signals in Ch. 6 and Ch. 7. 
The channel analyzing powers (~6 and (~7) are listed. 

Bl bend st,rength (Mev/c) Edge Posit.ion (cm) \ i,;,% F 

825.2 0.88 (fkd) 329.7 - Best. fit. Bl 
833.2 (fixed) 0.88 (fixed) 8‘14.1 -O.‘L!)‘% Bl fixed at. no~~~inal 

820.2 0.85 (fktl) 334.6 -0.32X. edge movetl out, In 

Table 6.3: Summary of the bend strength fitting. 

polarization measurement,. 

The data set, from period III was averaged and compared to the expected asymmet,ry from the 

EGS Monte Carlo. The electron-photon polarization product, F,z?, wa.s allowed to float in the fit, 

as was the bend st.rength. The kinematic edge position was fixed at 0.88 cm. Minimizing the x2 

yielded a bend strength of 825.2 Mev/c, and a xkin =329.7. The nominal bend strength was 833.2 

Mev/c, and fixing the bend strengt.11 at nominal increased the x2 to 844.1, but produced only an 

0.3% change in the PePy fit. Moving the edge by 300pm to 0.85 cm also changed the polarization 

fit, by only 0.3%. Table 6.3 tabulates information on the bend strengt,hs 

The bend strength, and thus the beam polxization, was well understood at, the level of a few 

tenths of a percent. In order to determine a systematic uncerta.inty, we used the best-fit Bl bend 

strength, and calculat,ed the asymmetry expected in each of the seven Cerenkov channels that see 

Channel Data Asymmetry Expected Asymmetry Residual 

Table 6.4: cerenkov detector inter-channel consistency. 
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Inter-Channel Consistencv Check 

Figure 6-7: The Inter-channel consistency for the cerenkov detector. Top plot shows the 
expected asymmetry (line) and data (dots). Bottom plot shows the residuals. The statistical 
nnccrtainty on the points is negligible; the scatter is due to small systematic uncertainties, 
especially in the inner channels. 

Comptou scattering. We compared this to data (from period III, after the Pb shield was removed), 

aucl det.ermined an overall syst,ematic uncertaint,y (the Inter-channel consistency) from the residuals. 

Table 6.4 and Fig. 6-7 present. the data. 

The residuals for the inner channels were much huger than t,he staMica1 uncertaint.y, indicating 

small system&c effects that were not understood. Such effects could include displaced walls and 

misaligned channels among other such matters. Obviously, if the channel walls were not located 

exactly where the Monte Carlo simulation assumed they were, the measured asymmetries would 

have been much different than the expected asymmetries. The acceptance and position of channel 

7 was well understood, since the edge scans precisely determined the location of the wall between 

channels 6 and 7. The wall between channels 7 and 8 was not all that crucial, since the Compton 

signal kinematic edge fell wit,hin the chamrel 7 acceptance. Channel 6 was similarly well understood. 

Studies have shown that adjusting the wall locations and dimensions suitably can account, for only 

a. third of the scatter in the residuals. Other effects of concern were optical cross-talk, detector 

misalignment, and photomultiplier tube non-linearities. The inner channels, where most of the 

scatter lay, were not as well understood as channels 6 and 7, where the kinematic edge provided 

107 



Channel EA0.s/EA0.9 DATA EAo.3/EAo.9 SIMULATION 

6 1.008f 0.0047 1.007 
7 1.00&t 0.0045 1.009 

Table 6.5: Ratio of measured asymmetry due to different lead preradiator configurations 
for data and EGS simulation. 

a powerful calibrat,ion tool. The high asymmetry in the Compt,on scattering signal rendered these 

outer channels relatively insensitive to various systematic effects. 

The root-mean-square of all t.he residuals was *0.0026. VVe assumed this was a reasonable 

e&mate of the syst,eniat,ic uncert,aint~y from det,ect.or motlelling (a.lt,hougli this e&mate was overly 

conservat,ive in the case of channels 6 and 7, t,he channels of interest, in the polarization measurement,). 

\\:e obtained a systenrat,ic error of 0.071%I and 0.062% from inter-channel consistency for channels 6 

and 7 respect,ively. 

6.4 Systematic Uncertainties in cerenkov Detector Simu- 

lat ion 

The EGS4 modelling of the Cerenkov detector and the calculation of the analyzing powers for the 

cha.nnels has already been presented. We performed a few cross-checks to ensure that the detector 

was well modelled. The lead preradiator produced an amplification in the observed signal in the 

det.ector. Different. thickness of preradiator yielded different amomns of smearing and amplification. 

These differences lead to changes in the measured asymmetry, which were studied in a dedicated 

test, and compared to the changes predicted by the simulation. The difference in the asymmetry 

measured with 0.3 cm and 0.9 cm of lead preradiator was determined and compared to the prediction. 

Table 6.5 presents the data as a ratio of the two measured asymmetries. We note that the predicted 

and measured ratios of asymmetries agree, lending further confidence to the EGS simulations. 

6.4.1 Effects of Pb shield 

We estimated the effect of the shield on channels 6 and 7 using the EGS4 detector simulat,ion, and 

adding the Pb shield as region in the simulation. This augmented simulation predicted sma.ll relative 

changes in the analyzing power of the outer channels: -0.2% and < -0.1% for channels 6 and 7 

respectively. These corrections were applied to the analyzing powers used for the periods when the 
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Pb shield was in place. We used the channels outside the Compton kinematic edge to confirm that 

the Pb shield had a very small effect. If, indeed, there were a large effect on channel 7 from the 

shield, then the contamination - in the form of a low-asymmetry signal - would have extended out. 

to channel 8. Since channel 8 was beyond the Compton edge, we expected to see a very small signal 

in this channel, (mostly due to smearing from channel 7). With the Pb shield in place, the ratio of 

asymmetries in channels 7 and 8 was: EA8,7 = 0.979& 0.010, while with it removed the ratio was 

EA8/7 = 0.984 f 0.017. The difference in the asymmetry in channel 8 was less than 1.0%. Since 

channel the 8 acceptance subtended less than 10% of the high-asymmetry Compton signal that the 

channel 7 accept.ance did, the tot,al low asymmetry signal in channel 8 was less than 0.1% of the 

lligh-asymmt\t.ry signal in channel 7. The effect of the low-a,symmet,ry cont,amination from the Pb 

shic>ltl was t,herefore less t,han O.l%l, confirming the conclusion of t.he EGS simulation that, the Pb 

shield had no a.pprpciable effect 011 channels 6 and 7. 

6.5 Electronic Cross-talk and Laser Pickup 

C’llanllel-to-challiiel cross-talk was studied by applying high voltage to only one phototube (energized 

channel), and looking for any signal in the ot,her eight phototubes that, had no high volt,age applied 

(uii-energized channels). No un-energized channel was observed to have more than 0.1% of the 

signal in the energized channel. The complementary st,udy, in which all the cha.nnels but one were 

energized a.nd the lone ml-energized channel studied, showed no signal in the ml-energized channel 

greater than 0.5% of tl le signal present when the channel was energized. 

The asymmetry ratio, EA8i7, present.ed in the previous section, was also used to put. a limit, 

on the channel-to-channel cross-talk. The observed ratio was EAs/T = 0.984, while the expected 

rat,io wa.s EAEGS = 1.004. The observed and expected values are within 2% of each other. The 
817 

overall signal size in channel 8 was X x 10 smaller than that in channels 6 or 7, since channel 8 

was beyond the Compton kinematic edge. Therefore, if the observed 2% difference in cha.nnel 8 

asymmetry were entirely due to channel-to-channel cross-talk, it would have corresponded to an 

0.2% effect in channels 6 or 7. We took 0.2% as an estimate of systematic uncertainty introduced 

by channel-t,o-channel electronic cross-talk. 

The Nd:Yag laser used as the light source for the Compton polarimeter was Q-switched - the 

lasing cavity qualit,y factor was changed by a fast high voltage pulse on a Pockels cell, t,hereby 

initiating short pulses of high peak power from the laser. The Q-switch mechanism was seen to have 

some effect on the Cerenkov electronics, causing a small pickup on the ADC of a few count,s. Efforts 

to eliminate this pick-up were unsuccessful. Since this signal was only present when the laser fired, 
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it had to be measured and corrected for, since it was not present in the background determined wit.11 

laser-off pulses. 

The electron beam toroids provided a reliable way to ident,ify pulses for which the electron beam 

was not present,, and these toroids were used as vetoes in the Compton summation. We identified M 

0.1% - 1.0% of the data as empty beam crossings, with no electrons. Typically, this correction was 

1 - 2 ADC count,s for a signal of around 50 ADC counts. We were able to estimat’e the laser pickup 

correction by compa.ring the laser-on to laser-off signal in the Cerenkov when the t+ctron beam wa.s 

absent to NN f 0.2 ADC counts for M 1 hour intervals, leading to a fractional uncertainty of a few 

tent,s of a percents in each one hour period. Since the pickup correct.ion was uncorrelat~cd from period 

to period, and was mea.sured approximat.ely 3000 times over the entire run, the uncertainty on the 

pickup correction for the entire 1993 C’ompton run was much less than O.Ol%, and wa,s ignored, once’ 

correction had been n~adc. 

6.6 Summary of cerenkov detector Systematic Uncertain- 

ties 

We summarize the major syst,ematic uncert,aint,ies for the cerenkov detector (&P/P): 

0 Laser Polarization: 1.0% 

l Photomultiplier Linearity: 0.6% 

l Detector Position Calibration (and EGS simulation): 0.4% 

l Electronic Noise and crosstalk: 0.2% 

l Inter-channel consistency: 0.5% 

For a total of W/P = ~ALR/ALR = 1.3% 
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Chapter 7 

Chromatic Correction 

A small corre&on had to be made to the polarization as measured by the Compt,on polarimeter, 

T,, to obtain the luminosit,y-weighted polarizat.ion used in the ALR analysis, p:“‘“. The main 

cont,ribution t.o the difference between ‘P, and Pr’” arose from a low energy tail in the energy 

distribut.ion of the electron beam. This effect was labelled t,he chronrnlic effecf [42]. The electron 

beam was not. monochromatic, but had an energy dist,ribution, N(E), cha.racterized by a narrow 

core (AE/E < 0.2%) and a low-energy tail extending to AE/E N -1% defined by collimators at, 

the end of the Linac. 

The luminosity and beam polarization at the IP also had a dependence on energy given by G(E) 
and P(E). For the 1993 running, the energy dependence of C(E) resulted from the small vertical 

spol at. the SLC IP which was sensitive t,o third order chromatic aberrations at the Final Focus. 

?(J?‘) had a. cosine shape (see Eq. 2.3), det.ermined from the effective number of spin rotations in 

t,he North Arc, which depended on the energy of the beam, as discussed in section 2.3.1. Each 

spin-rotation caused a small loss of polarization, due to the finite energy width of the beam. The 

effective number of spin-rotations for the on-energy electrons was measured to be 17.9. Off-energy 

electrons underwent more or fewer spin-rotations than electrons at nominal energy, and thereby had 

lower polarizat,ion. The three distributions, N(E), and P(E) are shown in Fig. 7-1, along with the 

vertical spot size, ‘TV, which determined the luminosity distribution, C(E). 

The Compton polarimeter measured the polarization weighted by the number density, 

(7.1) 
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Figure 7-1: The distributions for beam energy distribution, n/(E), vertical spot size g8( E) 
which determined the luminosity distribution, L(E), and the polarization distribution, P(E) as 
determined from the narrow energy spread beam tests. gy(E) (and thus L(E)) were determined 
from calculations, the rest from data. 
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while the ALR analysis required the polarization weighted by the number density and luminosity, 

em = 
j-P(E) .n/(E) .C(E)dE 

j-N(E) . L(E)dE ’ (7.2) 

These two quantit,ies were related by, 

P’““2 e P,(l + E), e (7.3) 

which defined the paramet,er <, the chromatic correction. 

Off-energy clt,ct,rons reduce longit,udinal polarizat,ion at. the SLC IP due to spin precession in 

t,llc, arc. They also cont,ribut ed less to t,he 1uminosit.y than on-energy el&rons bccausir they did 

nol. focus to a Slllilll spot, at, the SIX IP, while cont,ributing the sanicl a.s on-energy elect’rons to 

t ho C’ompton mc‘asuremrnt, of t,he bea.m polarization. Thus, FL”“’ was greater than T,. However, 

.!‘I” was constrainetl t.o be less than the polarizat,ion in the Linac, Ti’““‘, t since no spin precession 

occurred befort, t,he Nort,h Arc. Hence. 

(7.4) 

7.1 Measurements and upper lim its 

We used two separate methods to estimate the effect of the chromatic correction and the associated 

syst*emat,ic uncertainty. The first used the measured distributions for T(E) and N(E), as well as 

machine simulation models for C(E). However, this e&mate of t,he correct,ion was considered too 

dependent on models of t*he SLC and was not used. 

The second method to estimate the effect depended on data. The upper limit of the chromatic 

effect, wa.s constrained, in a model-independent way, to be 5 3.3%. The mean of the spread was taken 

as the magnit,ude of the effect, and the width as the systematic uncertainty, yielding < = (1.7 f l.l)%. 

The data-driven estimate resulted in significantly larger systematic uncertainty in the chromatic 

correction than the model-dependent calculation. The mean values of the corrections estimated by 

the two methods agree quite well. We now present the detail of the data-driven estimate of the 

chromatic correction. 
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Figure 7-2: The beam switchyard area (BSY), showin, u the location of the SL3 collimator. 

7.1.1 Bound from energy collimator data 

Fig. 7-2 shows the location of the SL3 collimator in the SLC. During the 1993 run this collimator had 

the largest effect. of any collimat,or on the low-energy tail. Fig. 7-3 shows the energy distribution of 

the ele&rons, N(E), as measured by a wire scan at the SLC II’. Part of t#he low-energy tail, clipped 

by the low energy jaw of SL3, is visible. At collimator SL3, a -1.5 mm t,ranslation of the low energy 

jaw corresponded to a 1% change in the energy cut 

Moving the SL3 low-energy jaw closer to the beam centroid removed more low energy electrons 

from the beam, and thereby increased the polarization as measured by the Compton polarimeter. 

Fig. 7-4 shows the correlation between the distance of the SL3 low-energy jaw from the beam centroid, 

Axes, and the Compton measurement of the beam polarization, P,. All the 1993 polarimeter dat,a 

(taken after the source laser wavelength change) are displayed in bins of SL3 jaw position, showing 

a clear correlation between the position of the collimator jaw and the measured beam polarization. 

Since the SL3 jaws were continually adjusted throughout the 1993 run, we concluded that the low- 

energy tail was present during the entire run, and the position of the SL3 low-energy jaw determined 

the magnitude of this tail and hence the size of the chromatic effect. We performed a linear fit to 
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Figure 7-3: Final Focus wirescan data. showing n/(E) (stars), and the position of the SL3 
Low-Energy collimator jaw for this scan (arrow); as well as the narrow-energy spread test 
beam (< O.l!%) distribution, (dashes). 

t,he points in Fig. 7-4, mtl to be conservative we assumed a slope lg steeper than the best-fit slope. 

This slope is shown in t,he Fig. 7-4 a.s a dashed line. Since the polarization at. the Linac, PFnac, did 

ilot, depend on beam energy, this slope was an upper limit for the dependence of the Linac-Compt,on 

polarization difference on the SL3 jaw position. 

~A’PLIN.-c~~~~.) % 

d( AXCB) 
< 2.7-- 

mm 

Where A’J’LIN.-c~~~. was the fract.ional difference, 

(7.5) 

(7.6) 

To translat,e the slope into a limit on the difference, Pdi’lnc - P,, we obtained the value of this 

difference at two separate values of A.CCB from the narrow energy-spread beam tests, the results 

of which are shown in table 7.1. These tests yielded an estimate of Paina’, since without the low- 
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Figure 7-4: Beam polarization measured by the Compton Polarimeter, vs. the SL3L (low 
energy) jaw position. The arrow indicates the average luminosity weighted position for this 
collimator for the 1993 SLC run. The dashed liue indicates the conservatively steep slope fit 
to the data. 

energy t,ail, the Linac and Compton polarization were essentially the same, except for a small (0.5%) 

correction due t,o spin diffusion and synchrotron radiation. We compared t,his estimate of Tfnac wit,h 

measurements of the Compton polarization P,, taken just before the narrow energy-spread beams 

were established. There were two na.rrow energy-spread beam tests, performed at two different SL3 

jaw positions. We used the more accurately measured point at Axes = -0.4 mm and the slope 

from Eq. 7.5 to obtain the equation for the polarization difference, 

A?'LIN.-romp. (Ax& < 4.0'%+2.7-&~ fk~. (7.7) 

We a.ssumed the (conservative) la upper limit of 2.9% for the polarization difference estimate at 

AXCB = -0.4 mm. 
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A.WB (mm) A~LIN.-c~~,,~.(%) 

July 2,4 -0.4 2.0f0.9 
July 15 0.5 5.1 f2.5 

Table 7.1: Narrow energy-spread beam tests and the the fractional difference between the 
Linac and Compton polarization. 

We used Eq. 7.7 and the mean luminosity-weighted value of AX~B during the 1993 run ( 

(AXCS) = 0.25 mm) and found the Linac-to-Compton polarizat8ion difference to be 

APLIN.-(:~~~~~ (0.25 mm) < 4.7%‘. (7.8) 

7.1.2 Bound from beam energy spread and clwomaticity 

After having obt,a.ined a conservat.ive upper limit, on the polarization difference between t,he Linac 

a.nd the Compton polarimeter, we est,imat,ed the polarization difference between the SLC IP and the 

C’ompton, by first, estimating a lower limit for the difference bet#ween the Linac and the SLC IP. The 

fract,ional Linac - IP difference was defined a.s 

APLIN-IP. = 
p,,, - p:” 

PLIN 
1 (7.9) 

where P:” is the luminosity-weighted polarization at the SLC IP. 

Calculat,ion of a lower limit for APLIN-~P was almost entirely free of modelling uncert,ainties, 

since the spatial beam parameters (emit,tance, divergence) as well as chromaticity, energy profile, and 

dependence of polarizat,ion on beam energy were known. The energy profile, N(E), was measured 

using wire scans as mentioned above. The dependence of polarizat.ion on energy, P(E) was measured 

using the narrow energy-spread test beams. 

We determined the dependence of luminosity on energy, l(E). by using data from that con- 

strained the beam spot size at the SLC IP. As described in section 2.3.2, the 1993 run of the SLD 

was successful partly due to the use of flat beams. The IP spot size in vertical direction was O.&m, 

while in the horizontal it was 2.G~172. The chromatic aberration was dictated by the dependence 

of the vertical spot size on energy. Dedicated studies of the beam chromaticity profile were per- 

formed by IP wire scans at various electron beam energies. The beam spot size measurements were 

obtained wit,h round beams, while the calculations were done using the TURTLE bea,m simulation 

package [43] assuming flat beams. 
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Horizontal spot size 

Vertical spot size 

-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 

Figure 7-5: Horizontal and vertical beam spot size from data (dots) and calculation (line). 
The vertical spot size data were taken with round beams, and the calculations indicate the 
spot size dependence for flat beams. 

The vertical and horizontal spot size measurements are shown in Fig. 7-5. The data shown were 

taken with a diagnostic round beam, the line is from a calculation of the spot size for flat beams. 

As the figures show, the horizont,al spot size (uz) for flat beams was not, significantly different from 

that for round beams. However, the vertica.1 spot size (a;) for flat beams was quitme different. The 

spot size at nominal energy for flat beams was nz x 6.5ptn2, 0; z 0.6flm2. At a 0.6% deviation from 

nominal, t,lie spot size was gz X lOf11n’, 0; z 20~77~“. We observed that oY, the vertical spot size, 

increased rapidly for electrons of off-nominal energy. This tight focusing in the vertical direction 

created a narrow band-pass in energy, and electrons outside this ba,nd did not contribute to the 

luminosity, since they were not focused to a tight spot at the IP. As Fig. 2-7 shows, these electrons 

also had lower polarization. 

In order to find a lower bound on API,IN-IP., and thereby an upper bound on A’&-c~,,,~., we 

chose a conservatively narrow gaussian bea.m energy profile suggested by the 1993 running experience 

at, the SLC: 0~ > 0.15%. We also chose a conservative maximum for the beam chromaticity from 

the spot size calculations, which yielded the narrowest possible band-pass in energy. Fig. 7-6 shows 

the vertical spot size, which governed the energy band-pass, overlayed on the beam energy gaussian 

estimate. It is clear that if either the band-pass or the beam energy spread were made any smaller, 
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AIW (5%) 

Figm-e 7-6: Overlay of the vertical spot size dependence on  energy (which dictates the en- 
ergy band-pass for high luminosity), and  the beam energy profile for the (T = 0.15% distribution 
used for the n’&,IN-I,. calculation (line), and  nominal beams with tails (dashes). 

the value of A?‘~i~-rn. would also become smaller, and  in the limit that either were made a  delta 

function, APLIN-IP. would go  to zero. Not including a  low-energy tail in the beam energy profile 

e&nate reduced the value of APL~N-IP, which was proper for an  estimate of the lower bound.  Using 

the conservat, ively narrow beam energy profile and  the conservatively large chromaticity (narrow 

energy band-pass),  a.nd weighting by the measured P(E) distribution, we obtained 

A’P,IN-in. >  1.4% (7.10) 

This e&mate was largely free of machine and  model  assumptions. 

W e  used the values in Eq. 7.8 and  7.10, to arrive at the difference between the luminosity weighted 

beam polarization SLC IP and  the Compton polarimeter measurement.  

APIP-c~,,,~. <  3.3% (7.11) 

W e  took the mean of the spread, 0.0% - 3.3%, in Eq. 7.11 as the correction to be  applied. W e  

assumed a  constant probability distribution in that range, and  assigned a  systematic uncertainty as 
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the la value, i.e. u = 0.34 . 3.3% = 1.1%. The correction to be applied was, 

AP~p-com~. = (1.7 f l.l)% = <. 

where [ is the correction parameter introduced in Eq. 7.3. 

(7.12) 

7.2 Estimate from machine model 

We quot,e the result from a machine-model based calculat,ion of ATIP-c~,,~~. [44]. This calculation 

relies on detailId simulation of many component,s of the SLC, including t,he Damping Ring beam pa- 

rameters (t,lie putat,ive cause of the low-energy t,ail), accelerat,ion and transport, energy collimation, 

Earth Arc spin dynamics and Final Focus effects. Data exist. t,o coufirm some of the assumpt,ions of 

the model, but. not all. The model predict,s a value of <motlcl = (1.9 f0. ) 7, 5 (0 w uc i is a confirniat,ion 1 1 ‘. 

of the model-irltlrpt~ntlerlt calculat,ion presented in the previous section. 

7.3 Summary of chromatic correction 

To summarize, we present the steps taken to arrive at <. 

l Polarization loss relation between Linac, SLC IP, and Compton described as A’&P-c~,,,,,. < 

APLIN-c~~~ - APLIN-IP. 

l SL3 low energy jaw studies and narrow energy spread beam studies put conservative upper 

limit, APLI~.J-c~,,,~. < 4.7%. 

l Beam energy profile, polarization energy dependence, and chromaticit,y used to put, conserva- 

t,ive lower limit, APLIN-IP > 1.4% 

1. Wire scans at IP suggest conservative gaussian beam profile. 

2. Narrow energy spread beam studies of chromaticity yield conservative estimate of lum- 

nosity dependence on energy. 

3. Narrow energy spread test also yields P(E), polarization dependence on energy. 

l Subtracting: APLIN-Q,,,,~. - APL~J-IP w A’PIP-c~,,,~. < 3.3%. Conservative upper limit 011 

the chrornat8ic correction. 

l Mean and range yield < = (1.7 f l.l)%. 
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Thus, we found 5 = (1.7 f l.l)%. W  e corrected the Compton measurement of P, for this effect, 

and we found the luminosity-weighted polarization for the 1993 run to be ‘Pp” = (63.0 f l.l)%. 
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Chapter 8 

Event Selection for the ALR Data Sample 

This chapter prc>sent,s the 2 event. sele&iou for the, 19!)3 A 1.~ analysis at, t,he SLD. The ev& select.ion 

used t.he Liquid Argon Calorimeter (LAC) d escribed in s&ion 3.1.4. The backgrounds in the data 

sample are identified and estimated. 

The maiu contribution to the backgrouurls in the 2 event. sample was the contaminat8ion from final 

&ate P+E- even&, also known as wide-angle Bha.bha events (WABs). A s lscussed in section 1.4, the d’ 

r+r- final st#at,e can proceed through either a predominantly 2 mediated s channel or a y mediated 

t channel. The t chamlel cont,ribution dilutes the value of ALR for the ~+e- sa.mple, therefore 

these eve& had to be discarded. Other backgrounds for the ALR event sample included the beam- 

gas, two-photon and cosmic-ray backgrounds. The effe& of backgrouuds in the 11~~ dat#a sample 

was to dilute the asymmet)ry, since the most, backgrounds manifest no left-right a.symmetry (r+e- 

backgrounds manifest a small left,-right a.symmet,ry). 

8.1 The Calibration of the LAC 

The response of the Liquid Argon Calorimeter to incident particles has been discussed in refer- 

ences [31] and [45]. In this section we present, the various scale factors used to couvert raw LAC 

ADC counts into an estimate of the particle energy. 
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8.1.1 The minimum-ionizing scale 

The minimum-ionizing scale (Min-I or y scale) was based on the assumption that the incident 

part.icle was minimum ionizing, as, for instance, a cosmic ray muon that traversed the entire LAC. 

The Mm-1 scale is one of the easiest5 scales to determine. One accumulates a large data sample of 

frilly t,raversing cosmic rays using an external cosmic ray trigger, and normalizes the pulse height 

distribution t,o that expected for the given materials and geometry [46]. The Min-I sca.le factors were: 

2.28 x low3 &V/AK-count. in the EM sections of the LAC, and 5.99 x low3 Gev/ADC-count in 

the HAD sections. The event. selection cut,s described in the proceeding section a.re formulated in 

t.lie hIin- scale. 

8.1.2 The e/r ratio 

The Mu-1 scale is not. a.tlequat e for an absolute measurements of the energy deposited in the LAC. 

As describetl in previous se&ions, the LAC sampled showers induced in lead plates by collecting the 

deposit,ed charge. Only a fraction of the total energy was sampled, and this fraction was dependent 

on the shower type. Elect,romagnet,ic showers, induced by incident electrons and photons, a.re small 

in bot,h t,hr radial and transverse coordinaks. Therefore, the first, two radial layers of the LAC 

(EM) were sufficient to contain electroma,gnetic showers. There was a slight loss of energy from low 

moment~mlr particles not, sampled by the LAC. Therefore the ratio of the LAC electromagnetic scale 

to the Mm-1 scale, e/l”, was less than one. 

Hadronic showers, induced by incident protons and pions, are more penetrating and more spread 

out, than elect,romagnetic ones. The latter two layers of the LAC (HAD) sampled primarily hadronic 

showers. Hadronic showers tend to lose some fract,ion of their energy into neutral particles, such 

as neut,rons and neutrinos from pion decay. Some energy is also lost to nuclear binding forces in 

hadron production. In addit,ion, hadronic showers were not fully comained by the LAC. The energy 

from hadronic showers that escaped the LAC was measured by the Warm Iron Calorimeter (WIC). 

However, the WIC response to hadronic showers was not properly understood and data from the 

WIC was not used in the analysis. The hadronic energy lost to the various effects lead to the ratio 

of the LAC hadronic scale to the Min-I scale, A/P to be less than one, and less even than e/p. 

The unequal efficiencies for measuring hadronic and electromagnetic energy meant that the true 

LAC energy scale depended on e/71, the ratio of the electromagnetic and hadronic energy scales. 

An extensive analysis of 1992 SLD data [31] established that this ratio was e/x M 1.7. The large 

difference in the electromagnetic and hadronic response of the LAC means that leaving calorimeter 

energies in the Min-I scale incorrectly weighk the two classes of events. However, for the ALR 
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analysis, we are not interested in an absolute energy determination. In fact, the main concern in 

the analysis is the separation of e+e- events from the hadronic sample, which is made easier in the 

Min-I scale. 

8.2 Event Selection 

The event selection proceeded in three distinct &ages. The trigger level, Pass 1, a.nd Pass 2. The 

events that survived were then associated with polarization mea.surement,s made by the Compton 

polarimet,er. 

8.2.1 Trigger level cuts 

nr SLC’ producc~d e+r- collisions at a rat,e of 120 Hz. The SLD drt.ect,or trigger was designed to 

make a decision and writ,e d&a to tape from a specific beans-crossing, and did so at an approximate 

rate of 0.2 Hz. 

The trigger decision was the OR of various detector quant#ities. Of primary concern in t,he ALR 

analysis is the ENERGY trigger. This trigger was set by calorimeter information. Other triggers 

included the TRACK trigger, which used a look-up table to recognize a two-track pattern in the Drift 

Chamber; the LUM trigger, which was set by the small angle luminosity monit,ors; and the HADRON 

trigger, which used a combination of the calorimeter and tracking information. In addition, there 

were other triggers, including a muon trigger, and a random t,rigger. 

We examine the ENERGY trigger in more detail, since the next level of event selection, Pass 1, 

tight,ened the cut,s from this trigger. The ENERGY t.rigger examined several sums of raw ADC dat,a 

from LAC towers to make the trigger decision. Separat,e sums were kept of towers that passed loru 

thresholds of 8 ADC counts for the EM and 12 ADC count,s for the HAD, and high thresholds of GO 

ADC counts for the EM and 120 ADC counts for the HAD. The sums were labelled as follows: 

l EHI. The sum of all the energy in the LAC, for towers that passed the high threshold: Had 

to be > 8 GeV (Min-I) for the ENERGY trigger. 

l ELO. The sum of all the energy in the LAC, for towers that passed the low threshold. 

l NLO. The number of towers above the low threshold: Had to be < 1000 towers for the 

ENERGY trigger. 

l NEMHI. The number of towers in the LAC EM section above the high threshold. 
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d Beamline 

Figure 8-1: SLD Event-display showing beam-parallel muons incident on the LAC. The 
horizontal line in the nliddle of the figllre is the beam axis. The lines of small squares indicate 
adjacent groups of LAC towers (calorimeter clmters) traversed by the muons. 

SLC iuduced muons 

The ENERGY trigger required the EHI be great,er than 8 GeV, with a veto t,hat required that NLO 

be less than 1000 towers. This veto was intended to reduce the effe& of t,lte SLC-muon background. 

The SLC-muons were beam-parallel muons, created in the accelerat,or sect,ions upstream of the 

SLD. Toroids in the SLC final-focus area steered these muons out. of the SLD Drift Chamber region. 

However, these muons still plagued the LAC. Fig. 8-l shows an event display of the SLD wit,h several 

beam parallel muons going through the LAC. The small squares indicate groups of calorimeter towers 

traversed by the beam-parallel muons. These SLC-muons deposited very little energy in any one 

LAC tower. However, since they tended to penetrate the calorimeter parallel to the beam axis, they 

deposit,ed energy in several LAC towers. The high threshold of 60 ADC counts in the EM and 120 

ADC cou11t.s in the HAD section was partly chosen so that towers that would have contributed to 

the sum due to these SLC-muons would be eliminated. In addition, t,he requirement that NLO be 

less than 1000 reduced the t,rigger-rat,e due to SLC-muons. 

If the ENERGY trigger requirements were satisfied, the entire calorimeter system of the SLD 

(the LUM, LAC and WIC) were read out, provided they were ready to be read out. During the 
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1993 run, the SLD recorded approximately three million ENERGY triggers on tape. 

8.2.2 Pass 1 cuts 

The trigger level cuts described above were designed to reduce the data acquisition rate to a man- 

ageable level in a way that. would not. int,roduce geomet,rical biases in the dat.a. The thresholds were 

kept, as low as possible, and the ENERGY t.riggcr decision was made using scalar sums only. There- 

fore, the trigger accepted many eve& t,hat, were not 2 event,s. The bulk of these were beam-gas or 

beam-wall events. Such even& were ca.used by one of the beams interacting with either residual ga.s 

in the beampipe or some accelerat,or sc>ction and crea.ting a shower of particles in the SLD. 

The Pass 1 cuts were designed to eliminat,e a large fraction of t,ht>se background event,s, while 

maint,aining the uul)iased nature of the ENERGY t,riggc>r. For that, rt’ason, only ADC stmls were 

used in making t,he Pass 1 cut.s. The quant.it,ies usrd in t.ht, t.rigger were tight,euetl. The Pass 1 cuts 

were as follows: 

l EIII > 15 GeV (Mill-1 scale) 

l NEMHI > 10 towers 

l EL0 < 140 GeV 

l EL0 < 2 EHI + 70 GeV 

The first, and second cut,s were simi1a.r to the brigger requirements. The EHI requirement was for 

15 GeV, rat.her than 8 GeV for the trigger. The second cut, on the number of EM towers over the 

high threshold, also helped eliminate beam parallel muons that deposit,ed energy predominant~ly in 

the HAD sections of the LAC. 

The third and fourth cuts, on the EL0 variable, insured that the event had not satisfied the 

previous two requirements by depositing a large amount of background energy. Background events 

scattered energy in many towers, most, of which were below the high threshold. Even for those 

background events that passed the EHI cut, the majorit,y of the energy was in several low energy 

towers. After the Pass 1 cut,s were applied, 63552 eve& remained in the sample. Both the trigger 

and Pass 1 cuts operated on “raw” calorimeter data - the ADC counts from the various LAC 

towers. 
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8.2.3 Reconstruction and Pass 2 cuts 

Before the Pass 2 cuts could be applied, the raw calorimet,er data underwent reconstruction: grouping 

the calorimeter towers, and calculating several quantities of interest such as the thrust, the thrust 

a.xis, the total energy, and the energy imbalance of the event. 

All LAC t.owrrs were subject to a reconstruction threshold of 7 ADC comns for the EM and 9 

ADC count,s for t,he IIAD sect,ions. Towers closest to the beampipe (the so called ~a11 of fire) were 

ignored. The SLD calorimet,er reconskruction constructed groups of contiguous calorimeter towers 

that. passed the reconstruction thresholds. These groups were called clusters. 

The reconst,ruct,iou proceeded in two stages. During the first, stage, spat.ially contiguous towers 

were combined into clusters. These clusters were called coarse clust.ers. During t.he second stage, 

the course clusters were refined by routines that, looked for minima in the spat#ia.l dist,ribut,ion of 

ruergy deposit,ion in t.he cluster, and separated t.he cluster into tswo or more clusters if it. appeared 

the profile was due t,o more t,han one iucident. particle. These separated clust,er were called refined 

cluskrs. The Pass 2 cut.s operated on quantities based on refined clust,ers. 

Good clusters were defined as follows: 

l Total energy in the cluster > 100 MeV 

l Total electromagnetic energy # 0 MeV 

l The cluster was not identified as an SLC induced beam parallel muon. 

The third item, the identificat,ion of clusters as SLC induced muons, was performed by a pattern- 

rrcognit8ion met,hod [47]. Clusters of LAC tower hits induced by SLC induced muons were character- 

ized by low energy deposit,ion in any individual tower and extremely small spread in the azimut8ha.l 

and large spread in the polar angle. These characteristics were used to recognize and reject SLC 

muon induced clusters with great efficiency. 

The Pass 2 cuts operated on the following quantities: 

l Total Energy. The sum of the energy in all good clusters (mm-1 scale). 

l Energy Imbalance. The vector sum normalized by the scalar sum of the energy deposited. 

l Number of Clusters. The number of good clusters found by the reconstruction 
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Total Energy vs. Energy Imbalance 

Figure 8-2: Total Energy in the LAC (Min-I scale) vs. energy imbalance. The lines indicate 
the Pass 2 cuts for energy and imbalance. 

The energy imbalance was defined as 

Imbal = 1 c E& 1 
1 Ei 

(8.1) 

where the sums are over all good clusters, and Fi is the unit radial vector with origin at the IP, in the 

direction of the cluster. Events with large energy deposition in one section of the detector (such as 

beam-wall events) tended to have large values of imbalance, while 2 decays, which were symmetric 

about the interaction point, tended to have small values of imbalance. 

The first part of the Pass 2 cuts operated on the total energy and energy imbalance variables. 

The total energy was required to be greater that 15 GeV (in the Min-I scale) and the imbalance was 
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Figure 8-3: Cluster Multiplicity distribution for data that passed the total energy and  
energy imbalance Pass 2  cuts, versus costi (top), and  separately for the central and  forward 
parts of SLD (bottom). The lines indicate the Pass 2  cluster multiplicity cuts. 

required to be less than or equal to 0.6. Fig. 8-2 shows a scatter plot of the total energy and energy 

imbalance for all the reconstructed events. The lines indicate the cuts. A large class of background 

events with low energy is eliminated, as is an even larger class of background events with large 

imbalance. 

The second part of the Pass 2 cuts operated on the number of clusters. This cut was designed 

to eliminate the e+e- final state. The e+e- events produced a smaller number of clusters than the 

hadronic events since electromagnetic showers produced by et e- events are less spread out than the 
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hadronic showers produced by qij final states. 

Fig. 8-3 (upper plot) shows the number of clusters for the events that passed the total energy 

and energy imbalance cuts already described. The number of clusters are plotted versus cos 0, the 

polar angle of the thrust axis of the event. The thrust and thrust axis are defined as follows [48]: 

(8.2) 

where T is the thrust, Gi a,re the momentum vectors of the particles in the event,, a.nd G, the thrust 

axis, is a unit vector chosen to maximize the numerat.or. The sum is over all particles in the event,. In 

the calorimeter-only analysis, the sum is taken over all clust,ers and p’i is derived from t,he observed 

energy in a given clust,er and it#s position relative to the IP. There were small uncrrt~aimies in t,he 

calculations of the thrust. and the thrust axis due to the coarse spa.tial resolution of the LAC and the 

difficulties inherent in assigning moment.um based on a calorimetric measurement.. Analyses that, 

required precise knowledge of the thrust used the Drift Chamber for a precise mea.suremem of 6;. 

The uncertainty incurred in ca,lculating t,he thrust axis by not requiring Drift Chamber information 

has been shown to be small for this analysis 1311. 

The SLD Barrel LAC had significantly better resolution than did the endcap LAC. The poorer 

resolution in the endcaps was due to extra material in the path to the endcaps, which caused multiple 

scattering and broadening of shower widths. Some of this difference was accounted for in detector 

simulat,ions [49], but some of it, remains to be understood. Due to this difference in the endcaps, we 

defined two separate parts of the detector, based on polar angle 0. The central part was defined as 

1 cos 81 < 0.8, and the fc~ward part as 1 cos 81 > 0.8. The forward part suffered due to poorer energy 

resolution in the endcaps. 

In the central part, we required 2 9 clusters in the reconstructed calorimeter. In the forward 

part, we required >_ 12 clusters. Fig. 8-3 (lower plots) show the cluster multiplicity (NCLUS) 

distribution for the central and forward parts. There is a peak at small cluster multiplicity in both 

parts corresponding to e+e- final state events. In both cases, the cuts, indicated by the lines, clearly 

separate the hadronic events from the e+e- events. 

A total of 50707 events survive the entire process including the Pass 2 cuts. These events are 

almost entirely hadronic 2 decay events. There are a few r+r- evems in the sample. Since the 

event selection is based entirely on calorimeter data, it contains no ptp- events, since muons deposit 

very little energy in the calorimeter. However, since r+r- and pt/-l- lepton events are expected to 

manifest the same value of ALR as hadronic events, we do not consider them backgrounds for this 

analysis. 
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The e+e- events are the main source of background events. We now estimate this and other 

backgrounds in our sample. 

8.3 e+e- Background Estimates 

The effect of background on the A LR analysis seems obvious enough. Most background events have 

no left-right asymmetry, so they tend to dilute the asymmetry for the Z events. Th(> correct~ion for 

t.his zero asymmetry background is straight,forward. However, as mentioned in the previous sections, 

the largest cont,ribut,ion to the background was from e+e- event,s. These events manift,st,ed a left- 

right, asymmetry different, from ‘ALR. This asymmet,ry dept,nded on polar angle, and a measurement 

of t,his dependence constit,uted a test of the Standard E1rctrowea.k hlodcl independent of ALR. [SO]. 

Therefore, the correct,ion to ALR due to backgrounds depended on what fraction of these background 

even& had z(‘ro asymmetry, and wha.t fraction had finite asymmet,ry. This correct,iou is developed 

in d&ail in the se&ion 8.7. 

The background determination for an event sample isolat,ed by the various cuts described above is 

usually performed using a detector simulation Monte Carlo. All expected types of event,s, including 

background events, are generated and the detector response simulated. The various cut,s are then 

applied, and their efficiency for eliminating the unwanted even& while retaining the desired events 

estimated. 

8.3.1 The SLD detector simulation 

The SLD detector was simulated using the GEANT [51] simulat,ion package. The various detector 

element,s were grouped into geometrical subsections and the properties of their mat,erial tab&ted. 

The GEANT simulation package then tracked simulated events through the various detector elements 

and produced the appropriate response signals. 

The LRC simulation included elements such as the liquid argon cryostat and the washers used in 

the construction and assembly. However, proper simulation of the LAC response required including 

in the simulation all the material in front of the LAC, since this mat,erial caused broadening of 

shower widths due to premature scattering. However, incomplete knowledge of intervening material 

caused shortcomings in the simulated response, especially in the endcap sections of the LAC. 

The main problem with GEANT was its inability to simulate the cluster multiplicity distribution. 

Fig. 8-4 compares the cluster multiplicity distributions from hadronic and e+e- event simulation to 
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Figure 8-4: Cluster multiplicity distributions for simulated events (line) and data (dots). 
Data is shown separately for e+e- (top) and hadronic events (bottom), for the central (left) 
and forward (right) SLD. The agreement in all cases is poor. 

hadronic and e+e- da.ta. The agreement is poor. As described above, the LAC signals were subject. 

to a reconstruction threshold, after which surviving towers were grouped into coarse clusters. These 

clusters were then refined - a given coarse cluster broken up into multiple clusters if the energy 

distribution in the cluster had minima that indicated multiple incident particles. However, the 

GEANT did not reproduce the refined cluster multiplicity well . Therefore, to estimate backgrounds, 

we constructed some eveut variables that could be better modelled by the simulation. We carried out 

two separate analysis, lahelled Method I and II. Th ese two methods concentrated on determining 

the e+r- background. The other backgrounds, to be discussed later, were more easily estimated 

from the data itself. 
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Figure 8-5: Cluster multiplicity distribution for the central part of SLD, with a three 
gaussian fit. The leftmost gaussian is due to e+e- events. The line indicates the cluster 
multiplicity cut. 

8.3.2 e+e- Background estimate from data 

The final limits on the e+e- background were estimated by methods that made extensive use of 

the SLD detector simulation. However, a purely data driven estimate of the e+e- background was 

also performed. We fit the data in the cluster multiplicit,y histograms shown in Fig. 8-3 to gaussian 

distributions, with the assumption that the peak at low cluster multiplicity was due to e+e- events. 

Fig. 8-5 shows the fit of the cluster multiplicity distribution to three gaussians for the data from the 

central part of the SLD, while Fig. 8-6 show the fit to two gaussians for the data from the forward 

part of the SLD. The fit parameters listed translate as follows [Pl-P3] are amplit.ude, mean and u 

for the first gaussian (at low multiplicity), [P4-P6] for the second and [P7-P9] for the third (in the 

case of the three gaussian fit for the central part of SLD). The line at cluster multiplicity = 8 (11) 

is the Pass 2 cut for the central (forward) part of the detector. 

For each of the fits, we took the first gaussian at low cluster multiplicity, and extrapolated its tail 

into the region beyond the cluster multiplicity cut, taking the la upper limits for all fit quantities. We 
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Figure 8-6: Cluster multiplicity for the forward part of SLD, with a two gaussian fit. The 
leftmost gaussian is due to e+e- events. The line indicates the cluster multiplicity cut. 

estimated iv,“;:? = 32 e+e- events in the central part of the detector, and Nef+OLUI = 6.5 e+e- events 
data-only in the forward part. The data-ba.sed estimate of the e+c- backgromlcl was thus f,+,- x O.OS%l. 

There were too many unknown factors in this dak-based analysis for us to use this estimat,e 

a.s anything other than a guide for the numbers obtained from the Monte Carlo estimates. The 

cluster multiplicity dist,ribution for e e + - data was almost cert,ainly not a gaussian. As noted in the 

previous se&ion, extraneous material in front of the LAC could have caused a large non-gaussian 

tail extending out to large cluster multiplicities for e+e- events. 

8.3.3 e+e- Background analysis Method I 

This method used the known energy deposition characteristics of e+e- events to construct quantities 

that can select these events over hadronic decays. Final state e+e- events tended to deposit almost 

all their energy in a small number of towers in the EM section of the LAC. Hadronic decays, in 

contra.&, deposit,ed energy over a larger number of towers, significant numbers of which were in the 

134 



HAD section of the LAC. 

Due to the large e/rr ratio of the LAC (z~ 1.7), events depositing mainly electromagnetic energy, 

such as e+e- events, seemed to be separated from events depositing mainly hadronic energy. Fig 8-2, 

a scatt,er plot total energy vs. energy imbalance of all the Pass 1 data, illuskates this separation. 

The events with energy imbalance below 0.6 and total (Min-I) energy above 15 Gev formed two 

clusters in energy. The cluster around 70 Gev consisted of e+e- events (subsequent,ly removed by 

the cluster multiplicity cuk), while the broader cluster around 40 GeV consisted of hadronic events. 

On a properly calibrat,ed energy scale, the two clusders would have lain on top of each other and 

been indistinguishable. We used this ability of t$he Mm-1 energy scale to separate electromagnet.ic 

from hadronic events to create et e- selection criteria that, did not. depend on the cluster multiplicit~y 

dist,ribut.ions. 

We created two variables t,o iso1at.e e+e- events: 

l EHTOT. The sum of the energy in t,he BAD se&on of the LAC. 

l EEMHIl + EEMHIZ. Tl le sum of the energy in the two highest energy clusters in the EM 

section of the LAC. 

Fig. 8-7 shows the scatter-plot of the two variables. The data plotted has passed the Pass 2 

cuts for energy and imbalance, but not the cluster multiplicity cuts. The data is a combination of 

hadronic and e+e- decays of the Z. 

The plots show two distinct groupings of data, both in the central and forward parts of the 

detector. The data in region A had little or no hadronic energy (EHTOT was small), and significa.nt# 

amount of energy concentrated in the two largest EM clusters. (EEMHIl + EEMIII2 was large). 

These events were predomina.ntly e+c- events. The data in region B had significant hadronic energy. 

These events were predominantly hadronic decays. 

For the plot containing data from the central part of SLD, regions A and B were defined as 

follows: 

A central = (EEMHIl + EEMH12) > (40 + 8. EHTOT) 

B central = (EEMHIl + EEMH12) < (40 + 8. EHTOT) 

while for plot containing data from the forward part, regions A and B were 

&ward = (EEMHIl + EEMH12) > (20 + 13.33. EHTOT) 

B forward = (EEMHIl + EEMH12) < (20 + 13.33. EHTOT) 

(8.3) 

(8.4) 
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Figure 8-7: Scatter plots of the Method I variables, EEMHIl+EEMHIS, and EHTOT. 
Region A is e+e- rich data, region B is hadronic data. 

Event simulation 

Both final state e+e- and hadronic events were simulated [52]. The simulations produced “raw” 

detector data. For the LAC, this data was in the form of simulated ADC counts for various LAC 

towers. The simulated data was then reconstructed in the same manner as the real data. These 

simulated and reconstructed events were then passed through the Pass 2 energy and imbalance cuts 

described above. The cluster multiplicity distributions were significantly different from the data, as 

illustrated in fig. 8-4. However, the energy depositions in both the EM and HAD sections of the 

LAC were well simulated. If we believe that the reason for the cluster multiplicity mismatch between 
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Data and Monte Carlo simulations of e%-events for Method I. 
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Figure 8-8: Comparison of the Method I variables EEMHIl+EEMHI2 and EHTOT for 
eSe- rich data (dots) and eSe- simulation (line). 

simulations and data was the inability to properly model energy shower characteristics at very lowest 

energies, then we expect that the simulations should match the total energy deposition reasonably 

well, since total energy deposition did not depend heavily on low-energy shower characteristics. 

The distributions for the two Method I variables constructed above, EHTOT and EEMHIl+EEMHI2, 

were well matched between data and the two Monte Carlo data sets. Fig. 8-8 shows the qualitative 

agreement between data and the e e + - Monte Ca.rlo for the two variables, in both the forward and 

central parts of the detector. The hadronic Monte Carlo distribution, shown in Fig. 8-9 had to be 

scaled by a small amount to match the data. 

The cluster multiplicity cut,s described in the previous section were then applied to the simulated 

events. Fig. 8-7 shows the scatter plots for data that survived the energy and imbalance cuts for 

Pass 2 (the cluster multiplicity cuts have not been applied to the data shown). The central and 

forward parts of the detector a.re plotted separately and the regions A and B shown. 

The results for both the e+e- and hadronic final states, in regions A and B for the forward and 
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Data and Monte Carlo simulations of hadronic events for Method I. 
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Figure 8-9: Comparison of the Method I variables EEMHIl+EEMHIS and EHTOT for the 
Pass 2 hadronic sample data (dots) and hadronic event simulation (line). 

central parts of the detector as defined above, are tabulated: 

We can draw the following conclusions from the Method I analysis using Poisson estimates for 

observed event,s with backgrounds. 

l For the central part of the detector: 

Data - 8 e+e- events observed in region A after cluster multiplicity cut. 

Simulated e+e- - 6.1 e+e- events expected in region A from simulations; 1.8 “hidden” 

e+e- events expected in region B. 

Simulated Hadronic - 9.6 hadronic events expected in region A. 

l For the forward part of the detector: 

Data - 41 e+e- events observed in region A after cluster multiplicity cut. 

Simulated e+e- - 5.5 efe- events expected in region A from simulations; 2.0 “hidden” 

e+e- events expected in region B. 
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Cut region Data e+e- simulation. Hadronic simulation. 
&+e-NCLUS 2005 2005 9.6 
&e-NCLUS 40861 60.2 39794 

&st-mus 8 6.1 9.6 
@,ost-NCLLIS 39689 1.8 39689 

Cut region Data e+e- simulation. Hadronic simulation. 

~‘$xe-NCLUS 4619 4619 19.6 
&e-NCLUS 12195 560.2 10998 

Apost-NCLUS 41 5.5 19.6 
&st - NCLUS 10969 2.0 10969 

Table 8.1: Estimate of Pass 2 cut efficiency with Method I. Pass 2 data and sinmlated 
events that pass Method I cuts, shown before and after the cluster multiplicity (NCLUS) cut 
of Pass 2, for the central (top) and forward (bottom) parts of the detector. 

Simulated HadroCc - 19.6 hadronic events expect,ed in region A 

Since we are trying to estimate the number of e+e- even& the hadronic events in region A 

are considered “background”. In the central part of the detector, we observed 8 and estimated 1.8 

“hidden” e+e- even&, while expecting 9.6 hadronic events in region A, which yielded 7.45 event.s 

at, 95% confidence level. For the forward part of the detector, we observed 41 and estima.ted 2.0 

“hidden” e+e- events, while expecting 19.6 expected hadronic events in region A, which yielded 

35.85 events at 95% confidence level. 

We estimat,ed the fraction of e+e- events in the data sample wit,h Method I as: ft+e- 5 

(7.45+35.85)/50707 = 0.00085, at 95% confidence level. We can also quote this value as a mean with 

la uncerta.int,y: ,+Meelhod I = (0.055 f 0.018)% W e note that the Method I probably underestimated 

the number of e+e- events in the hadronic region that survived the Pass 2 cuts, since it relied on 

cluster multiplicity distributions from detector simulations. 

8.3.4 e+e- Background analysis Method II 

Since Method I might have underestimated the contribution from e+e- events, a second attempt 

was made to estimate the e+e- background in the data. The Method II variables used to isolate the 

e+e- from the hadronic events were chosen such that the problem of “hidden” backgrounds, na.mely 

e+e- events misidentified as hadronic events, was negligible. 
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Figure 8-10: Comparison of Method II (high threshold) cluster multiplicity variable, NCLl 
for simulated e+e- events (line) with et e- rich data (dots), showing good agreement. 

l EEMl/ETOT. The total energy in the EM section for clusters above 1 GrV (in the Min-I 

scale), over the total energy of the event. 

l NCLl. The multiplicity of clust,ers over 1 GeV in the event 

Similar to Method I, we isolated large deposit,ions of electromagnetic energy. Instead of looking 

at the highest energy towers, in Method II we examined the energy deposited in high energy clusters. 

Fig. S-10 shows a histogram comparing the high threshold cluster multiplicity (NCLl) for sim- 

ulated e+e- events with the data that survived the Pass 2 energy and imbalance cuts but failed 

the cluster multiplicity cuts, and were therefore predominantly e+e- events (e+e--rich data). The 

agreement between data and simulation is quite good, which leads us to speculate that the problems 

with simulating the cluster multiplicity distributions lay predominantly in the low energy fragmen- 

tation simulation 

We determined the selection criteria for the e+e- events as NCL1<5 and EEMl/ETOT>0.8G. 

Fig. 8-11 (left) shows a scatter plot of the two variables for simulated e+e- events, while Fig. 8-11 
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Figure 8-11: Scatter plot of the two Method II variables, NCLl and EEMl/ETOT, for 
simulated e+e- events (left), and Pass 2 data. The lines represent the Method II cuts. The 
cut on NCLl was chosen to contain most the e+e- events. 

(right) shows the same scatter plot for all the Pass 2 data. The Method II cut.s are represented as 

lines. 172 events, or 0.34%, of the Pass 2 selected data fall below the Method II cuts. 

We note that the “hidden” backgrounds, e+e- events misidentified as hadronic ones, are negli- 

gible mainly due to the rather conservative cut on NCLl. However, 0.34% was considered a rather 

high estimate for the level of background, since there were hadronic and r+r- events within those 

172 events. We estimated the number of the T+V events in the entire 1993 SLD run to be m 2550. 

We expected 61 of these events ( 0.12%) to be misidentified as e+e- events in the Method II analy- 

sis. We also attempted to remove hadronic decays misidentified as e+e- events. Of the 172 events, 

58% had Central Drift Chamber information, of which 63% had six or more good tracks, consistent 

with the signature for a hadronic event. Therefore, over a third of the 172 events were identified as 
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hadronic decays. We removed only those events positively identified as hadronic events using Drift 

Chamber tracking information. Since the tracking information was only available for a little more 

than ha.lf the event,s in the barrel, and completely absent in the endcaps, this subtraction obviously 

left some hadronic eve& misidentified as e+e- events, especially in the forward part. Therefore 

Method II yielded an overestimate of the e + - background. After subtracting the estimated r+r- e 

and known hadronic contribution, we were left with ,y$hod I1 = (0.14 f 0.05)% as the Method II 

estimate of the e+e- contamination of the ALR data set. 

8.3.5 Final e+e- background estimate 

From Method I we had an e + - e background estimate of (0.055 & O.OlS)%. From hIet,hod II we 

obt,ained an est.imate of (0.14 zt 0.05)%. The large discrepancy between the two met#hods was due 

to an ~nderes!inaate of the e + - e background by hIet,hod I ( since it relied on clust,rr multip1icit.y 

simulations to predict e+e- even& misidentified a.s hadronic events), and an oaeresfimate in hfet#hod 

II (since count.ing only high energy clusters to obtain better agreement between cluster mult,iplicity 

simulation and data caused hadronic events to be misidentified as efe- events). We averaged the 

two estimates and obtained a value of fr+e- = (0.10 f 0.06)% as an estimate of e+e- contamination 

of the ALR data set, consistent with the data-based estimate of M 0.08%. The error was computed 

to account for the discrepancy between the two methods. 

8.4 Beam Related Background 

The beams at the SLC caused a lot of noise in the SLD detectors, primarily from electromagnetic 

and hadronic shower debris, initiated by off-beam particles intercepted by accelerator elements. 

Simulations of beam-induced backgrounds were difficult. We used the data itself to place con- 

servative limits on the amount of beam background in the data sample. The Pass 1 data, as plotted 

in Fig. 8-2 shows the total energy of the data versus the energy imbalance. The beam related back- 

ground is seen clearly as the collection of data at high imbalance values. This is understandable, 

since beam related backgrounds were not correlated between the electron and positron beams. The 

beam related backgrounds were significantly higher in the forward part of the detector, therefore we 

investigated the data in the forward part exclusively to place limits on this background. 

Fig. 8-12 shows a plot of the energy imbalance versus the cluster multiplicity for events that 

have passed the Pass 2 total energy cut only. The background events form a group at high energy 

imbalance, and are limited to less than 20 clusters. Therefore, we divided the data into two sets, 
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Figure 8-12: Cluster multiplicity vs. energy imbalance for data that passed the energy 
cut, but not the imbalance or cluster multiplicity cut in Pass 2  of the event selection. Beam 
backgrounds are isolated at high imbalance and  low cluster multiplicity. 

a high set, with cluster multiplicity between 21 and 25, and a lo,w set with cluster multiplicity 

between 12 a,nd 20. Fig. 8-13 shows the energy imbalance distribution for the data collected in 

the forward part of the detector, in the two different sets. Fig. 8-14 is a plot of the imbalance for 

simulated hadronic events, for the same two sets. The energy imbalance distribution for the simulated 

hadronic events was similar for high and low cluster multiplicity, but the beam backgrounds were 

highly imbalanced and at low cluster multiplicity. We  used the high cluster multiplicity set to 

e&mate the distribution of energy imbalance for good hadronic events. 

Pass 2 of the event selection cuts rejected events with energy imbalance greater than or equal 

to 0.6. We  assumed that the beam related background in the Pass 2 data lay predominantly in 

the imbalance region from 0.4 to 0.6, and predominantly in the low cluster multiplicity set. We  

defined the variables Nrrr,imb, Nmbar, NLo,imb, NLo,bar as the number of events in in a given cluster 

multiplicity and imbalance set, where first index denotes the cluster multiplicity, either the high 
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Figure 8-13: Histograms of energy imbalance for the low and high cluster nlultiplicity data 
sets. 

(III), or low (LO) data set and the second index denotes the imbalance, either imbalance less than 

0.4 (bal), or imbalance between 0.4 and 0.6 (imb). We found the following number of events in the 

different cluster multiplicity - imbalance sets: 

N LO,imb = 170 

NLo,tnl = 1949 

NHI,imb = 160 

NHI,bal = 2254 

and the estimated background was 

k+mmnd = NLO,imb - NLO,bal 
NHI imb . ---L-- = 31.7 
Nw,bal 

We estimated the beam related background at f&am = (0.06 f 0.03)%. 

(8.5) 
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Figure 8-14: Energy imbalance for simulated hadronic events for the high NCLUS set (line) 
and  low NCLUS set (dashes), used to estimate beam backgrounds.  Hadronic events show no  
preference for low NCLUS and high imbalance, unlike the beam associated backgrounds.  

8.5 Two Photon Backgrounds 

There were two sources of backgrounds involving two photons. The first was the 27 process, in 

which the incoming electron and positron each radiated a photon which coupled to a loop and 

radiated soft hadrons. A Feynman diagram is shown in Fig. 8-15. In 27 events, the beam particles 

remained unobserved in the beampipe. The photon-fusion products deposited small amounts of 

highly unbalanced energy in the detector. 

Simulated 27 events were generated using a Monte Carlo generator based on known physical 

properties of the process [53]. Th e events were passed through the SLD detector simulation and 

event selection. No events passed the filter. Normalizing the Monte-Carlo statistics to the luminosity 

obtained in the 1993 run, we expected no more than 1.5 even& at the 95an estimate of the 27 

background at fir < 0.003% at 95% confidence level. 

The second source of background involving two photons was the QED 77 radiative process - 

radiative photons produced by the exchange of a virtual electron. A Feynman diagram is shown in 

Fig. 8-15. 77 event,s could be a source of background for the A in measurement since they proceed 
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Figure 8-15: Feynman diagrams for 2-y and yy backgrounds. 

through a QED interaction. However, the cross-sect,ion for such event,s is quite small compared to 

t,he 2 product,ion cross-sect,ion at the SLC energy of fi = 91.26 GeV [54]. The t,ot.al cross section 

for 77 everus was calculat,ed to be 0.1%) of Bhabha cross section wit,hin the LAC accepta.nce. Since 

s 7 events deposit elect,romagnet.ic energy in two highly balanced groups, they would have been 

indist,inguishable from e+c- even& for the calorimeter-only analysis. Therefore, they would have 

been rejected by the Pass 2 cluster mult,iplicity cuts with the same efficiency as the final state e+e- 

event,s, and comributed a negligible amount to the background. 

8.6 Cosmic Ray Background 

The background from high energy muons from cosmic rays was negligible in the 1993 data set. The 

ALR da.ta were selected using a number of calorimeter based cuts, and high energy muons did not 

deposit enough energy in the LAC to trigger the detector or to pass any of the subsequent cut,s, 

since they were minimum ionizing particles. 

We estimated the number of cosmic rays in the data sa.mple using a Monte-Carlo. We relaxed the 

criteria for energy from 22 GeV to 20 Gev, and the energy imbalance from 0.6 to 0.9. In this way, we 

obtained an overestimate on the number of cosmic rays events in the data. Normalizing the Monte 

Carlo to the known flux of cosmic rays, we were able to limit the background to be fcosmic < 0.005% 

at 95% confidence. 

8.7 Background Asymmetry 

Since the background contained events that can manifest a left-right asymmetry different than 

that of the data, we had to estimate this asymmetry and correct the data for it. In previous 
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Background Type Fraction of data set Associated asymmetry 
e+e- event#s fe+e- = (0.10 * O.OS)% 0.052fO.010 

Beam related f bear,, = (0.06 zt 0.03)% 0 
2-f f2, < 0.003% at 95% confidence 0 
77 negligible 0 

Cosmic ray f coslnic < 0.005% at 95% confidence 0 
Total fb = (0.17 f 0.07)% 0.031 f 0.019 

Table 8.2: Summary of background fractions and associated asymmetry. 

such analyses [55], the asymmetry of the background was assumed to be zero. However, since the 

background condained e+e- event.s, this assumption was not necessarily true. We estimated the 

background asymmetry by obt8aining the t,heoret,ical angular dist,ribut,ion of the asymmetry in e+c- 

even& from the ALIBABA program [56]. We tl len weighted t,his asymmetry by an estimate of the 

angular disbribut,ion of the e+e- part of the background, and obtained A,+,- = 0.052 f 0.010. To 

obtain t,he asymmetry of t,he t,otal background, we multiplied A,+,- by the fraction of e+e- event,s 

in the background and obtained 

& = A,+,- . 9 = 0.031 f 0.019. 

8.8 Background Estimate Summary 

We summarize the background in the ALR data set in table 8.2 below: 

(8.6) 

We note that final state e+e- events contributed the largest fraction of the estimated background, 

and the total background estimate wa,s small (0.17%) W e a so 1 note that the background manifested 

a left-right asymmetry of 0.031. The backgrounds and their associated asymmetry had a small 

(x 0.1%) relative effect on the value of ALR. 
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Chapter 9 

Measurement of ALR 

In t,his chapt,er, we combine the 1unrinosit.y weight,ed beam polarization, ‘I$““, as determined by 

the Compt,on pola.rimeter (after the chromatic correct,ion 1la.s been applied) with the 2 dat,a sample 

collected by the SLD detector, and arrive at an estimate of &R. 

We determine the measured value of the asymmetry, A,,, as defined in Eq. 1.31. In order to do 

this, we simply counted the number of 2 event.s in our sample that, were created with a left-ha.nded 

electron beam, subtracted the number that were created with a right-handed beam, and divided 

this difference by the total number of event.s. We collected a total of 49,392 hadronic 2 events after 

all cuts, of which 27,225 were created with left-handed electron beam and 22,167 with right-handed 

beam, listed in t,able 9.1. Using this data, we formed the measured asymmetry, 

A, = NL -NR 

NL +lvR 
= 0.1024f 0.0045, (9.1) 

where NL, (NR) are the number of 2 events creat.ed by the left,- (right-) handed beam. The error 

quoted is purely statistical. However, as mentioned earlier, we cannot use Eq. 1.31 to determine 

ALR. We use instead, 

An 1 ALR = - - plum + p$n fa(A,-A,)-AL-A;A+ %I AE -A, +P,P, 1 , (9.2) e c.m. 
where Pp” = 63.0% is the luminosity weighted beam polarization after the chromatic correction; fb 
and Ab are the backgrounds in the 2 data sample and the left-right asymmetry in this background, 

respectively; AC is the left-right asymmetry in the luminosity; Ap is the left-right asymmetry in the 

magnitude of beam polarization; AE is the asymmetry in the beam energy; A, is the asymmetry in 

the detector efficiency, and Pp is possible positron beam polarization. Effects corresponding to terms 
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Type of 2 Number of events 
Left-handed 27225 
Right-handed 22167 
Total 49,392 
plum 

e 63.0% 

Table 9.1: Hadronic Z totals for 1993. 

CorrectSion 1 Value (10m4) 1 b.ALR (lo-“) 1 ~ALR/~'~L,R(%) fl 

Total 1 0.99f 1.7 1 0.06 * 0.10 n 

Table 9.2: Background and machine bias corrections to ALR. 

in the square brackets are labelled background biases and machine biases, and are discussed below. 

The data were investigated for correlations with several event-specific quantities, and the mea,sured 

asymmet,ry was found not to vary in a statistically significant way. These studies are present#ed in 

section B.2 of the Appendix. 

9.1 Background and Machine Biases 

In general, a machine bias can change the number of left- and right- handed Z events recorded. These 

biases have to be mea.sured and corrected for. The background fraction fb and the asymmetry in 

the background Ag have already been presented in the chapter on event selection, (chapter 8). The 

correction to ALR due to background and associated asymmetry is 

ti&,R(fb,Ab) = (1.9 & 1.5) x 10-4. 
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The luminosity asymmetry, AL 

The beam luminosity for right and left handed beams was not exactly equal for the 1993 run of 

the SLC, due to an asymmetry in the electron current extracted from the photocat,hode. The most 

probable cause of this current asymmetry is the lack of perfect circular polarization for the source 

laser. Fortunately, the beam current asymmetry and thereby the luminosity asymmetry wa.s reduced 

by a one-time reversal of the sign of the field in the LTR solenoid, which determined the sign of 

vert,ical polarization in the North Damping ring. Wit,h the solenoid field sign such that the spins were 

stored spin-up in the Damping Ring, left,-handed light, on the cathode led to left-handed electrons 

at. the IP. Wit.11 the solenoid field sign reversed, the same left,-handed light on the cat8hode now led 

to right,-handed elect.rons at, t#he IP. Therefore any hia.srs t,raceable to t,he source laser were reduced 

by having their sign reversed once during the run. 

\Ve determined the value of t,h(> luminosit,y asymm&ry by determining the asymmetry in the 

beam current., as measured by toroids locat.ed in the Final Focus region. In addition, a furt#her 

e&nate of the luminosity asymmetry was made by the radiative Bhabha luminosity monit.or in 

the North Arc of the SLC. A third, cruder measurement of the luminosity asymmetry was ma.de 

by the SLD luminosity monitor which mea,sured final state r+e- even& at low angle. These were 

ahnost entirely Bhabha events, which proceed through t-channel photon exchange and had a very 

small left-right asymmetry, M  -1.5 x 10m4. Therefore any asymmetry measured in these event,s was 

almost certainly due to a machine induced luminosity asymmetry. However, the determination of 

AL: using Bhabha events recorded by the SLD 1 uminosity monitor was limited by statistics. 

Using the beam current toroids a.nd the Nort8h Arc radiative Bhabha monitor, we arrived at a 

value for the luminosity asymmetry AL = (3.8 4~ 5.0) x 10w5, which lead to a correct,ion to ALR of 

The crude cross-check of AL using 125375 small-angle Bhabha events recorded by the SLD luminosity 

monitor yielded A:LD-LUM = (-32 41 28) x 10m4, which was consistent with the more precisely 

determined value. 

Beam Polarization Asymmetry, A? 

A difference in the magnitude of the polarization between the left-handed and right handed beam 

would have caused the measured value of A LR to be biased. The Compton Polarimeter, described 

in section 3.2, measured the polarization for the left- and right-handed beam independently. The 

measured value for the beam polarization asymmetry was A? = (-33 f 1) x 10e4, which caused a 
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correction to ALR of 

6ALR(Ap) = (0.5*0.02)x 10-4. 

Energy Asymmetry, AE 

An energy difference between the left and right handed beams would have manifested itself as a bias 

in the left-right, asymmetry, because the cross section at the 2 pole varies with energy. The term in 

Eq. 9.2 corresponding to the bias in ALR due the energy asymmetry, AE, depends on EC,,,,, CJ,,,,,,, 

and % Imp The energy asymmetry was measured directly by the WISRD energy spect,rometer 

(sect,ion 3.1.5), and found to be AE = (4.4fO.l) x lo-‘. Th e energy asymmetry was also thought to 

be a by-product of the beam current. asymmetry (as was the luminosit,y asymmetry) due t,o beau- 

loading effect.s in the accelerator. Rowever, the asymmetry was small compared to the derivative 

of t.he 2 cross se&on at the measured energy of E,,,, = 91.26 GeV. We calculated a value of 

$$I,,,,,, = 0.023 GeV-I, which yielded a correction to ALR of 

SALR(AE) = (0.015 f 0.0003) X 10m4. 

Efficiency Asymmetry, A, 

If the 2 detection hardware or analysis somehow preferred events created with left or right handed 

beam, there would have been an obvious left-right. bias. Since the polar angle distribution for 

fermions from a 2 produced by right-handed beams is the same as that for anti-fermions from a 2 

produced by left-handed beams, a difference in detector acceptance for fermions versus anti-fermions, 

coupled with a polar-angle asymmetry in detector acceptance, could lead to a non-zero A,. 

Ilowever, we note that the process of calorimetry is symmetric wit,11 respect to matter and anti- 

matter. Elect,romagnetic and hadronic showers induced in the LAC, on which the 2 selection criteria 

were based, were similar for fermions and anti-fermions. In addition, the acceptance of the detector 

was symmetric in polar angle. Any of these criteria by itself guaranteed that A, = 0. Therefore, the 

correction to ALR was 

SAL&AC)= 0. 

Possible Positron Polarization, Fp 

Any residual polarization of the positron beam would have biased the ALE result. There was no 

known source of positron polarization, and the South Damping Ring and the South Arc, used to 

cool the positrons and transport them to the IP, were not optimized for spin transport in the way 
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Systematic Uncertainty ~ALR/ALR 

Polarimeter 1.3% 
Chromaticit,y 1.1% 

Machine biases and backgrounds 0.1 %  
Total 1.7% 

Table 9.3: Systematic Errors for the ALR measurement. 

that the North Da.mping Ring and North Arc were. However, we had to consider possible accidentma 

polarizat.ion of the positrons. 

\\‘e have shown in se&on 2.2.1 that any effect due to possible polarization of the positrons due 

to “scavenger” electron polarizat,ion va.nished because the source laser helicity wa.s selectmet pseudo- 

randomly. The only ot.her possibility for accidental positron polarization was fixed-sign pola.rizat8ion, 

due t,o t,he Sokolov-Turnov effect in the Sout.11 Damping Ring. The Sokolov-Turnov effect, [57] predict,s 

buildup of polarization in storage riugs as a fullct,ion of the storage time. The polarization buildup 

proceeds with a characteristic time const.ant which varies as R3/y5 where R is the radius of the 

storage ring and 7 is the Lorent,z factor. For the Damping Rings at the SLC, the polarization 

buildup time is computed to be 960 s. The actua.1 storage time for an SLC pulse in the Damping 

Rings was 1G ms. Therefore any fixed-sign positron polarization due to the Sokolov-Turnov effect 

in the South Damping Ring was Pp 5 ‘6~~~~3 ’ = 1.7 x 10e5. This lead to a correction to ALR of 

~ALR(P~) 5 0.17 x 10U4 

We summarize the various corrections to ALR from Eq. 9.2 in table 9.2, and the total systematic 

uncertainty in table 9.3. We note that the tot,al correction to ALR is negligible compared to the 

statistical uncertainty of N 4%. 

9.2 The ALR Result. 

We combined the measured asymmetry, given in Eq. 9.1, and the luminosity weighted polarization 

as determined by the Compton Polarimeter, given in Eq. 4.15, and corrected for the chromatic effect, 

given in Eq. 7.12. We used Eq. 9.2 to calculate ALE: 

ALR(91.26 GeV) = 0.1626 f 0.0071 f 0.0030, (9.3) 
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where the first error is statistical and the second systematic. 

We can use the program ZFITTER, iutroduced in section 1.5, to determine the value of the 

effective Weak mixing angle, sin’ @. The corrections made in ZFITTER include initial state 

radiation and virtual QED and electroweak corrections due to Standard Model phenomena. We 

cross-check the result obtained from ZFITTER with another such program, EXPOSTAR, and obtain 

similar result,s. The effective Weak mixing angle is 

sin2 ebff = 0.2292 f 0.0009 f 0.0004, (9.4) 

where the first, error is staMica1 and the second systemat,ic. We combined our result, with t.he 1992 

SLD result, and obt,ained 

sin’ e$ = 0.2294 zt 0.0009 * 0.0004, (9.5) 

We can present the result, as an effe&ive value for the left,-right asymmetry, 

AiR = 0.1656 & 0.0071 f 0.0030. 

9.3 Comparisons with other electroweak measurements 

The result presented in Eq. 9.5 is the single most precise measurement of sin’et; available to 

date. There are several other measurements of this parameter. Of note are the four detectors 

at the LEP storage ring at CERN. Th ese have resulted in published measurement,s of electroweak 

parameters at the 2 pole [58]. Since longitudinal beam polarization is difficult to achieve in a st.orage 

ring, the LEP collaborations have so far chosen not to pursue the ALR measurement. They have, 

however, far greater number of 2 events than does SLD to date. Using measurementBs of forward- 

backward asymmetry, AFB for various final states and tau-polarization, P,, the four LEP detector 

collaborations have determined the Weak mixing angle to be sin’ Se; = 0.2322 f 0.0005 [59]. This 

determination was derived from an average of thirty separate measurements from the four detectors, 

with correlations taken into account in the averaging process. We note that the measurement of 

sin2 0% from Eq. 9.5 differs from the LEP average by x 2.5 standard deviations. Fig. 9-l compares 

the SLD ALR determination of sin2 Obff with various LEP measurements. 
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Figure 9-1: 
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Comparison of SLD and LEP determinations of sin’ 0;;. The value from ALR is 
sin’ 07; = 0.2292 ?C 0.001, while the LEP average is sin” 0;; = 0.23X & 0.0005. 

9.4 Comparison with the Standard Model 

We here compare the ALR measurement from the value predicted by the Standard Model of Particles 

and Fields. As noted in sect.ion 1.1, the tree-level Standard Model is described by the three well 

determined quatnities, cy, GF, and h/lz. The first and second order corrections to the Standard 

Model predictions were incorporated in the program ZFITTER. The mass of the top quark, ml and 

the Higgs Boson, ??%H, had to be specified in the ZFITTER calculation. Suitable ranges were chosen 

for mt and ?nH, thereby determining a range for the Standard Model prediction of ALR. In addition, 

the running of N to fi = Mz added a theoretical uncertaimy of b sin” 0;; = 0.0003 to the Standard 

Model prediction. Table 9.4 lists some Standard Model predictions for sin’ eg, where mH ranges 

from 60 Rev to 1 TeV, and the mt range (for the first three rows of the table) is taken from the 

recently published paper setting out evidence for the top quark by the CDF collaboration [13]. We 

note that the Standard Model prediction is approximately 2.5 standard deviations away from the 

determination of sin2 6% in Eq. 9.5, in the direction of a small value of ?nH, and a la,rge value of 

mt . 
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nit GeV sin’ B,, rR Predict~ion sin’ O$.? PredictSion 

158 
(mH = 60 Kiev) (mff = 1 TeV) 

0.2319 0.2334 
u 

174 0.2313 0.2329 
190 0.2307 0.2323 

240 0.2285 0.2303 

Table 9.4: Standard Model predictions of sill2 0;: for certain m.H, mt assumptions. The first 
three rows correspond to accepted values for m  t, while the fourth row is a fit for mt using the 
SLD determination of sin* GE. 
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Chapter 10 

Summary and Future Plans 

10.1 Summary of Results 

The ALR measurement presemed in this thesis, 

ALR = 0.1626 & 0.0071 f 0.0030, 

leads to the single most precise determination of the effective Weak mixing angle to date, 

sin” Oe$ = 0.2292 f 0.0009 * 0.0004 

The value presented in this thesis differs by approximat,ely 2.5 standard deviations from the det,er- 

mination of sin” S$? made by the four LEP collaborations, as well as predictions of sin” Qe$ by the 

Standard Model. However, the discrepancy is not yet compelling. 

10.2 Future Plans 

Further data collected by both the SLD collaboration and the four LEP collaborations will reduce the 

mainly statistical errors on the determination of sin z eff in the near future. The SLC has achieved 19~ 

a beam polarization of N N SO%, and the SLD plans to collect 100,000 2 events with this polarization 

by 1995. Eventually, the SLD plans to collect over 500,000 2 even& with high polarization, in an 

extended three year run. 
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Figure 10-l: Error on  sin2 tI$ versus number  of 2  events at 80% e- beam polarization, and  
6‘P/P = 1%. 

Fig. 10-l shows a plot of the error on the effective Weak mixing angle, 6 sin’ 0g determined by 

ALR, as a function of the number of 2 events recorded. The beam polarization is assumed to be 

P, = 80%, and the error on the polarization determination is assumed to be @ ‘,/P, = 1%. We  

note that in 1994, the measurement of ALR will yield a determination of sin20$ to an error of 

5 sin’ Q$ = 0.0005, while the extended ruu promises further precision in the determination, perhaps 

reducing the error to 6sinz O$ = 0.0002. 

The theoretical error on the Standard Model Determination of the weak mixing angle is S sin’ 0:: x 

0.0003. The SLD measurement of ALR will determine sin’ 0$ to this precision by the end of 1996. 

Hopefully by then, the purely experimental discrepancy with the LEP determination of sin” S$ will 

have been resolved (certain LEP experiments have recently made public results that differ less than 

earlier ones from ALR) and the theoretical discrepancy with the Standard Model, if any, can be 

investigated. A precise determination of the top quark mass by the CDF and DO collaborations will 

eliminate one free parameter from the determination of sin’ 6$, leaving its value more sensitive to 

the Higgs mass and possible phenomena beyond the Standard Model. Appendix A discusses one 

possible way the effects of such phenomena on the weak mixing angle and other electroweak observ- 

ables can be understood; several other methods have been proposed and more are expected. Even 



if such new phenomena do not exist, ever more precise measurements of ALR will be of primary 

importance in confining the Standard Model. If such phenomena do exist, the ALR measurement 

will be of supreme importance in determining the nature of the phenomena, and in guiding the next 

generation of experiments to make a direct observation. 
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Appendix A 

Physics Beyond the Standard Model: S, 

T, U Parameters 

Propagator corrections to the tree level process e+e- -+ ff have been introduced in section 1.5.2. 

These correct.ions are known as oblique corrections since they effectively change the con&ants that 

regulate the coupling of the frrmion current to the boson propagat,or. Oblique corrections are the 

most8 important of the corrections beyond tree level that need to be applied to ALR. There have been 

many calculations of the effects of physics phenomena beyond the Standard Model on electroweak 

observables [GO]. In this appendix, we discuss a generalized parameterization of oblique corrections, 

due to Peskin and Takeuchi [Gl], which yields indicators sensitive to possible physics beyond the 

Standard Model. 

A. 1 Oblique correct ions 

Oblique corrections consist of changes to the tree level propagator. The first-order correction is a 

vacuum fluctuation loop correction. Higher orders can bring in more loops, as well as corrections 

significantly more complex than simple loops. We consider only first order loop corrections. 

A first-order loop correction to a propagator divides the propagat.or into two sections, which may 

not correspond to the same boson. The magnitude of the correction depends on the mass of the 

vacuum fluctuations current, making electroweak observables such as ALR sensitive to the mass of 

the top quark and Higgs boson. 
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The corrections previously discussed incorporated vacuum fluctuations to Standard Model par- 

ticles only, since the goal of this work is to test the Standard Model. However, a more generalized 

approach, in which the correction parameters are allowed to vary, permits us visualize the general 

agreement with the Standard Model and some of its extensions. 

A.2 S, T, U Parameters 

The S, T, and U parameters of Peskin and Takeuchi parameterize all oblique corrections due to new 

physical phenomena., circumscribed by and commensurate wit,11 the following constraims: 

1. The s’I:(‘L) x Y(l) symmetry for electroweak int,eract,ions must. hold. This requirement, pre- 

cludes the addition of new physics due to an addit.ionnl symmetry group leading to, for example, 

a new vect.or boson (2’). 

2. The s’li(2) (cus2odinl) symmet,ry must. be va.lid for the Higgs sector. This symmetry leads to 

the Higgs doublet. The requirement. of custodial symmetry precludes the addiCon of the more 

exotic models of spontaneous symmetry breaking, for example those with Higgs triplets. 

3. The new physical phenomena must be ma.nifest primarily in the oblique (vacum11 polarizat,ion) 

corrections. Direct (vertex and box diagram) corrections due to a large class of gauge-model 

extensions to the Standard Models have be shown to be small for weak-interaction processes 

involving only light fermions as external particles, which are the only processes accessible to 

present experiments. 

4. The corrected propagators can be expressed as Taylor expansions expressed in q2 about. the 

tree-level propagator. This requirement essentially restricts the mass scale of any new physics 

phenomenon to be large, hPz/hfn,, << 1. 

A.2.1 The II functions 

Fig. A-l presents the first order corrections to the tree-level propagator. The functional dependence 

of these corrections are contained in constructs labelled II-~wK~~o~w. The If functions have two sub- 

script#s that identify the propagator before and after the vacuum fluctuation loop. These subscripts 

run over the range Q, 1,2,3, for the y and the three components of weak isospin. 

Approximations to the fI functions are made assuming that corrections beyond the tree-level 

(II(O)) are small enough for a Taylor expansion in q2 to be valid. Since we are making our observations 
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Figure A- 1: Oblique corrections and their dependence on the n functions. 

at, q? = M;, the assumpt,ion is equivalent to the requirement that, q3/iIIi7ew M IbI~/M~,,, < 1. The 

11 funct.ions are approximated as follows: 

where ff’ z dKI/dq2. The functional form of II22 is equivalent to that for IIll and is not listed. 

The tree-level expressions ~IQQ( O), and Ifs,(O) vanish due to the QED Ward identity. We are left 

with six independent, parameters that parameterize the oblique corre&ons. The three precision 

mea.surements of o, GF, and Mz satisfy three of those degrees of freedom. the remaining three 

degrees of freedom are essentially loop corrections. They are parameterized by the three variables 

S,T, and U. 

A.2.2 The S,T, and U variables 

The fI functions listed in Eq. A.1 contain ultraviolet divergencies. However, since the differences 

of these functions correspond to physical parameters, and therefore the divergencies cancel in the 
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differences. The following variables are defined as difference combinations of the II functions: 

s q $ [n;,(o) - l&,(O)] 

T E 
e2 

cr sin’ LOW toss Bw llIS 
Pll(O) - n,,(o)] 

I’ 3 $ [H;,(o) -r&,(O)] (A.2) 

A full discussion of the choice of combina,tions for the S. T, and IT variables, and their resultant 

dependence 011 various paramet,ers such as the top quark mass. Higgs boson mass, and paramet,ers 

from theories beyond the Standard Model is beyond the scope of t,his discussion. However, we note 

a few fact.s about, S, T, and XT. 

The parameters S and T part,it,ion the contribution of electroweak correctious into pieces wit,h 

distinct, physical significance. This separat,iou is most, clear when IT4. In fact., all thrcle variables, 

S, T, a.nd U are close to zero if only t,hose oblique correct,ions allowed by the St,andard hlodel are 

applied. The freedom to choose the t.op quark ma.ss, mt, and the Higgs mass, ??lH, a.llows some 

leeway within the confines of the Standard Model. U is expected to remain close to zero even 

for a large cla.ss of extensions to the Standard Model. The S variable is sensit,ive to new physical 

phenomena t#hat conserve weak isospin symmetry, while the T variable is sensit#ive to phenomena 

t,hat violate weak isospin symmetry. We note the functional dependence of the variables for different 

types of oblique corrections to electroweak observables. Any significant deviation of S and T from 

zero would signal the effect of physical phenomena not accounted for in the Standard Model. 

VVe first consider effect of a new heavy fermion doublet of mass ?nN and mE for the weak isospin 

doublet partners. The S, T, and U va.riables take on the following values: 

S 
1 

= -7-f 67r 

T 
1 

M 
12n sin2 4~ cos? 0~ ’ 

where Am = 1712~ - mEj. Each additional generation of fermions will contribute additively to S 

and T. The dependence of T on Am.2 measures the amount of weak isospin breaking in the new 

generation. 
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The contribution to S, T, and U due to a Higgs boson is as follows: 

If M 0, (A.4) 

where ??lH is the mass of the Higgs boson, and ?ng,ref is the reference value for the Higgs boson 

mass at which S, T, and U are defined. Bot,h S and T a.re only logarit.hmically dependent on ?nH. 

Finally, w(’ consider the effect. on S. T, and P due t.o t#he top quark by evaluat,ing Eq. A.3, limit,ing 

???E t,o be zero, and and account,ing for the additional factor of 3 due to color. 

T x 
16s sin’ &y cos3 0~ 

(AA) 

where lnt is the mass of the top quark and mt,rrf is the reference value of the top quark mass. The 

S variable is only logarithmically dependent on mt , but the T variable is quadratically dependent 

on mt. T is sensit,ive to weak isospin breaking effects, and a large mt (with the bottom quark mass 

rnb - 4.2 GeV) const,itutes a significant violation of weak isospin. 

A.3 The S, T Dependence of Electroweak Observables 

Oblique correction effect every electroweak observable in a different way, leading to different depen- 

dencies on S and T. Wit,h several precisely determined observables, we should be able to determine 

S and T and observe any possible deviation from values predicted by the Standard Model. We list 

the S and T dependence of several electroweak variables: 

ALR=& = 0.1297 - (2.82 x lo-“)S + (2.00 x lo-‘)T, 

rz = 2.484 - (9.58 x 10-3)S + (2.615 x lo-‘)T, 

MY - = 
MZ 

0.8787 - (3.15 x 10-3)S + (4.86 x lo-‘)T + (3.70 x 10-3)li 

Rv = 0.3126 - (2.32 x 10-3)S + (6.46 x 10-3)T, 
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Qw(::~CS) = -73.31- 0.790s - O.OIIT, 

where ALR is the left-right asymmetry, rz is the width of the 2 resonance, Mw/Mz is the ratio 

of the W and 2 masses [62], R, is the ratio of charged to neutral current branching fraction for 

neut.rino scattering [63], and Qw(~~~CS) is the atomic parity violation effect in Cesium [F4]. 

We now take the current measurement.s of t#he electroweak observables listed and plot the accept,ed 

regions in S and T in Fig. A-2. We have chosen to plot the S-T region for the ALR measurement8 

presented in this thesis separat.t,ly from the S-T region for the average A, quoted by the four LLEP 

collaborations. The region favored by the Standard Model, around S,T- 0 is represent,ed as a black 

quatlrilat.eral. 

\Vt, not,e that. there are two regions of convergence for the dat,a. in S and T. The first is near S- 0 

and T - 0.5. where all the data sa.ve the SLD A LR, Qiv seem to converge. The second is at T- -0.5 

and S - -1.5, where all the data save the LEP sin’ @$ average seem t#o converge. FVe note that the 

latter negat,ive-S region is distinctly prohibited by the Standard Model, and a requirement that an 

est.ension to the St,andard Model produce a negative value of S is considered quit,e rest,ricting [65]. 

However, the disagreement is only at the x 2~7 level as of this writ,ing. 
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Figure A-2: S and T regions for various electroweak measurements. The black region in at 
S- 0, T- 0 represents the region allowed by the Minimal Standard Model. 
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Appendix B 

Various Cross-checks 

In this appeudix, we present. several cross checks of t,he beam polarizat,ion det.ermination, and t#hc 

Z event select.ion. The checks divide into two categories, Compton pola.rimet,er tests, and event- 

selection checks. We begin wit.11 the Compton polarimeter checks. 

B.l Compton Polarimeter Cross-checks 

B.l.l The Linac Mdler Polarimeter 

There were several cross checks of the Compton Polarimeter. The Liuac h/loller Polarimeter [GB], 

made an independent determination of the bea.m polarization before the electron ent.ered the North 

Arc. Moller polarimetry relies on polarized electrons in an iron-alloy foil to provide t,he polarized 

target for the beam electrons, as opposed to the polarized photons provided by the Compton la.ser. 

The main difference is that, the maximum polarization of the target is -8%, as opposed to 299% in 

Compton scattering, leading to a smaller measured asymmetry. The sign of the target polarization 

is determined by the sign of the magnetic field produced by Helmholtz coils surrounding the foil. 

The spread of atomic electron momenta in the target constitutes a la.rge systematic uncertainty for 

Moller scattering, aud must be accounted for. This effect,, recently labelled the Leuch:uk e,fecl [67], 

[68] by workers at SLAC, biases the Msller determination of the polarization by as much as 15%. 

Fig. B-l shows a schematic of the SLC L’ mat Moller Polarimeter. The M@ller polarimeter was 

situated at the end of the Linac, before the entrance to the Arcs. The Moller polarimeter made an 

invasive measurement of the beam polarization. The beam was steered to the Mmller target which 
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Figure B-l: Schematic of the Linac Mdler Polarimeter. 

resided in the old PEP extraction line. Collimators then selected the azimuth of the Moller scattered 

electrons, which were det,ected in a 64 chamlel position-sensitive silicon strip detector after showering 

in a two radiat8ion-length lead-tungsten preradiator. 

There were eight separate runs of the Linac Moller polarimeter during the SLC 1993 run. The 

average of the measurements is PMOller = (65.8 f 2.7)%, which is in agreement with the Compton 

Polarimeter’s determination of the polarization of the beam before it traverses the North Arc, as 

measured during the narrow-energy beam tests, P = (65.7 f 0.6)%. 

B.1.2 The Proportional Tube Detector 

The Compton scatt,ered electrons, after they had traversed the Compton cerenkov detector, passed 

through a proportional tube detector, the PTD. The PTD was essentially an instrumented lead 

brick. Sixteen 3 mm brass tubes with 20 micron-diameter wire inside constituted the active region 
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Figure B-2: Results from the induced beam current asymmetry test. The best fit slope of 
0.08 31 0.02 comfirms the ability of the Compton cerenkov detector to make an asymmetry 
measurement. 

of the detector. The wires were charged to -750 volts, and the surrounding region within the tubes 

filled with a 89:lO:l mixture of Ar, CO?, and CH4. The only common systematic uncertainty shared 

wit,11 Compton Cerenkov detector was the light polarization. Unfortunately, PTD detector suffered 

from linearity problems and was unable to provide an independent measurement of the Compton 

asymmetry to the precision required. However, the PTD was able to confirm the measurement8s 

made by the Cerenkov detector, to x 3% [69]. 

B.1.3 Induced Beam Current Asymmetry Test 

The ability of the Cerenkov detector channels to detect an asymmetry was tested by inducing an 

asymmetry in the bea.m current, that was measured by both the Compton detector and the beam 

current toroids [70]. 

The test proceeded as follows: a linear polarizer was added to the optics setup on the source 

laser bench right after the Pockels cell, so that light incident upon the cathode had no circular 

polarization, and the extracted elect,rons had no longitudina.1 polarization. The Pockels cell-linear 

polarizer combination now acted as a variable intensity attenuator. Pockels cell voltages were chosen 
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such that the two helicity-state indices now corresponded to different intensities of light incident on 

the cathode, leading to different electron currents extracted. 

The Compton polarimeter was operated as usual, and the signal asymmetry between the two 

helicity states was determined. The source of the signal asymmetry wa,s not, polarized Compton 

scattering, since the beams were not polarized for this test, but the artificially induced beam current 

asymmetry. The beam current, asymmet,ry was also measured by several toroids, including some close 

to the Compt,on Polarimeter. The SLC was unable to sustain a st,able current. asymmetry between 

successive pulses [71], and the current asymmetry between the two st,ates varied bet.ween 10% - 

22%. However, the current asymmet.ry as measured by the Compt.on i’erenkov det,ector and t,he 

appropriabe SLC! beam toroid mat,ched quit,e well, as Fig. B-2 shows. Thea beam current asymmetry 

fluct,uat,ions during this t,rst, made it. difficult8 to correlate bea.m t,oroitl current, mea.suremtnt,s with 

Vompt,on Cerenkov df+rctor measurements. limit,ing the powtsr of t.he t,est as a cross-check. However, 

t.hr test showed t,hat thp Vompt,on i’erenkov detector was abIt> to measure a signal asymmet,ry to M 

2%. 

B.1.4 Cornpton Laser Fixed Polarizer Test 

The two Pockels Cell setup for the Compton Pola.rimeter laser transport line was tested using a 

fixed circular polarizer at the entra.nce to the SLC [72]. This test measured the effectiveness of the 

Compton laser transport pha,se shift, measurement, and the ability of the two Pockels cell system to 

compensate for the phase shifts and deliver circularly polarized light to the Compton IP. 

For this test.. a linear polarizer and a quarter-wave plate were installed in a metal housing such 

that the fast axis of the quarter-wave plate was oriented at 45’ to the axis of linear polarizat,ion 

transmitted by the linear polarizer, creating a right-handed circular polarizer. This polarizer was 

tested and found to deliver circularly polarized light of ‘Py = (99.5 Z!I 0.5)X, then installed in front 

of the the SLC vacuum beam-pipe entrance window. The Compton Polarimeter was then oper- 

ated as usual. The fixed polarizer bypassed the many windows and mirror pairs of the Compton 

Laser transport line, but lacked the ability to randomly select light helicity pulse-to-pulse. The 

pepy product determined from the asymmetry between the two electron helicities scattering from 

the right-circularly polarized light is shown in Fig. B-3, along with P,P? determined from a few 

Compton measurements made immediately before the test was performed. The average of the beam 

polarization mea.surement,s for the normal runs was pePy = 0.607 AI 0.004, while the average of the 

mea,surements with the fixed polarizer in place was Pep-, = 0.601 f 0.005. The fixed polarizer test 

lends confidence that the two Pockels cell method used to measure and compensate for the laser 

transmission line phase shifts worked well and delivered circularly polarized light to the Compton 
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Fixed Polarizer Test 

0.62 

0.58 

0.54 

Result from the Compton Laser fixed polarizer test. This test confirmed the 
ability of the Pockels cells scans to compensate for phase shifts in the transport system and 
deliver circularly polarized light to the Conlpton IP. 

IP. 

B .2 Event Select ion Cross-checks 

B.2.1 Selection Criteria Biases 

If the Z event. sample used for the ALE analysis coruained a large class of backgrounds that. somehow 

passed all the selection criteria described in Chapter 8, then very probably the measured asymmetry 

would be a sensitive function of the event selection criteria. The measured asymmetry, A,,, would 

vary as the selection criteria were tightened, and more of the background wa.s eliminated. We 

investigat#ed the possibility of such a background in our 2 data calculating the value of A,,, for 

different sets values of the event para,met,ers used in selection. Fig. B-4 shows A, in different bins of 

total energy, energy imbalance, cluster multiplicity and time from nearest polarizat,ion measurement. 

The straight line in the histograms indicates a fit to a constant. In all cases t,he fit is consistent with 

the constant Am = 0.1024. 

The lower measured asymmetry for t,he first few bins of the cluster multiplicity distributions 
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Figure B-4: Raw Asymmetry plotted in bins of total energy, energy imbalance, cluster 
multiplicity, and time from polarization. The best fit to the data is shown as a horizontal line. 
The numerical value of the best-fit, Ao, and its x*/degreeoffreedom are listed. 
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forward parts of SLD, as well as cos6’ and q%. The best fit to the data is shown as a horizontal 
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caused us to investigate the events with low cluster multiplicity. As noted in section 8.3, the cluster 

multiplicity distributions were difficult to simulate, and the concern that some class of backgrounds 

was populating these low cluster multiplicity bins caused us to examine all the events in those 

bins closely. The first two histograms in Fig. B-5 shows the asymmetry versus cluster multiplicity 

distribution separated into the central and forward regions. The low asymmetry for the low cluster 

multiplicity bins was found to come from events in the central part of the detector (not the forward 

part where backgrounds would be expected to contribut,e the most), whose event topologies suggested 

st,rongly that they were hadronic decays of Z event.s. Although the best fit to a const,ant for the, 

central part, distribution is seen to be low, it is still statistically consistent with 0.1024. 

The possibl(x correlat,ion of A,, was st#udied for ot,her event parameters of interest,. The last, t.wo 

hist,ograms in Fig. B-5 show /l,,& calculat,ed in bins of cos 0 and d,t.he polar and a.zimut.hal angle of 

the event,‘s thrllst axis. The best. fit. to a constant. value arr shown. Srvera.1 other event parameters, 

such as the value of the polarization measurement, associated with the Z, the St.ii(.iSliCal error on 

that. ltloasIlr(~111~~11t~. tht> sphericit.y, oblateness, and track mult,iplicity w’cre t&ed in the Sam(~ waj 

and foulid t.o have no correlat.ion with the mea.sured asymmetry. 

B.2.2 Calorimeter-Independent event selection 

W’e used the SLD Central Drift Chamber (CDC) and the Vertex Detector (VTX) to select a. sample 

of hadronic decay events with negligible backgrounds. Since the CDC covera.ge only extended out to 

x 53” in the polar angle, the size of the data set is much smaller than the ALR data set selected by 

the Calorimetric data select,ion. In addition, the data. sample is further reduced by inefficiencies in 

the CDC and VTX tra,cking and vertex-finding hardware and software. which have been drscribcd 

elsewhere [73]. We used the Pa.ss 1 event.s which had tracks close to the primary vertex. We 

demanded at least six t,racks with momentum equal to or greater than 250 Mev originate from a 

cylindrical fiducial region around the interaction point (IP) of 5 cm in the transverse (p) axis, and 

10 cm in the z axis. We refer to this the CDC-VTX data selection. 

Fig. B-6 shows the absolute polarization plotted for negative and positive helicit,y event,s that 

passed the CDC-VTX cuts mentioned above. A total of 20867 negative-helicity event,s passed the 

cuts, along with 16974 positive-helicity ones. This yields A,, CDC-VTX = 0.1029 f 0.0051, which 

agrees with A,,, = 0.1024 f 0.0045. The luminosity-weighted beam polarizat,ion for the CDC-VTX 

selected data is 63.3% (a.ft.er the chromaticity correction) which also agrees well with the 63.0%~ f 

1.1% from the Calorimetric data selection. 
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