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ABSTRACT

Lattice quantum field theories containing fermions can be formulated in a chirally invariant way provided long-range interactions are introduced. I establish that in weak-coupling perturbation theory such a lattice theory is renormalizable when the corresponding continuum theory is, and that the continuum theory is indeed recovered in the perturbative continuum limit. In the strong-coupling limit of these theories one is led to study an effective Hamiltonian describing a Heisenberg antiferromagnet with long-range interactions. Using blockspin renormalization group methods $I$ find a critical rate of falloff of the interactions, approximately as inverse distance squared, which separates a nearest-neighbor-antiferromagnetic phase from a phase displaying identifiable long-range effects. I point out a duality-type symmetry which is present in some block-spin calculations.
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## CHAPTER I

## INTRODUCTION

The outstanding development in high energy physics during the past decade has been the re-emergence of relativistic quantum field theory as the unified theoretical framework for understanding the fundamental interactions. On the one hand, our command of perturbative field theory has been dramatically strengthened by the understanding of non~Abelian gauge theories and spontaneous symmetry breakdown, resulting in the unprecedented construction of unified, renormalizable theories of strong, weak, and electromagnetic interactions. On the other, real progress is finally being made in understanding nonperturbative phenomena in field theory.

It is no exaggeration to say that most of the results in nonperturbative field theory have come from lattice techniques. The lattice provides a regularization scheme which works independent of perturbation theory; many "continuum" calculations implicitly assume the presence of such a regularization. The very powerful renormalization group concepts of Wilson ${ }^{1}$ give meaning to the renormalized continum limit of a lattice theory, again without reference to perturbation theory. And lattice theories admit treatment by many approximation methods not available in the continuum: strong-coupling expansions, ${ }^{2}$. block-spin renormalization group cālculations, ${ }^{3-8}$ Monte Carlo simulations, 9 variational methods, 10 and so forth. Experience derived from problems in solid-state physics is also very useful.

It is often pointed out that no regularization scheme can preserve all the desirable properties of relativistic quantum field theory: if it could we would take the finite regularized theory itself as a fundamental description of nature and throw away the unregulated, ill-defined field theory we started with. Thus dimensional regularization encounters difficulty with operators involving $\gamma_{5}$. For a similar reason (the axial current anomaly) there are difficulties in formulating Dirac fermions in the lattice regularization (in addition to the obvious loss of Lorentz invariance). This is discussed in Chapter II where I show that a simple lattice formulation of the Dirac equation with chiral symmetry requires long-range couplings on the lattice which fall off no faster than l/distance. This thesis discusses various issues arising from the existence of such long-range interactions in lattice theories.

In most discussions of lattice theories, long-range interactions are summarily excluded from the universe of discourse. This leads to a welcome reduction in the size of the space of all possible couplings, which is the appropriate setting for discussing the renormalization group. It also allows cavalier treatment of problems such as integration by parts, boundary conditions, and infinite-volume limits. Such issues will be important for the systems with long-range interactions discussed herein.

Chapter II of this thesis deals directly with the renormalization problem in lattice field theories where the long-range interactions arise from a chirally symmetric treatment of lattice fermions. If the lattice is to be a useful regulator for continuum field theory in general, it should in particular be a satisfactory perturbative regulator.

This means that it must be possible to define an order-by-order perturbative renormalization program such that the renormalized S-matrix elements have finite limits when the lattice spacing goes to zero, and these finite values agree with those obtained using any other regulator. It has been shown that this is possible for lattice theories with nearest-neighbor interactions, ${ }^{11}$ but the proof does not go through in the presence of long-range interactions, due in part to the infinitevolume limit problem alluded to above. This circumstance has led some authors to conclude that the chirally symmetric lattice fermion theories are nonrenormalizable. ${ }^{12}$ This is not so, and Chapter II generalizes the existing renormalizability proofs to handle these theories.

Chapters III and IV are devoted to nonperturbative studies of onedimensional lattice spin systems using block-spin renormalization group techniques developed at SLAC. These spin systems, generalized Heisenberg antiferromagnets with interactions falling off as (distance) ${ }^{-p}$, arise naturally as effective Hamiltonians for the strong-coupling limit of the chirally symmetric fermion theories of Chapter II. The principal result is the identification of a critical rate of falloff of the interaction, $\dot{p} \approx 1.85$, separating two phases of the theory. A faster falloff gives the same qualitative behavior as a nearest-neighbor interaction, longrange effects becoming important only with a slower falloff. In the course of carrying out the block-spin calculations a new type of duality transformation is encountered: it is a symmetry of the system after one blocking operation which is induced by the translation symmetry of the original spin system.

## CHAPTER II

## PERTURBATION THEORY FOR SLAC LATTICE FERMIONS

## 1. Introduction

Rigorous formulation of a continuum quantum field theory normally involves defining the theory as a singular limit of a cutoff or regularized theory. In perturbation theory many satisfactory regularization schemes exist, including Pauli-Villars, dimensional regularization, and others. However, for nonperturbative studies of gauge theories, interest has focused on the lattice regularization, which has the virtue of preserving exact local gauge invariance. Block-spin renormalization group, Monte Carlo, strong-coupling, and rigorous mathematical methods ${ }^{2-10,13}$ have provided a great deal of information concerning the phase structure and continuum limit of pure gauge theories on a lattice.

The extension of lattice techniques to realistic theories such as QCD has been hindered by uncertainty regarding the proper treatment of lattice fermions. Straightforward transcription of the Dirac equation to the lattice by replacing derivatives by nearest-neighbor differences leads to the so-called spectrum-doubling problem: the continuum limit of the latticized Dirac equation describes $2^{d}$ fermions rather than just one, where $d$ is the number of dimensions of space-time which are latticized. Of the many proposed solutions for this problem, two will be discussed here. Wilson ${ }^{14}$ adds a term with no $\gamma$-matrix structure to the lattice Dirac equation. This term functions as a momentum dependent "mass", giving the extra fermions masses on the order of the cutoff and removing them from the spectrum in the continuum limit. As an additional
mass term, it also destroys the global chiral symmetry of the Dirac theory at $m=0$. The SLAC group ${ }^{4}, 15$ obtains the correct fermion spectrum and preserves chiral symmetry by transcribing the continuum derivative as a nonlocal lattice difference operator. The definition is such that in momentum space the lattice derivative acts as multiplication by $i p_{\mu}$. Clearly, if the spectrum-doubling problem is connected with chiral symmetry, then it must be fully understood before lattice methods can give reliable information about the symmetry structure of QCD. Indeed, an important issue connected with chiral symmetry in any gauge theory is the axial anomaly. Any lattice gauge theory with continuous chiral symmetry must answer the following question. In consequence of the continuous symmetry, there will be a conserved axial current on the lattice. The naive manipulations leading to a non-anomalous Ward identity for this current are valid in the presence of the lattice regularization. Does the continuum limit of this current exist? If so, doesn't that yield a continuum axial current with no anomaly, and isn't that impossible?

The straightforward transcription of the Dirac equation answers this question by doubling the spectrum: the anomaly is cancelled between the different fermion species. ${ }^{16}$ The Wilson formulation answers by explicitly breaking the lattice chiral symmetry. An extra term appears in the Ward identity and becomes the anomaly in the continuum limit. ${ }^{16,17}$ In this chapter I will show that the SLAC theory encounters infrared divergences in perturbation theory which need careful treatment. Order by order the continuum limit of the conserved axial current does not exist due to these infrared divergences.

It is becoming generally recognized that an undoubled spectrum, continuous chiral symmetry, and locality of interactions are incompatible
though desirable properties of a lattice fermion scheme. Indeed, in the literature one can find the claim ${ }^{16,18}$ that a lattice fermion theory with undoubled spectrum and continuous chiral symmetry is itself impossible, although the arguments in support of these claims involve additional assumptions. One purpose of the present work is to clarify the relations between these three properties of lattice fermion schemes.

Before using a particular regularization scheme for nonperturbative investigations, one would like to have confidence that it yields acceptable results in the familiar context of perturbation theory. Sharatchandra ${ }^{1 l}$ has shown that Wilson's formulation of QED on a four-dimensional Euclidean lattice passes this test. He showed that in perturbation theory a multiplicative renormalization of fields and parameters suffices to remove all divergences in the $a \rightarrow 0$ limit of the $S$-matrix, which then agrees with the S-matrix of continuum QED. My objective in this chapter is to give the corresponding analysis for the SLAC version of QED. In this case multiplicative renormalization does not suffice: additional counterterms are required. This is to be expected, since once long-range interactions are admitted the SLAC Lagrangian is by no means the most general one consistent with its symmetries. The amalysis, like Sharatchandra's, should extend to QCD as well.

Perturbation theory with SLAC lattice fermions has been studied by Karsten and Smit in the four-dimensional Euclidean lattice formulation. ${ }^{12,16,19}$ They computed both the one-loop vacuum polarization and the VVA triangle diagrams. They concluded that the axial current did not develop an anomaly in the continuum limit. Its matrix elements, along with the vacuum polarization, were nonlocal, not Lorentz covariant, and
infrared singular in the continuum limit. Furthermore, the theory appeared nonrenormalizable in that infinitely many Green's functions were superficially divergent. Nakawaki ${ }^{20}$ reached similar conclusions from a study of the SLAC theory in Hamiltonian form. In the present work I show that the perturbation expansion of Karsten and Smit breaks down owing to the infrared singularities. I describe a resumation of the perturbation series which removes these divergences, and carry out a renormalization program to all orders of the modified expansion. The renormalized Green's functions at each order in this expansion go over, for a $\rightarrow 0$, to those of continuum QED to the same order.

The discussion is organized as follows. Section 2 reviews the fermion doubling problem and explores the reasons it occurs. The SLAC group's solution to the problem is discussed, and the "topological" connection between spectrum doubling, chiral symmetry, and the range of interactions is explained. In Sect. 3 I summarize Sharatchandra's arguments for the renormalizability of Wilson's lattice QED, which form the basis for the arguments I subsequently apply to the SLAC theory. In Sect. 4 I show how continuum QED in a fixed gauge can be faithfully transcribed onto a lattice. The SLAC derivative and long-range interactions appear automatically. Although this is not the SLAC lattice gauge theory which has. been discussed in the literature, it provides a simple counterexample to the claim that no lattice version of QED with undoubled spectrum and continuous chiral symmetry is possible. Section 5 begins the discussion of the SLAC lattice gauge theory studied by Karsten and Smit. I derive the Feynman rules, check the classical continuum limit of the Lagrangian, and exhibit the conserved currents and Ward identities. The
theory appears nonrenormalizable by power counting. However, the perturbation expansion is shown to be invalid due to infrared divergences which arise as a direct consequence of having an undoubled fermion spectrum. The summation of tadpole diagrams is shown to remove both the infrared divergences and the problems with power counting. Section 6 begins the discussion of renormalization. The obstacle to direct application of Sharatchandra's methods is the inability to expand integrands in powers of external momenta. I divide the integrals into subregions, in each of which the Taylor expansion in external momenta is possible. I then give the prescription for order-by-order construction of counterterms, and show that in the presence of the counterterms the $a \rightarrow 0$ limit gives ordinary continuum QED. Section 7 supplements this rather abstract discussion by applying the renormalization prescription to oneand two-loop examples. Although detailed calculations are not carried out, the form of the necessary counterterms is clarified. I consider to what extent the counterterms can be generated by rescaling fields and parameters. Finally, I show that in the renormalized perturbation expansion the conserved axial current still has divergent matrix elements. These can be made finite by redefining the current, at the cost of introducing the usual anomaly. Section 8 summarizes the conclusions and points out remaining problems. In particular I consider whether the properties of the SLAC lattice gauge theory established in perturbation theory will persist in the exact nonperturbative solution.

Notation: The Einstein summation convention is not used in this chapter. Summations will be indicated explicitly.

## 2. Lattice Fermions

This section reviews the spectrum-doubling problem of lattice fermions and motivates its solution via the "SLAC derivative".

Consider the Klein-Gordon equation for a scalar field,

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}+m^{2}\right) \phi(\vec{x}, t)=0 \tag{2.1}
\end{equation*}
$$

The problem of transcribing this equation onto a three-dimensional lattice with continuous time is solved by making $\phi$ a function on lattice sites indexed by $\vec{x}$ and replacing $\nabla^{2}$ by an appropriate difference operator. Plausible choices are $\nabla_{+}^{2}, \nabla_{-}^{2}, \nabla_{ \pm}^{2}$, and $\vec{\nabla}_{-} \cdot \vec{\nabla}_{+}$, where

$$
\begin{align*}
& \nabla_{+}^{i} f(\vec{x})=\frac{1}{a}[f(\vec{x}+\vec{a} i)-f(\vec{x})]  \tag{2.2a}\\
& \nabla_{-}^{i} f(\vec{x})=\frac{1}{a}\left[f(\vec{x})-f\left(\vec{x}-\vec{a}^{i}\right)\right],  \tag{2.2b}\\
& \nabla_{ \pm}^{i} f(\vec{x})=\frac{1}{2 a}\left[f\left(\vec{x}+\vec{a}{ }^{i}\right)-f(\vec{x}-\vec{a})\right], \tag{2.2c}
\end{align*}
$$

(In this chapter the variable $\vec{x}$ indexing lattice sites will always carry dimensions: $x_{i}=n_{i}$ a where $a$ is the lattice spacing and $n_{i}$ is an integer. $\vec{a}^{\mathbf{i}}$ is a vector of length a in the $i$ direction.) The spectrum of the lattice Klein-Gordon equation is found by seeking solutions of the form

$$
\phi(\vec{x}, t) \sim e^{-i E t} e^{i \vec{k} \cdot \vec{x}}
$$

leading to the dispersion relations

$$
\begin{align*}
& \nabla_{+}^{2}: E^{2}  \tag{2.3a}\\
&=\frac{4}{a^{2}} \sum_{i} e^{i k_{i} a} \sin ^{2} \frac{1}{2} k_{i} a+m^{2},  \tag{2.3b}\\
& \nabla_{-}^{2}: E^{2}  \tag{2.3c}\\
&=\frac{4}{a^{2}} \sum_{i} e^{-i k_{i} a} \sin ^{2} \frac{1}{2} k_{i} a+m^{2},  \tag{2.3d}\\
& \nabla_{ \pm}^{2}: \quad E^{2}=\frac{1}{2} \sum_{i} \sin ^{2} k_{i} a+m^{2} \\
& \vec{\nabla}_{-} \cdot \vec{\nabla}_{+}: \quad E^{2}=\frac{4}{2} \sum_{i} \sin ^{2} \frac{1}{2} k_{i} a+m^{2},
\end{align*}
$$

(On an infinite lattice $k_{i}$ is a continuous variable which can be chosen to run from $-\pi / a$ to $+\pi / a$. The notation $\Lambda=\pi / a$ will sometimes be used.)

All these expressions reduce to the usual continuum dispersion relation when $a \rightarrow 0$ with $\vec{k}$ fixed. However, $\vec{\nabla}_{+}$and $\vec{\nabla}_{-}$are not Hermitian: the energy in Eqs. (2.3a) and (2.3b) is not real. The remaining possibilities differ only in the period of the sine functions. Equation (2.3d) has the $2 \pi /$ a periodicity of the lattice while Eq. (2.3c) has period $\pi / a$. This signals spectrum doubling. For an acceptable spectrum only the spatially constant ( $\vec{k}=0$ ) solution should minimize the energy. For Eq. (2.3c) this solution is degenerate with seven others having $k_{i}=\pi / a$ for some values of $i$ ( $\phi$ alternates sign in some lattice directions). About each of these solutions there is a band of long-wavelength excitations, resulting in eight low-lying particle states in the continuum limit compared to one for Eq. (2.3d).

It is not coincidental that Eq. (2.3d) alone is satisfactory. The gradient of a function $f(\vec{x})$ on lattice sites is naturally defined as the
function on links which is the sum (with sign changes for the orientation of the link) of the values of $f$ at the sites bounding a given link. This is $\nabla_{+}^{i}$. The divergence of a function $f_{i}(\vec{x})$ on links is a function on sites given by the sum (with sign changes for orientation) of the values of $f_{i}$ on links impinging on a given site. This is $\sum_{i} \nabla_{-}^{i} f_{i}$. Hence the Laplacian is naturally given by $\vec{\nabla}_{-} \cdot \vec{\nabla}_{+}$. The different derivatives represent the lattice boundary and coboundary operators, ${ }^{13}$ which are not equal.

From a more abstract point of view, what is happening is the following. Associated with a scalar, vector, or antisymmetric tensor field there is a differential 0-form, 1-form, or 2-form. A rotationally covariant differential operator acting on the field can be expressed in terms of the exterior differential operators $d$ and $\delta$ acting on the form. A natural latticization is available by associating n-forms with n -cochains (functions on sites, links, or plaquettes for $\mathrm{n}=0,1,2$ ) and d and $\delta$ with the boundary and coboundary operators represented here by $\nabla_{+}^{i}$ and $\vec{\nabla}_{-} \ldots$ The problems with fermions arise because they fall into spinor, rather than tensor representations of the rotation group and so have no associated n-forms.

Consider now the Dirac equation,

$$
\begin{equation*}
(i \gamma \cdot \partial-m) \psi=0, \tag{2.4}
\end{equation*}
$$

which is seen to have the same dispersion relation as the Klein-Gordon equation by applying $i \gamma \cdot \partial+m$ to both sides. Assume this equation is to be latticized by substituting a difference operator for the spatial derivatives, $\psi$ being defined at lattice sites. This assumption is by no means necessary, but it does guarantee that the lattice Dirac equation
will have the usual chiral invariance when $m=0$. The fermion dispersion relation will be that of the Klein-Gordon equation whose Laplacian is the square of the Dirac difference operator. The acceptable dispersion relation (2.3d) cannot be obtained!

The Dirac equation requires a Hermitian difference operator whose square is an acceptable Laplacian. The SLAC group ${ }^{4,15}$ achieves this in terms of the Fourier transform of a lattice function $f(\vec{x})$,

$$
\begin{equation*}
\tilde{f}(\vec{p})=a^{3} \sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}} f(\vec{x}), f(\vec{x})=\frac{1}{(2 \pi)^{3}} \int_{-\Lambda}^{\Lambda} d^{3} p e^{i \vec{p} \cdot \vec{x}} \tilde{f}(\vec{p}) \tag{2.5}
\end{equation*}
$$

by defining $\nabla_{j} f(\vec{x})$ as the inverse transform of $i p_{j} \tilde{f}(\vec{p})$. This leads to the exact relativistic spectrum $\mathrm{E}^{2}=\mathrm{p}^{2}+\mathrm{m}^{2}$ on the lattice. In coordinate space the definition is

$$
\begin{equation*}
\nabla_{j} f(\vec{x})=\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n a}\left[f\left(\vec{x}+n \vec{a}_{j}\right)-f\left(\vec{x}-n \vec{a}_{j}\right)\right] \text {. } \tag{2.6}
\end{equation*}
$$

The nonlocality of this operator is essential for avoiding the spectrum doubling. Indeed, a general derivative operator may be written

$$
\begin{equation*}
\nabla_{j} f(\vec{x})=\sum_{\vec{y}} D_{j}(\vec{x}-\vec{y}) f(\vec{y}) \tag{2.7a}
\end{equation*}
$$

with Fourier transform

$$
\begin{equation*}
\nabla_{j} \tilde{f}(\vec{p})=i \tilde{D}_{j}(\vec{p}) \tilde{f}(\vec{p}), \tag{2.7b}
\end{equation*}
$$

where the factor $i$ has been extracted for convenience. The fermion dispersion relation will be

$$
\begin{equation*}
E^{2}=\sum_{j} \tilde{D}_{j}^{2}(\vec{p})+m^{2} \tag{2.8}
\end{equation*}
$$

and spectrum doubling occurs if $\sum_{j} \tilde{D}_{j}^{2}(\vec{p})=0$ has solutions other than $\vec{p}=2 \vec{n} \pi / a$. Usually $\tilde{D}_{j}(\vec{p})=\tilde{D}\left(p_{j}\right)$ is a function of $p_{j}$ alone, but in any case one can $f i x p_{i}=0, i \neq j$, and study the function $\tilde{D}\left(p_{j}\right)=\tilde{D}_{j}(p)$ alone. Hermiticity requires $\tilde{D}$ to be real, a satisfactory continuum limit requires $\tilde{D}\left(p_{j}\right) \rightarrow p_{j}$ as $a \rightarrow 0$ with $p_{j}$ fixed, and on general grounds $\tilde{D}$ has period $2 \pi / a$. It is evident from Fig. 1 that if $\tilde{D}$ is continuous, it has at least one zero for $0<p_{j}<2 \pi / a$, with a band of low-lying states around this zero to become an extra fermion in the continuum limit. The SLAC derivative (Fig. 2) escapes this conclusion due to its discontinuity at $p_{j}=\pi / a$. One recalls that the Fourier coefficients of a discontinuous function fall off as $1 / n$ or slower, so $D_{j}(\vec{x}-\vec{y})$ is necessarily nonlocal. This argument, which also appears in Ref. 16, is a simple and intuitive case of the more general topological theorem of Ref. 18.

It is amusing to note that, because a Fourier series converges to the mean at a point of discontinuity, the SLAC function $\widetilde{\mathrm{D}}\left(\mathrm{p}_{\mathrm{j}}\right)=\mathrm{p}_{\mathrm{j}}$ for $p_{j} \in(-\pi / a, \pi / a)$, extended periodically, does have a zero at $p_{j}=\pi / a$. However, there is no band of low-lying states surrounding this point.

It is quite possible for $\tilde{D}\left(p_{j}\right)$ to have more than two zeroes. The choice

$$
\nabla_{j} f(\vec{x})=\frac{1}{4 a}\left[f\left(\vec{x}+2 \vec{a}_{j}\right)-f\left(\vec{x}-2 \vec{a}_{j}\right)\right]
$$

for example, leads to "spectrum quadrupling".


Fig. 1. General behavior of a continuous function $\widetilde{D}\left(P_{j}\right)$ appearing in the fermion dispersion relation, illustrating the necessity of spectrum doubling.


Fig. 2. The SLAC derivative $\tilde{D}_{j}(p)$, which avoids spectrum doubling by virtue of discontinuities at $\pm \pi / a$.

It should be evident from this discussion that there are interesting geometric and topological issues connected with latticizing fermions. Further research along these lines is in progress.

## 3. Wilson's Lattice QED

This section reviews Wilson's ${ }^{14}$ lattice formulation of QED and Sharatchandra's ${ }^{11}$ conclusions concerning its perturbative renormalizability. The method of Sharatchandra's proof is summarized in some detail since it provides a canonical set of arguments for establishing the perturbative equivalence of lattice and continuum theories. The analysis of the SLAC lattice QED formulation to follow will be based heavily on these arguments.

In this chapter, detailed discussions of lattice perturbation theory will be carried out in the four-dimensional Euclidean, rather than the Hamiltonian, formalism. This makes available the technical conveniences of the straightforward path-integral quantization and manifest symmetry between time and space coordinates characteristic of this formalism.

Wilson's lattice QED action is:

$$
\begin{align*}
I= & a^{4} \sum_{x, \mu, \nu} \frac{1}{4} F_{\mu \nu}^{2}(x)+a^{4} \sum_{x, \mu} \frac{1}{2 \lambda}\left[\nabla_{\mu}^{-} A_{\mu}(x)\right]^{2} \\
& -a^{4} \sum_{x, \mu} \bar{\psi}(x) \frac{1}{i} \gamma_{\mu} \frac{1}{2 a}\left[\psi\left(x+a_{\mu}\right) e^{i e a A_{\mu}(x)}-\psi\left(x-a_{\mu}\right) e^{-i e a A_{\mu}\left(x-a_{\mu}\right)}\right] \\
& -a^{4} \sum_{x, \mu} \bar{\psi}(x) \frac{1}{2 a}\left[\psi\left(x+a_{\mu}\right) e^{i e a A_{\mu}(x)}+\psi\left(x-a_{\mu}\right) e^{-i e a A_{\mu}\left(x-a_{\mu}\right)}-2 \psi(x)\right] \\
& -a^{4} \sum_{x} m \bar{\psi}(x) \psi(x) \quad, \tag{2.9}
\end{align*}
$$

where $F_{\mu \nu}(x)=\nabla_{\mu}^{+} A_{\nu}(x)-\nabla_{\nu}^{+} A_{\mu}(x)$. (The $\gamma$-matrix convention is $\left.\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=-2 \delta_{\mu \nu}.\right)$

For $e=0$, the free fermion action is constructed using the derivative $\nabla_{\mu}^{ \pm}$and would therefore yield a doubled spectrum if not for the additional terms in the third line of Eq. (2.9). In momentum space these terms read

$$
-\left(\frac{2}{a} \sin ^{2} \frac{1}{2} p_{\mu} a\right) \tilde{\psi}(p) \tilde{\psi}(p) \ldots,
$$

and they vanish for $p \rightarrow 0$ or for $a \rightarrow 0$ with $p$ fixed. However, they give "masses" of order $\Lambda$ to the extra fermions with $p_{\mu}=\pi / a$, removing them from the spectrum in the continuum limit. They also explicitly break chiral symmetry, as is appropriate for a "mass" term.

The coupling to the gauge field is introduced in a manner consistent with invariance under the local gauge transformations

$$
\begin{align*}
& \psi(x) \rightarrow e^{-i e x(x)} \psi(x) \\
& A_{\mu}(x) \rightarrow A_{\mu}(x)+\nabla_{\mu}^{+} x(x) \tag{2.10}
\end{align*}
$$

The second term in Eq. (2.9) serves to fix a "covariant" gauge. The form of the photon kinetic energy (not periodic in $A_{\mu}$ ) identifies this as the noncompact formulation of QED; the compact formulation would replace $F_{\mu \nu}^{2}(x)$ by

$$
-\frac{2}{e^{2} a^{4}}\left(e^{i e a^{2} F_{\mu \nu}(x)}-1\right)
$$

Finally, note that the lattice derivatives in Eqs. (2.9) and (2.10) are used "naturally" in the sense of Sect. 2: $\nabla_{\mu}^{+}$is used to create the plaquette variable $F_{\mu \nu}$ from the link variable $A_{\mu}$ while $\nabla_{\mu}^{-}$forms the scalar divergence of the vector $A_{\mu}$.

Expanding the exponentials in Eq. (2.9) and introducing the Fouriertransformed fields permits one to read off the Feynman rules from the coefficients of the terms in the action. For the photon field it is convenient to define the Fourier transform by

$$
\begin{equation*}
A_{\mu}(x)=\int_{-\Lambda}^{\Lambda} \frac{d^{4} p}{(2 \pi)^{4}} e^{i p \cdot\left(x+\frac{1}{2} a_{\mu}\right)} \tilde{A}_{\mu}(p) \tag{2.11}
\end{equation*}
$$

so as to get real expressions for propagators and vertex functions. For example, the Fourier transform of $-i \nabla_{\mu}^{-} A_{\mu}(x)$ will be $(2 / a) \sin \left(\frac{1}{2} p_{\mu} a\right) \tilde{A}_{\mu}(p)$ rather than ( $1 / i a$ ) (1-e $e^{-i p_{\mu}}$ ) $\tilde{A}_{\mu}(p)$. Some of the resulting Feynman rules are given in Fig. 3.

$$
\begin{aligned}
& \underset{\mu}{\sim \sim \sim \sim \sim \sim} \underset{\nu}{\sim} \Delta_{\mu \nu}(p)=\frac{1}{S^{2}(p)}\left[\delta_{\mu \nu}-(1-\lambda) \frac{S_{\mu}(p) S_{\nu}(p)}{S^{2}(p)}\right] \\
& \longrightarrow \underset{p}{ } S_{F}(p)=\left[\frac{1}{a} \sum_{\mu}\left(\gamma_{\mu} \sin p_{\mu} a+2 \sin ^{2} \frac{1}{2} p_{\mu} a\right)+m\right]^{-1} \\
& \xrightarrow[\mathrm{a}]{{ }_{\mathrm{q}}^{\mu} \boldsymbol{\xi}_{\mathrm{p}}} \quad-\mathrm{e}\left[r_{\mu} \cos \frac{1}{2}(\mathrm{p}+\mathrm{q})_{\mu} a+a \sin \frac{1}{2}(\mathrm{p}+\mathrm{q})_{\mu} \mathrm{a}\right]
\end{aligned}
$$

$$
\begin{aligned}
& a e^{2} \delta_{\mu \nu}\left[\gamma_{\mu} \sin \frac{1}{2}(p+q)_{\mu} a-a \cos \frac{1}{2}(p+q)_{\mu} a\right] \\
& 2-82
\end{aligned}
$$

Fig. 3. Some of the Feynman rules for Wilson's lattice QED. There are $n$-photon vertices for all $n>0 . \quad S_{\mu}(p) \equiv(2 / a) \sin \frac{1}{2} p_{\mu} a$.

Strictly speaking, the Feynman rules require an integration over the momentum of each internal line. In the continuum theory, many of these integrations are trivial because of the momentum-conserving delta functions. On the lattice, however, one has at each vertex a factor

$$
a^{4} \sum_{x} \exp i\left(\sum k\right) \cdot x=(2 \pi)^{4} \delta_{\text {per }}^{4}\left(\sum k\right)
$$

where

$$
\begin{equation*}
\delta_{\text {per }}(q) \equiv \sum_{n=-\infty}^{\infty} \delta(q+2 n \Lambda) \tag{2.12}
\end{equation*}
$$

It is shown in Appendix A that because the Feynman integrands are themselves periodic functions of momenta, the trivial integrations can still be done. Thus even on the lattice one can label Feynman graph lines with exactly conserved momenta and perform nontrivial integrations only over a set of loop momenta.

Sharatchandra showed that this set of Feynman rules defines a multiplicatively renormalizable lattice QED: fields and parameters can be rescaled so that when $a \rightarrow 0$ the Green's functions are finite and identical to those of ordinary QED. (In fact, Sharatchandra considered compact QED, which is technically more complicated.) This is demonstrated in four steps.

1. The Feynman rules reduce to the continuum Feynman rules when $\mathrm{a} \rightarrow 0$ with momenta fixed. Since the Feynman rules reflect the momentumspace coefficients in the action, this merely means that the action has the correct classical continuum limit. However, it does imply
that if a normal diagram (one containing no multiphoton vertices) converges as $a \rightarrow 0$, it agrees with the continum result for the diagram.
2. The list of primitively divergent diagrams and their superficial degrees of divergence (for $a \rightarrow 0$ ) coincides with the list for continuum QED. For normal diagrams this can be shown by bounding lattice quantities by continuum quantities. For example, for the photon propagator,

$$
\frac{2}{\pi} p_{\mu} \leq \frac{2}{a} \sin \frac{1}{2} p_{\mu} a \leq p_{\mu}, \quad 0 \leq p_{\mu} \leq \frac{\pi}{a},
$$

implies

$$
\frac{1}{p^{2}} \leq \frac{1}{\sum_{\mu} \frac{4}{a^{2}} \sin ^{2} \frac{1}{2} p_{\mu} a} \leq \frac{\pi^{2}}{4} \frac{1}{p^{2}},\left|p_{\mu}\right| \leq \frac{\pi}{a}
$$

Now imagine shrinking some internal fermion propagator to a point in a normal diagram. The loss of this propagator increases $D$ by one unit, but a two-photon vertex is created which carries an explicit factor a according to Fig. 3. Hence D-is unchanged. This argument generalizes to show that the presence of multiphoton vertices does not interfere with power counting.
3. A11 Feynman integrands possess Taylor expansions in powers of their external momenta. Ignoring infrared problems, e.g., by assuming a photon mass, this means that the BPH procedure of subtracting the first $D+1$ terms in the Taylor expansions of divergent subgraphs, with combinatorics handled by a forest formula, can be
implemented. It follows from point (1) that normal diagrams take on their continuum values when $a \rightarrow 0$ after the subtractions are done. If a divergent subgraph contains a multiphoton vertex then it has the form $a^{\mathbb{N}}$ times an integral of $\mathscr{O}\left(1 / a^{N+D}\right), N \geq 1$. After $\mathrm{D}+1$ subtractions this becomes $\mathrm{a}^{\mathrm{N}} \mathscr{O}\left(1 / \mathrm{a}^{\mathrm{N}-1}\right)$, so all such diagrams vanish when $a \rightarrow 0$.
4. It remains to enumerate the counterterms which are required to implement the BPH subtractions. As in the continuum theory, the Ward identities are useful here. They are derived, as usual, by making a change of variables corresponding to an infinitesimal gauge transformation in the path integral for the vacuum functional in the presence of sources. The action proper is invariant under such a transformation but the gauge-fixing and source terms are not. The Ward identities state that the contribution of these terms does not affect the vacuum functional. It should be evident from Eqs. (2.9) and (2.10) that the Ward identities differ from their continuum versions only in the replacement of $\partial_{\mu}$ by $\nabla_{\mu}^{-}$. They read, in momentum space,

$$
\begin{gather*}
\sum_{\mu} S_{\mu}(k) \Gamma_{\mu}(p+k, p)=S_{F}^{-1}(p+k)-S_{F}^{-1}(p)  \tag{2.13}\\
\sum_{\mu} S_{\mu}(k) \Pi_{\mu \nu}(k)=0  \tag{2.14}\\
\sum_{\mu} S_{\mu}\left(k_{1}\right) I_{\mu \nu \lambda \pi}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)=0 \tag{2.15}
\end{gather*}
$$

where $S_{\mu}(k) \equiv \frac{2}{a} \sin \frac{1 / 2}{} k_{\mu} a$ and $I_{\mu \nu \lambda \pi}$ is the photon-photon scattering
amplitude. By substituting the Taylor expansions of the amplitudes into the Ward identities and using the lattice cubic symmetries one can show that $I_{\mu \nu \lambda \pi}$ is not divergent, the divergent terms are at worst logarithmic, and the momentum dependence and tensor structure of these terms is exactly as in continuum QED. Because the action differs by terms of order a from the continuum QED action, it follows that multiplicative renormalization of fields and parameters generates precisely the needed counterterms, plus additional terms of order $a \ln$ a which have no effect when $a \rightarrow 0$.

These arguments have been reviewed in detail so that the reader will understand exactly what ingredients go into a proof of perturbative equivalence of lattice and continuum field theories. In Sect. 5 I will discuss the problems that arise in applying the same arguments to the SLAC version of lattice QED.

## 4. Faithful Lattice Transcription of QED

In Sect. 2 it was pointed out that with the SLAC derivative one can construct a lattice free fermion theory with continuous chiral symmetry and a sensible spectrum. I now give an "existence proof", showing that in fact a lattice QED can be formulated which continues to enjoy these properties and makes sense in weak-coupling perturbation theory. This serves as a simple counterexample to statements in the literature that no such formulation is possible. 16,18

The idea here is to make contact between continuum and lattice field theories via a momentum-space formulation which both share. This tech-
nique has been used by the SLAC group ${ }^{4}$ and by others ${ }^{21}$ and in fact motivates the introduction of the SLAC gradient.

The Euclidean action for ordinary continuum QED reads:

$$
\begin{align*}
I= & \int d^{4} x\left\{\sum_{\mu \nu} \frac{1}{4} F_{\mu \nu}^{2}-\sum_{\mu} \bar{\psi}(x) \frac{1}{i} \gamma_{\mu}\left[\partial_{\mu}+i e A_{\mu}(x)\right] \psi(x)\right. \\
& -m \bar{\psi}(x) \psi(x)\}-. \tag{2.16}
\end{align*}
$$

The first step is to fix the Coulomb gauge and eliminate the dependent variable $A_{0}$ by means of its equation of motion:

$$
\begin{align*}
I= & \int d^{4} x\left[\frac{1}{2}\left(\partial_{0} \vec{A}\right)^{2}+\frac{1}{2}(\vec{\nabla} \times \vec{A})^{2}-\sum_{\mu} \bar{\psi}(x) \frac{1}{i} \gamma_{\mu}{ }^{\partial}{ }_{\mu} \psi(x)\right. \\
& -m \bar{\psi}(x) \psi(x)-\sum_{j} e \bar{\psi}(x) \gamma_{j} A_{j}(x) \psi(x)  \tag{2.17}\\
& \left.+e^{2} \int d^{4} x^{\prime} \frac{\delta\left(t-t^{\prime}\right)}{8 \pi\left|\vec{x}-\vec{x}^{\prime}\right|} \psi^{\dagger}(x) \psi(x) \psi^{\dagger}\left(x^{\prime}\right) \psi\left(x^{\prime}\right)\right]
\end{align*}
$$

It is to be emphasized that I is manifestly gauge-invariant because it is written in terms of gauge-invariant fields: $\vec{A}$ is now the transverse photon field and $\psi$ is the Coulomb gauge (physical) electron field. All gauge degrees of freedom have been removed. These degrees of freedom are not true quantum variables and should not be included in the transcription to the lattice. The action (2.17) is now written in momentum space:

$$
\begin{align*}
I= & \int \frac{d^{4} k}{(2 \pi)^{4}}\left[\frac{1}{2} k^{2} \overrightarrow{\tilde{A}}(k) \cdot \overrightarrow{\tilde{A}}(-k)-\tilde{\bar{\psi}}(k) \gamma \cdot k \tilde{\psi}(k)-m \tilde{\psi}(k) \tilde{\psi}(k)\right. \\
& -e \int \frac{d^{4} p d^{4} q}{(2 \pi)^{4}} \tilde{\psi}(k) \vec{\gamma} \cdot \overrightarrow{\tilde{A}}(p) \tilde{\psi}(q) \delta^{4}(p+q-k)  \tag{2.18}\\
& \left.+\frac{1}{2} e^{2} \int \frac{d^{4} p d^{4} q d^{4} \ell}{(2 \pi)^{8}} \frac{1}{|\vec{\ell}-\vec{k}|^{2}} \tilde{\psi}^{\dagger}(k) \tilde{\psi}(\ell) \tilde{\psi}^{\dagger}(p) \tilde{\psi}(q) \delta^{4}(k+p-\ell-q)\right] .
\end{align*}
$$

Next, impose a cutoff $\Lambda$ on the magnitude of each component of momentum in Eq. (2.18). (This is why it was necessary to write I in terms of explicitly gauge-invariant variables. Had that not been done, gauge invariance would have been lost at this point.) The resulting action could equally well be interpreted as the momentum-space action of a lattice field theory, namely:

$$
\begin{align*}
I_{\text {lattice }}= & a^{8} \sum_{x, y} \frac{1}{2} d(x-y) \vec{A}(x) \cdot \vec{A}(y)-a^{8} \sum_{x, y, \mu} \bar{\psi}(x) \frac{1}{i} \gamma_{\mu} D_{\mu}(x-y) \psi(y) \\
& -a^{4} \sum_{x} \dot{m} \bar{\psi}(x) \psi(x)-a^{12} \sum_{x, y, z, j} e f(x, y, z) \bar{\psi}(x) \gamma_{j} A_{j}(y) \psi(z) \\
& +a^{16} \sum_{x, x^{\prime}, y, y^{\prime}} \frac{1}{2} e^{2} g\left(x, x^{\prime}, y, y^{\prime}\right) \psi^{\dagger}(x) \psi\left(\bar{x}^{\prime}\right) \psi^{\dagger}(y) \psi\left(y^{\prime}\right), \tag{2.19}
\end{align*}
$$

where

$$
\begin{aligned}
& d(x-y)=\int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} k^{2} e^{i k \cdot(x-y)}, \\
& D_{\mu}(x-y)=\int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} i k_{\mu} e^{i k \cdot(x-y)},
\end{aligned}
$$

$$
\begin{gathered}
f(x, y, z)=\int_{-\Lambda}^{\Lambda} \frac{d^{4} k d^{4} p d^{4} q}{(2 \pi)^{8}} e^{i(k \cdot x-p \cdot y-q \cdot z)} \delta^{4}(p+q-k), \\
g\left(x, x^{\prime}, y, y^{\prime}\right)=\int_{-\Lambda}^{\Lambda} \frac{d^{4} k d^{4} p d^{4} q d^{4} \ell}{(2 \pi)^{-12}} \frac{1}{|\vec{\ell}-\vec{k}|^{2}} e^{i\left(k \cdot x+p \cdot y-\ell \cdot x^{\prime}-q \cdot y^{\prime}\right)} \delta^{4}(p+k-\ell-q) .
\end{gathered}
$$

The nonlocal coefficient functions here are all translation-invariant and, except for $g\left(x, x^{\prime}, y, y^{\prime}\right)$ which contains the noncovariance associated with the Coulomb interaction, invariant under the lattice cubic symmetries. $D_{\mu}(x-y)$ is just the SLAC derivative operator. Note also that in this formulation there is no possibility of assigning the photon field $A_{j}(x)$ to the links of the lattice: all fields are treated on an equal footing and may as well be situated on the sites.

The lattice theory (2.19) may be quantized by the path-integral technique provided one integrates only over transverse gauge fields with $\overrightarrow{\mathrm{k}} \cdot \tilde{\mathrm{A}}(\mathrm{k})=0$. It is evident that in all respects - including perturbation theory - the theory is equivalent to Coulomb gauge continuum QED regularized by a momentum cutoff. To each continuum operator there corresponds a lattice operator, obtained by a double Fourier transform, with the same regularized matrix elements. The fermion spectrum is sensible and there is chiral symmetry for $m=0$. Also, there are no umklapp processes: momentum conservation in Feyman diagrams is exact rather than periodic, and propagators and vertex functions are identical to those of continuum QED. The theory can be given a finite $a \rightarrow 0$ limit by including in the momentum-space action the counterterms needed to renormalize continuum QED. Because of the momentum-cutoff regularization, photon mass counterterms will be needed. For $\phi^{4}$ theory in $1+1$ dimensions all necessary
counterterms are known exactly and this program has been carried out explicitly by Bronzan. ${ }^{21}$

Although this procedure provides a lattice theory which faithfully represents continuum $Q E D$, it is not a lattice gauge theory. A lattice gauge theory possesses a local gauge group on the lattice under which the action is invariant but the fields transform nontrivially. The above theory does not qualify because the gauge freedom in the fields was removed before transcription to the lattice. In the next section I discuss the lattice gauge theory constructed using the SLAC derivative.

The lattice theory constructed above possesses neither a local gauge symmetry nor periodic momentum conservation. It is easy to understand qualitatively why these properties are connected. At a technical level, perturbative proofs of Ward identities require shifts of integration variables which are made possible by periodicity. More generally, consider a term in the lattice action

$$
F\left(x_{1}, x_{2}, \ldots x_{n}\right) \phi\left(x_{1}\right) \phi\left(x_{2}\right) \ldots \phi\left(x_{n}\right)
$$

where $\phi$ is a generic field. Assuming that $F$ is translation invariant its Fourier transform $F\left(p_{1}, p_{2} \ldots p_{n}\right)$ can have support only when $\sum p_{i}=0$ $\bmod 2 \pi / a$. To obtain exact momentum conservation $F$ must be so chosen that its support lies in the subregion $\sum p_{i}=0:$ not all momenta can be allowed to become large simultaneously. This is the case for the coefficient functions in Eq. (2.19). However, a gauge symmetry which is local in coordinate space will affect the high-momentum components of fields. A gauge-invariant coupling term will couple high-momentum components of
fields, so that in general the support of $F$ cannot be restricted to $\sum p_{i}=0$.

## 5. SLAC Lattice Gauge Theory

A. Introduction

This section begins the discussion of the lattice gauge theory with action

$$
\begin{align*}
I= & a^{4} \sum_{x, \mu, \nu} \frac{1}{4} F_{\mu \nu}^{2}(x)+a^{4} \sum_{x, \mu} \frac{1}{2 \lambda}\left[\nabla_{\mu}^{-} A_{\mu}(x)\right]^{2} \\
& -a^{8} \sum_{x, y, \mu} \bar{\psi}(x) \gamma_{\mu} \frac{1}{i} D_{\mu}(x-y) \psi(y) \exp \text { iea } \sum_{z=x}^{y} A_{\mu}(z) \\
& -a^{4} \sum_{x} m \bar{\psi}(x) \psi(x) \quad, \tag{2.20}
\end{align*}
$$

where $F_{\mu \nu}(x)=\nabla_{\mu}^{+} A_{\nu}(x)-\nabla_{\nu}^{+} A_{\mu}(x)$,
and $\quad D_{\mu}(x)=\int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} i k_{\mu} e^{i k \cdot x}$

$$
=(-1)^{x_{\mu} / a} / a^{4} x_{\mu} \text { if } x_{\mu} \neq 0 \text { but } x_{\nu}=0 \text { for all } \nu \neq \mu
$$

$$
\begin{equation*}
=0 \text { otherwise, } \tag{2.21}
\end{equation*}
$$

and the notation $\sum_{z=x}^{y} A_{\mu}(z)$ means the following. Owing to the presence in Eq. (2.20) of the SLAC derivative function $D_{\mu}(x-y)$, the summation need only be defined in case $x_{\mu} \neq y_{\mu}$ but $x_{\nu}=y_{\nu}$ for all $\nu \neq \mu$ ( $x$ and $y$ are separated in the $\mu$ direction only). In that case it means the sum
of the values of $A_{\mu}$ on the oriented links between $x$ and $y$ :

$$
\begin{gathered}
\sum_{z=x}^{y} A_{\mu}(z) \text { means } \\
\theta\left(y_{\mu}-x_{\mu}\right) \sum_{n=0}^{\left(y_{\mu}-x_{\mu}-a\right) / a} A_{\mu}\left(x+n a_{\mu}\right)-\theta\left(x_{\mu}-y_{\mu}\right) \sum_{n=0}^{\left(x_{\mu}-y_{\mu}-a\right) / a} A_{\mu}\left(y+n a_{\mu}\right) \quad .
\end{gathered}
$$

For $e=0$ the fermion action is that of the SLAC formulation, with undoubled spectrum and continuous chiral symmetry for $m=0$. The action is invariant under the gauge transformations of Eq. (2.10). Since the photon action is exactly as in the Wilson formulation it should be clear that the Ward identities are still given by Eqs. (2.13) - (2.15). In particular, the nearest-neighbor derivative, not the SLAC derivative, appears in Ward identities. (Nakawaki ${ }^{20}$ has considered a lattice theory in which all derivatives are taken to be $i k_{\mu}$ in momentum space. This simply replaces $S_{\mu}(k)$ by $k_{\mu}$ everywhere without affecting the arguments to follow.) However, the consequences of the Ward identities are vastly different for the theories (2.9) and (2.20) due to the different fermion spectra. This will emerge shortly.

The theory (2.20) possesses a conserved electromagnetic current which can be identified by considering the coupling to an external field:

$$
\begin{align*}
& \sum_{\mu} \nabla_{\mu}^{-} j_{\mu}(z)=0, \\
& j_{\mu}(z)=\left.\frac{\delta I}{a^{4} \delta A_{\mu}^{e x t}(z)}\right|_{A_{\mu}^{e x t}=0} ^{e x t}  \tag{2.22}\\
& =-e a^{5} \sum_{\substack{x, y \\
x_{\mu} \leq z_{\mu}<y_{\mu} \\
z_{\nu}=x_{V}, v \neq \mu}} \bar{\psi}(x) \gamma_{\mu} D_{\mu}(x-y) \psi(y) \text { exp iea } \sum_{w=x}^{y} A_{\mu}(w)+\text { h.c. } .
\end{align*}
$$

There is also an axial current, conserved for $m=0$ :

$$
\begin{gather*}
\sum_{\mu} \nabla_{\mu}^{-} j_{\mu}^{5}(z)=2 i m \bar{\psi}(z) \gamma_{5} \psi(z)  \tag{2.23}\\
j_{\mu}^{5}(z)=a_{\substack{5}}^{\substack{x, y \\
x_{\mu} \leq z_{\mu}<y_{\mu} \\
z_{\nu}=x_{V}, v \neq \mu}} \mid \\
\psi
\end{gather*}
$$

Both these currents are gauge invariant.
By expanding the exponential in the action and introducing Fourier transforms, one derives what I shall call the naive Feynman rules. These are given in Fig. 4. Momentum conservation in this theory is once again modulo $2 \pi / a$. The first point to observe is that the continuum Feynman rules are indeed recovered when $a \rightarrow 0$ with all momenta fixed. This verifies that the action has the correct classical continuum limit, a fact which is not immediately apparent from Eq. (2.20). The most striking feature of the naive Feynman rules, however, is the presence of infrared singularities in the vertex functions. The one-photon vertex, for example,

$$
\mathrm{e} \mathrm{\gamma} \gamma_{\mu} \frac{\tilde{\mathrm{D}}_{\mu}(\mathrm{p})-\tilde{\mathrm{D}}_{\mu}(\mathrm{p}+\mathrm{k})}{\mathrm{S}_{\mu}(\mathrm{k})}
$$

behaves as $-2 \pi e \gamma_{\mu} / a k_{\mu}$ as $k_{\mu} \rightarrow 0^{+}$with $p_{\mu} \rightarrow \pi /$ a from below and $p_{\mu}+k_{\mu} \rightarrow \pi / a$ from above. This is a consequence of the discontinuity in $\widetilde{D}_{\mu}(p)$ at $P_{\mu}=\pi / a$, and thus, indirectly, of the Ward identity (2.13) relating the vertex to the fermion propagator. These singularities have important consequences for the renormalization program a la Sharatchandra. Due to the singularities and discontinuities in the vertices, naive

$$
\begin{aligned}
& \underset{\mu}{\sim \sim \sim \sim \sim \sim} \sim \Delta_{\nu \nu}(p)=\frac{1}{S^{2}(p)}\left[\delta_{\mu \nu}-(1-\lambda) \frac{S_{\mu}(p) S_{\nu}(p)}{S^{2}(p)}\right] \\
& \xrightarrow[\mathrm{p}]{\longrightarrow} \cdot S_{F}(p)=\left[\sum_{\mu} \gamma_{\mu} \widetilde{D}_{\mu}(p)+m\right]^{-1} \\
& \xrightarrow[q]{\left\{_{\mathrm{q}}^{\mu} \mathrm{m}_{\mathrm{p}}\right.} \text { e } \gamma_{\mu} \frac{\tilde{\mathrm{D}}_{\mu}(p)-\tilde{\mathrm{D}}_{\mu}(p+k)}{\mathrm{S}_{\mu}(k)} \\
& \xrightarrow[q]{l}{ }_{q}^{2} \delta_{p}^{s_{k}^{s^{\mu}}} \frac{-e^{2} \delta_{\mu \nu}}{S_{\mu}(k) S_{\nu}(l)} \gamma_{\mu}\left[\tilde{D}_{\mu}(p)-\tilde{D}_{\mu}(p+k)-\tilde{D}_{\mu}(p+l)+\tilde{D}_{\mu}(p+k+l)\right]
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{l}
2-81 \\
\text { 4032A. }
\end{array} \\
& \Gamma_{\mu}^{n+1}\left(p ; k_{1}, \ldots k_{n+1}\right)=-\Gamma_{\mu}^{n}\left(p ; k_{1}, \ldots \overline{k_{n}}\right)+\Gamma_{\mu}^{n}\left(p+k_{n+1} ; k_{1}, \ldots k_{n}\right)
\end{aligned}
$$

Fig. 4. Naive Feynman rules for SLAC lattice QED. $S_{\mu}(p) \equiv(2 / a) \sin \frac{1}{2} p_{\mu} a$.

Feymman integrands do not possess Taylor expansions in powers of external momenta. Furthermore, the singularities alter the results of naive power counting. A diagram with $F$ external fermion lines and $B$ external boson lines would normally have superficial degree of divergence $D=4-(3 / 2) F-B$. Here, however, for each external photon line there is a factor $1 / S_{\mu}(k)$ which sits outside the integration and does not help to converge it. The integral is left with $D=4-\frac{3}{2} F$. The infinite class of diagrams with $F=0$ or 2 is superficially divergent! Due to the infrared singularities, then, the crucial steps 2 and 3 in the renormalization program of Sect. 3 do not go through for SLAC fermions, and the theory indeed appears nonrenormalizable.

Karsten and Smit base their objections to the SLAC lattice gauge theory on the above points, which they have explicitly verified in the example of the one-loop vacuum polarization. 12 They found that $I_{\mu \nu}(k)$ had $D=2$ even after the cancellations due to gauge invariance. In the continuum limit there are infrared singular terms with unacceptable (nonlocal) tensor structure in both the divergent and finite terms, a typical structure being

$$
\begin{gather*}
\Pi_{\mu \nu}(k) \sim \frac{\delta_{\mu \nu}}{\left|k_{\mu}\right|} \sum_{\lambda}\left|k_{\lambda}\right|-\operatorname{sign} k_{\mu} \operatorname{sign} k_{\nu}  \tag{2.24}\\
+ \text { other singular terms. }
\end{gather*}
$$

(Note that the Ward identity $\sum_{\mu} k_{\mu} \Pi_{\mu \nu}=0$ is satisfied!) Furthermore, since the necessary Taylor expansions do not exist, there is no natural way to make the separation into divergent terms and finite
remainders which defines the counterterms required. Since the Green's functions are not differentiable, the conventional normalization conditions do not make sense.

It is important to understand clearly the origin of the infrared singularities in the vertex functions. They come from the term in the action

$$
\begin{equation*}
-\mathrm{a}^{8} \sum_{\mathrm{x}, \mathrm{y}, \mu} \bar{\psi}(\mathrm{x}) \gamma_{\mu} \frac{1}{\mathrm{i}} \bar{D}_{\mu}(\mathrm{x}-\mathrm{y}) \psi(\mathrm{y}) \exp \text { iea } \sum_{\mathrm{z}=\mathrm{x}}^{\mathrm{y}} A_{\mu}(\mathrm{z}) \tag{2.25}
\end{equation*}
$$

The exponential factor, in momentum space, involves a geometric sum:

$$
\begin{align*}
& \exp \text { iea } \sum_{z=x}^{y} \int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} e^{i k \cdot z} e^{i k_{\mu} a / 2} \tilde{A}_{\mu}(k) \\
= & \exp i e a \int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{i k \cdot x}-e^{i k \cdot y}}{1-e^{i k \mu^{a}}} e^{i k_{\mu} a / 2} \tilde{A}_{\mu}(k) \\
= & \exp -e \int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} \frac{e^{i k \cdot x}-e^{i k \cdot y}}{S_{\mu}(k)} \tilde{A}_{\mu}(k) \tag{2.26}
\end{align*}
$$

The singular factors $1 / S_{\mu}(k)$ enter the vertices via the expansion of this exponential in powers of $e$. However, consider the behavior of the inte-: grand in the infrared region $k_{\mu} \rightarrow 0$; it is proportional to $i\left|x_{\mu}-y_{\mu}\right|$ : Since $x$ and $y$ are summed over all lattice sites in (2.25), the distance between them is unbounded. This means that the expansion of the exponential to any finite order $n$ in $e$ cannot be a uniformly valid approximation over the entire range of values of $\left|x_{\mu}-y_{\mu}\right|$. If the expansion is attempted anyway, its nth term will behave as $\left|x_{\mu}-y_{\mu}\right|^{n-1}$. Since
the function $D_{\mu}(x-y)$ in (2.25) falls off only as $\left|x_{\mu}-y_{\mu}\right|^{-1}$, the individual terms in the perturbation expansion will be divergent in the infrared. The conclusion is that the infrared singularities in the naive Feynman rules are symptomatic of an invalid perturbation expansion which does not accurately represent the infrared behavior of the theory. I emphasize that the fault lies with the perturbative expansion rather than with any inconsistency in the theory. If the expansion in powers of $e$ is avoided then the exponential enters the sum (2.25) as a rapidly oscillating phase when $\left|x_{\mu}-y_{\mu}\right|$ is large. Such a phase factor actually improves convergence of the sum. Finally, note that perturbation theory can fail even when the fermion spectrum is doubled. If $D_{\mu}(x-y)$ has a power-law falloff faster than $\left|x_{\mu}-y_{\mu}\right|^{-1}$ then as pointed out in Sect. 2 the spectrum is doubled, but singularities will still appear at sufficiently high order in perturbation theory. The equivalent momentum-space statement is that even if $\widetilde{D}_{\mu}(p)$ is continuous, a discontinuity in its nth derivative induces a singularity in the $(n+1)$ - photon vertex function. This follows from the recursion relation for the vertices in Fig. 4. A nonsingular perturbation expansion is obtained only if $D_{\mu}(x-y)$ falls faster than any power of $\left|x_{\mu}-y_{\mu}\right|$. Such a $D_{\mu}(x-y)$ strongly suppresses the contributions from the region of large $\left|x_{\mu}-y_{\mu}\right|$ where the expansion of the exponential is invalid.

The failure of naive perturbation theory discussed above becomes evident from the structure of $\pi_{\mu \nu}$ in Eq. (2.24). Consider a diagram in which the one-loop $\Pi_{\mu \nu}(k)$ appears as a subgraph. The integration over $k$ encounters a $1 / k_{\mu}$ singularity. Such a singularity is not integrable, in contrast to the usual infrared singularities which often are, e.g.,
$\int d^{4} k / k^{2}$. Since the singularity arises from a vertex function rather than a propagator, it also is not regularized by a photon mass, and simply leads to a divergent amplitude indicating the breakdown of perturbation theory.

## B. Removal of the Infrared Problem

Now that the origin of the infrared problems which plague naive perturbation theory is clear, how can they be circumvented? The most obvious approach is simply to impose a cutoff on $\left|x_{\mu}-y_{\mu}\right|$ in the nonlocal interaction Lagrangian:

$$
\begin{aligned}
& \sum_{x, y, \mu} \bar{\psi}(x) \gamma_{\mu} \frac{1}{i} D_{\mu}(x-y) \psi(y) \text { exp iea } \sum_{z=x}^{y} A_{\mu}(z) \\
\rightarrow & \sum_{x, y, \mu} \bar{\psi}(x) \gamma_{\mu} \frac{1}{i} D_{\mu}(x-y) \psi(y) \\
+ & \sum_{x, y, \mu} \bar{\psi}(x) \gamma_{\mu} \frac{1}{i} D_{\mu}(x-y) \psi(y)\left[\exp \text { iea } \sum_{z=x}^{y} A_{\mu}(z)-1\right]
\end{aligned}
$$

The cutoff permits a nonsingular expansion in powers of $e$ but destroys manifest gauge invariance. Therefore the cutoff must be imposed in the fixed gauge in which quantization is performed. This should be a physical gauge, since otherwise the loss of the Ward identities will jeopardize unitarity.

I now show that in fact an ad hoc cutoff is unnecessary since the theory generates its own cutoff. Consider for example the bare one-photon vertex function, and add to it all diagrams in which additional photons are emitted and absorbed at the same vertex (Fig. 5). The sum gives the vertex function computed to lowest order in the interaction Lagrangian


Fig. 5. A class of diagrams whose summation removes the infrared singularity from the vertex function and permits a nonsingular perturbation expansion.
rather than lowest order in e. The diagrams are most easily summed in coordinate space, where they yield

$$
\begin{align*}
& \sum_{x^{\prime}, y^{\prime}, \mu} \sum_{z^{\prime}=x^{\prime}}^{y^{\prime}} \text { iea } S_{F}\left(x-x^{\prime}\right) \gamma_{\mu} D_{\mu}\left(x^{\prime}-y^{\prime}\right) S_{F}\left(y^{\prime}-y\right) \Delta_{\mu \nu}\left(z-z^{\prime}\right) \\
& x\left[1-\frac{1}{2} e^{2} a^{2} \sum_{w_{1}}^{y^{\prime}} \sum_{x^{\prime}} \sum_{w_{2}=x^{\prime}}^{y^{\prime}} \Delta_{\mu \mu}\left(w_{1}-w_{2}\right)+\ldots\right. \\
& +\frac{(-1)^{n}}{(2 n)!}(2 n-1)(2 n-3) \ldots 1(e a)^{2 n} \sum_{w_{1}, \ldots w_{2 n}}^{y^{\prime}}, x^{\prime} \Delta_{\mu \mu}\left(w_{1}-w_{2}\right) \ldots \\
& \left.\Delta_{\mu \mu}\left(w_{2 n-1}-w_{2 n}\right)+\ldots\right] \tag{2.27}
\end{align*}
$$

where the combinatorial factor $(2 n-1)(2 n-3) \ldots 1$ is the number of ways of pairing the points $w_{1}, \cdots w_{2 n}$ in the photon propagators. The sum in brackets exponentiates, giving

$$
\begin{align*}
& \exp -\frac{1}{2} e^{2} a^{2} \sum_{w_{1}, w_{2}=x^{\prime}}^{y^{\prime}} \Delta_{\mu \mu}\left(w_{1}-w_{2}\right) \\
= & \exp -\frac{1}{2} e^{2} a^{2} \sum_{w_{1}, w_{2}}^{y^{\prime}} x^{\prime} \int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} e^{i k \cdot\left(\overline{w_{1}}-w_{2}\right)} \Delta_{\mu \mu}(k) \\
= & \exp -\frac{1}{2} e^{2} \int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}}\left|\frac{e^{i k \cdot x^{\prime}}-e^{i k \cdot y^{\prime}}}{S_{\mu}(k)}\right|^{2} \Delta_{\mu \mu}(k) . \tag{2.28}
\end{align*}
$$

A similar calculation applies to the multiphoton vertex functions. The inclusion of these photon tadpole contributions to the vertex functions thus generates effective Feynman vertices which differ from the naive
ones of Fig. 4 only in the replacement

$$
\begin{gather*}
D_{\mu}(x-y) \rightarrow \mathscr{D}_{\mu}(x-y) \equiv D_{\mu}(x-y) \exp -\frac{1}{2} e^{2} \int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}}\left|\frac{e^{i k \cdot x}-e^{i k \cdot y}}{S_{\mu}(k)}\right|^{2} \Delta_{\mu \mu}(k) \\
=D_{\mu}(x-y) \exp -\frac{1}{2} e^{2} \int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} a^{2} \frac{\sin ^{2} \frac{1 / 2 k_{\mu}(x-y)}{\sin ^{2}{ }^{\frac{1}{2}} k_{\mu} a} \Delta_{\mu \mu}(k) \cdot}{} \tag{2.29}
\end{gather*}
$$

At issue is the large-distance behavior of $\mathscr{D}_{\mu}(\mathrm{x})$. Since ${ }^{22}$

$$
\frac{\sin ^{2} \frac{1}{2} n x}{n \sin ^{2} \frac{1}{2} x} \xrightarrow[n \rightarrow \infty]{ } 2 \pi \delta_{p e r}(x),
$$

one has

$$
\begin{equation*}
\mathscr{D}_{\mu}(x) \xrightarrow[x_{\mu} \rightarrow \infty]{ } D_{\mu}(x) \exp -\pi e^{2} \int_{-\Lambda}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} \Delta_{\mu \mu}(k) \delta\left(k_{\mu}\right) x_{\mu}, \tag{2.30}
\end{equation*}
$$

and $\mathscr{D}_{\mu}(\mathrm{x})$ falls off exponentially fast. It follows that the Fourier transform $\tilde{\mathscr{D}}_{\mu}(\mathrm{p})$ and all its derivatives are continuous, and that there are no infrared singularities in any of the modified vertices. Although $\tilde{D}_{\mu}(p)$ as a function of $p_{\mu}$ has unit slope at $p_{\mu}=0$, there is no reason for $\tilde{\mathscr{D}}_{\mu}(\mathrm{p})$ to share this property. This means that ultimately a finite renormalization will be required to express the theory in terms of a charge defined by the static limit of the electron-photon vertex rather than the parameter e. This is discussed more fully below. Figure 6 shows the expected behavior of $\tilde{\mathscr{D}}_{\mu}(\mathrm{p})$.

In general, the summation of a selected class of diagrams is not a gauge-invariant procedure. This is reflected in the explicit appearance of the photon propagator in Eq. (2.29). $\mathscr{D}_{\mu}(x-y)$ is thus a gauge-dependent


Fig. 6. Qualitative behavior of the function $\tilde{\mathscr{D}}_{\mu}(\mathrm{p})$ appearing in the effective Feynman rules.
function. It will be shown, however, that the S-matrix has a gaugeinvariant continuum limit order by order in the modified perturbation expansion.

Suming the diagrams of Fig. 7 effects the replacement $D_{\mu}(x-y) \rightarrow$ $\mathscr{D}_{\mu}(x-y)$ in the fermion propagator, resulting in a doubled spectrum according to the analysis in Sect. 2. Since we wish to develop a perturbation expansion about the free field theory with undoubled fermion spectrum, this replacement must be undone by the addition of a counterterm

$$
\begin{equation*}
\sum_{x, y, \mu} \bar{\psi}(x) \gamma_{\mu} \frac{1}{i}\left[D_{\mu}(x-y)-\mathscr{D}_{\mu}(x-y)\right] \psi(y) \tag{2.31}
\end{equation*}
$$

again in the fixed, physical, quantization gauge. Of course this amounts to an assumption that the interacting theory (2.20) has the same qualitative spectrum as the noninteracting $e=0$ theory. The validity of this assumption is discussed further in Sect. 8.

The resumation of perturbation theory discussed above is most clearly understood in the Hamiltonian formulation of the theory in the physical Coulomb gauge. ${ }^{23}$ The Hamiltonian (now on a three-dimensional lattice) is

$$
\begin{align*}
& H=a^{3} \sum_{\vec{x}}\left[\frac{1}{2} E_{T}^{2}(\vec{x})+\frac{1}{2} B^{2}(\vec{x})+m \dot{\psi}(\vec{x}) \psi(\vec{x})\right] \\
&+a^{6} \sum_{\vec{x}, \vec{y}} \frac{1}{2} e^{2} \varphi(\vec{x}-\vec{y}) \psi^{\dagger}(\vec{x}) \psi(\vec{x}) \psi^{\dagger}(\vec{y}) \psi(\vec{y}) \\
&+a^{6} \sum_{\vec{x}, \vec{y}, j} \vec{\psi}(\vec{x}) \gamma_{j} \frac{1}{i} D_{j}(\vec{x}-\vec{y}) \psi(\vec{y}) \exp \text { iea } \sum_{\vec{z}=\vec{x}}^{\vec{y}} A_{j}^{T}(\vec{z}) \\
& \vec{\nabla}_{-} \cdot \vec{\nabla}_{+} \varphi(\vec{x})=-\delta_{\vec{x}, 0}, \tilde{\varphi}(\vec{k})=1 / \vec{S}^{2}(\vec{k}), \vec{\nabla}_{-} \cdot \vec{A}^{T}=0 \tag{2.32}
\end{align*}
$$

The summation of photon tadpole diagrams simply corresponds to normal-


Fig. 7. A class of diagrams whose summation would double the fermion spectrum.
ordering the exponential in Eq. (2.32). Including the counterterm analogous to (2.31) the Hamiltonian becomes:

$$
\begin{align*}
H & =a^{3} \sum_{\vec{x}}\left[\frac{1}{2} E_{T}^{2}(\vec{x})+\frac{1}{2} B^{2}(\vec{x})+m \Psi(\vec{x}) \psi(\vec{x})\right] \\
& +a^{6} \sum_{\vec{x}, \vec{y}} \frac{1}{2} e^{2} \varphi(\vec{x}-\vec{y}) \psi^{\dagger}(\vec{x}) \psi(\vec{x}) \psi^{\dagger}(\vec{y}) \psi(\vec{y}) \\
& +a^{6} \sum_{\vec{x}, \vec{y}, j}\left[\vec{\psi}(\vec{x}) \gamma_{j} \frac{1}{i} D_{j}(\vec{x}-\vec{y}) \psi(\vec{y})\right. \\
& \left.+\overrightarrow{\psi(\vec{x})} \gamma_{j} \frac{1}{i} \mathscr{D}_{j}(\vec{x}-\vec{y}) \psi(\vec{y}): \exp i e a \sum_{\vec{z}=\vec{x}}^{\vec{y}} A_{j}^{T}(\vec{z})-1:\right], \\
\mathscr{D}_{j}(\vec{x}-\vec{y})= & D_{j}(\vec{x}-\vec{y}) \exp -\frac{1}{2} e^{2} \int_{-\Lambda}^{\Lambda} \frac{d^{3} k}{(2 \pi)^{3} 2|\vec{S}(\vec{k})|}\left|\frac{e^{i \vec{k} \cdot \vec{x}}-e^{i \vec{k} \cdot \vec{y}}}{S_{j}(\vec{k})}\right|^{2} \\
& \times\left[1-\frac{s_{j}^{2}(\vec{k})}{\overrightarrow{s^{2}}(\vec{k})}\right] \tag{2.33}
\end{align*}
$$

H is gauge invariant because the fields appearing in it are, but Ward identities which state that $S_{\mu}(k)$ terms in the photon propagator do not contribute to physical quantities do not hold. This may be understood as follows. In a more general gauge, related to the Coulomb gauge by a time-independent gauge transformation, a structure $\overrightarrow{\vec{y}} \vec{\psi}(\vec{x}) D_{j}(\vec{x}-\vec{y}) \psi(\vec{y})$ in Eq. (2.33) appears as $\bar{\psi}(\vec{x}) D_{j}(\vec{x}-\vec{y}) \psi(\vec{y}) \exp$ iea $\sum_{\vec{z}=\vec{x}}^{\vec{y}} A_{j}^{L}(\vec{z})$. Thus $\vec{A}_{L}$ is coupled to the conserved current

$$
\begin{aligned}
j_{i}(\vec{z}) & =-e a^{4} \sum_{\substack{\vec{x}, \vec{y} \\
x_{i} \leq z_{i}<y_{i} \\
x_{j}=z_{j}, j \neq i}}\left[\vec{\psi}(\vec{x}) \gamma_{i} D_{i}(\vec{x}-\vec{y}) \psi(\vec{y})\right. \\
& \left.+\vec{\psi}(\vec{x}) \quad \gamma_{i} \mathscr{D}_{i}(\vec{x}-\vec{y}) \psi(\vec{y}): \exp \text { iea } \sum_{\vec{z}=\vec{x}} A_{i}^{T}(\vec{z})-1:\right]+ \text { h.c. }
\end{aligned}
$$

(in Coulomb gauge) as required by gauge invariance, while $\vec{A}_{T}$ couples to the nonconserved

$$
j_{i}^{\prime}(\vec{z})=-e a^{4} \sum_{\substack{\vec{x}, \vec{y} \\ x_{i} \leq z_{i}<y_{i} \\ x_{j}=z_{j}, j \neq i}} \bar{\psi}(\vec{x}) \gamma_{i} \mathscr{\mathscr { D }}_{i}(\vec{x}-\vec{y}) \psi(\vec{y}): \exp \text { iea } \sum_{\vec{z}=\vec{x}}^{\vec{y}} A_{i}^{T}(\vec{z}):+h . c .
$$

$\left[j_{0}(\vec{z})=-e \vec{\psi}(\vec{z}) \psi(\vec{z})\right.$ in either case. $]$ In continuum QED $\vec{A}_{L}$ and $\vec{A}_{T}$ enter the action only through the local field $\vec{A}$, so both couple to the same current.

The effective vertices possess all the properties required for a proof of renormalizability as in Sect. 3. The functions involved are $C^{\infty}$ and possess the required Taylor expansions. Furthermore, naive power counting now works properly. A diagram with F external fermions and B external photons is $1 / S_{\alpha}\left(k_{1}\right) S_{\beta}\left(k_{2}\right) \ldots S_{\mu}\left(k_{B}\right)$ times an integral with superficial $D=4-\frac{3}{2} F$. But the absence of infrared singularities requires that the Taylor expansions of the vertex functions in the integrand begin with the term of order $k_{1 \alpha} k_{2 \beta} \cdots k_{B \mu}$, reducing $D$ to $4-\frac{3}{2} F-B$. Similarly the numerator of an $n$-photon vertex must go as $k_{1 \mu} k_{2 \mu} \cdots k_{n \mu}$ when the $k$ 's are small, and this must be accompanied by a factor $a^{n-1}$ on
dimensional grounds. Hence multiphoton vertices are accompanied by factors of a as required in the arguments of Sect. 3. However, one obstacle remains to the application of Sharatchandra's arguments to the SLAC lattice gauge theory: the presence in the fermion propagator of the discontinuous function $\widetilde{D}_{\mu}(p)$. This problem is addressed next.

## 6. Proof of Renormalizability

So far it has been established that in the modified perturbation expansion for the SLAC lattice gauge theory, the vertices are infinitely differentiable functions of momenta and naive power counting correctly gives the degree of divergence of Feynman integrals. In general, diagrams will actually have their full superficial degrees of divergence since the Ward identities which normally reduce $D$ do not hold order by order in this expansion. However, Feynman integrands still do not possess Taylor expansions because the fermion propagators contain the discontinuous function $\widetilde{D}_{\mu}(p)$. This difficulty may exist in any lattice field theory in which there is (a) periodic momentum conservation, and (b) fermions with undoubled spectrum. In this section I explain how to carry out a subtractive renormalization program for such theories. The next section considers the form of the counterterms required to implement the subtractions.

Consider an arbitrary Feynman diagram. The corresponding amplitude takes the form

$$
\begin{equation*}
A(k)=\left[\prod_{\text {lines }} \int_{-\Lambda}^{\Lambda} \frac{d^{4} \ell}{(2 \pi)^{4}}\right] I(\ell, k)\left[\prod_{\text {vertices }}(2 \pi)^{4} \delta_{\text {per }}^{4}\left(\sum \text { momenta }\right)\right] \tag{2.34}
\end{equation*}
$$

where k denotes the external momenta and I is written using the Feynman rules. At this point $I(l, k)$ possesses an expansion in powers of $k$ because for $\left|\ell_{\mu}\right|<\Lambda, \tilde{D}_{\mu}(\ell)=\ell_{\mu}$ which is perfectily continuous. $A(k)$ does not have an expansion, though, because the periodic $\delta$-functions contain additional dependence on $k$.

Choose now a subset $\{q\}$ of the momenta $\{\ell\}$ to act as independent loop momenta. According to Appendix A the trivial integrations over $\{\ell\}-\{q\}$ may be done provided $I(\ell, k)$ is a periodic function; provided, in other words, the fermion propagators are written in terms of the discontinuous $\widetilde{D}_{\mu}(\ell)$ instead of simply $\ell_{\mu}$. The integrations then result in a discontinuous integrand $I(q, k)$. However, since $\tilde{D}_{\mu}(l)$ is piecewise continuous, the domain of integration can be divided into subregions with $I(q, k)$ continuous in each.

An efficient way to do this is to return to Eq. (2.34) and to substitute for the periodic $\delta$-functions

$$
\begin{equation*}
\delta_{\text {per }}^{4}(p)=\prod_{\mu} \sum_{n_{\mu}=-\infty}^{\infty} \delta\left(p_{\mu}+2 n_{\mu} \Lambda\right) \tag{2.35}
\end{equation*}
$$

Since only finitely many lines enter each vertex of the graph, and all lines are restricted by $\left|\ell_{\mu}\right|<\Lambda$, only finitely many terms in the sum can actually contribute. Doing trivial integrations then yields

$$
\begin{equation*}
A(k)=\sum_{j}\left[\prod_{\{q\}} \int_{-\Lambda}^{\Lambda} \frac{d^{4} q}{(2 \pi)^{4}}\right] I_{j}(q, k)\left\{\prod_{\text {lines, } \mu} \theta\left[\Lambda-\left|e_{j}^{\mu}(q, k)\right|\right]\right\} \tag{2.36}
\end{equation*}
$$

i.e., a sum of integrals indexed by $j$. The integrands $I_{j}(q, k)$ are
generally all different, as are the functions $\ell_{j}^{\mu}(q, k)$ which give the $\mu$ th component of the momentum in line $\ell$ in terms of $q$ and $k$. In writing $I_{j}(q, k), \tilde{D}_{\mu}(\ell)$ is to be replaced by $\ell_{\mu}$ as is permitted by the $\theta$-functions. Each integrand $I_{j}(q, k)$ thus has a Taylor expansion in the variables $k$. Let $j=0$ label the integral with no umklapps $-n_{\mu}=0$ in Eq. (2.35) for every periodic $\delta$-function in Eq. (2.34). The terms $j \neq 0$ are diagrams in which momentum components in multiples of $2 \Lambda$ enter vertices "from nowhere" in all possible ways.

Consider one particular integral labelled by j. The integral will be made finite in the limit $a \rightarrow 0$ by replacing $I_{j}(q, k)$ by a renormalized integrand $R_{j}(q, k)$ via the following prescription. As in ordinary BPH renormalization, lay down forests of nonoverlapping boxes on the diagram, each box surrounding a renormalization part - a 2-, 3-, or 4-point function. Make the usual subtractions of the first $D+1$ terms of the Taylor expansions of the boxed subgraphs, with the following exception. If a box contains an umklapp process (if the external momenta of the boxed subgraph do not sum to zero, but to a multiple of $2 \Lambda$, which can happen only for 3- and 4-point functions) then no subtractions need be made for that box. The reason for this exception is the following. According to the usual criterion a Feynman integral converges if all subintegrations have $D<0$, a subintegration being an integral over a subset of the q's with all other momenta held fixed as $a \rightarrow 0$. The integration over the internal momenta of a boxed umklapp process does not count as a subintegration because the external momenta cannot be held fixed when $a \rightarrow 0$. Renormalized Green's functions are not required to be finite when their external momenta approach infinity!

After the subtractions are made, the $j$ th integral is guaranteed to be finite when $a \rightarrow 0$, even ignoring the $\theta$-function constraints in Eq. (2.36). The $\theta$-functions impose additional restrictions on the region of integration, so including them does not make a formerly finite integral diverge. As in Sect. 3, if the diagram under consideration includes a multiphoton vertex then the explicit factors of a in such a vertex cause the renormalized diagram to vanish as a $\rightarrow 0$. For a normal diagram, the integrand $I_{0}(q, k)$ of the no-umklapp term in Eq. (2.36) becomes the continuum Feynman integrand for the same diagram when $a \rightarrow 0$ (provided the continum parameter e is identified as the coefficient of $\gamma_{\mu}$ in the zeromomentum limit of the lattice one-photon vertex). The $\theta$-functions make a negligible contribution in the limit a $\rightarrow 0$, so the renormalized $j=0$ integral at $a=0$ equals the corresponding renormalized continuum integral. Finally, consider the $j \neq 0$ contributions to a normal diagram. The integral of $R_{j}(q, k)$ is finite. Now consider the effect of the $\theta$ functions. There is a vertex of the graph at which some components of the three entering momenta sum to $2 n \Lambda, n \neq 0$. Since no momentum exceeds $\Lambda$ ( $\theta$-functions!), at least two momenta are large on the scale $\Lambda$ (and incidentally $\mathrm{n}= \pm 1$ ). These large momenta may be traced through the graph; eventually a large momentum must flow through a line carrying one of the integration momenta $q$. But if one has an integral from $-\Lambda$ to $+\Lambda$, finite when $\Lambda \rightarrow \infty$, and adds a $\theta$-function requiring the integration variable to be of order $\Lambda$, the result vanishes for $\Lambda \rightarrow \infty$. Hence all $j \neq 0$ terms vanish for $a \rightarrow 0$.

It has now been shown that in the modified perturbation expansion for the SLAC lattice gauge theory the subtracted Feyman integrals yield
the usual results of continuum $Q E D$ order by order when $a \rightarrow 0$. It follows trivially that the $a \rightarrow 0$ limit of the $S$-matrix is in fact gauge-invariant despite the gauge dependence of the lattice expansion due to the summation of photon tadpoles. It is clear that the subtractions described above can be implemented by counterterms in the action, but the structure of these counterterms is not as simple as in the case of Wilson's QED. This is discussed next.

## 7. Structure of Counterterms

## A. Examples

This section presents some examples of the renormalization program just discussed for lattice theories with undoubled fermion spectra, with the purpose of exhibiting the types of counterterms to be expected. Since the Ward identities are not maintained order by order in the modified perturbation expansion for lattice QED, there is no formal difference between the renormalization program for lattice theories with and without local gauge invariance. Therefore, to save indices, the examples here are taken from a theory of SLAC fermions interacting with scalar mesons via a $g \bar{\psi}(x) \psi(x) \phi(x)$ coupling.

## 1. Scalar Self-Energy

The one-loop scalar self-energy (Fig. 8) is given by

$$
\begin{align*}
\pi= & g^{2} \operatorname{Tr} \int_{-\Lambda}^{\Lambda} d^{4} q^{4} \ell S_{F}(q) S_{F}(\ell) \delta_{p e r}^{4}(p+\ell-q) \delta_{p e r}^{4}\left(q-\ell-p^{\prime}\right) \\
= & g^{2} \operatorname{Tr} \sum_{n, m} \int_{-\Lambda}^{\Lambda} d^{4} q d^{4} \ell S_{F}(q) S_{F}(\ell) \delta^{4}(p+\ell-q+2 n \Lambda) \delta^{4}\left(q-\ell-p^{\prime}+2 m \Lambda\right) \\
= & g^{2} \operatorname{Tr} \sum_{n, m} \int_{-\Lambda}^{\Lambda} d^{4} \ell S_{F}(p+\ell+2 n \Lambda) S_{F}(\ell) \prod_{\mu} \theta\left(\Lambda-\left|p_{\mu}+\ell{ }_{\mu}+2 n_{\mu} \Lambda\right|\right) \\
& \times \delta^{4}\left[p-p^{\prime}+2(m+n) \Lambda\right], \tag{2.37}
\end{align*}
$$

where $m$ and $n$ are four-vectors with integer components. The fact that all momentum components are bounded in magnitude by $\Lambda$ imposes the restrictions $m=-n$ and $n_{\mu}=0, \pm 1$. Extracting the overall momentum conserving $\delta$-function gives

$$
\begin{equation*}
\Pi(p)=g^{2} \operatorname{Tr} \sum_{n_{\mu}} \sum_{0, \pm 1} \int_{-\Lambda}^{\Lambda} d^{4} \ell S_{F}(p+\ell+2 n \Lambda) S_{F}(\ell) \prod_{\mu} \theta\left(\Lambda-\left|p_{\mu}+\ell_{\mu}+2 n_{\mu} \Lambda\right|\right) \tag{2.38}
\end{equation*}
$$

where $S_{F}(q)$ now means $(\gamma \cdot q+m)^{-1}, \tilde{D}_{\mu}(q)$ no longer appearing.
Consider first the no-umklapp ( $n=0$ ) contribution:

$$
\begin{aligned}
& g^{2} \prod_{\mu}\left[\int_{\max \left(-\Lambda,-\Lambda-p_{\mu}\right)}^{\min \left(\Lambda, \Lambda-p_{\mu}\right)} \mathrm{d}_{\mu}\right. \\
= & g^{2} \prod_{\mu}\left[\theta\left(p_{\mu}\right) \int_{-\Lambda}^{\Lambda-p_{\mu}} d \ell \ell_{\mu}+\theta\left(-p_{\mu}\right) \int_{-\Lambda-p_{\mu}}^{\Lambda} d \ell_{\mu}\right] \operatorname{Tr} S_{F}(\ell+\ell) S_{F}(\ell) \cdot(2 \cdot 39)
\end{aligned}
$$
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Fig. 8. The scalar self-energy in the lattice $\bar{\psi} \psi \phi$ theory.

It is clear that apart from the $\theta$-functions the integrals have expansions in powers of $p_{\mu}$ of which the terms up to $\mathcal{O}\left(p^{2}\right)$ may be divergent, while subsequent terms must give the continuum results when $a \rightarrow 0$ with $p$ fixed. The discontinuous behavior of the integrand has been isolated in the $\theta$ functions which appear because one must know the sign of $p_{\mu}$ to tell whether $p_{\mu}+\ell_{\mu}>\Lambda$ or $p_{\mu}+\ell_{\mu}<-\Lambda$ is possible for $\left|\ell_{\mu}\right|<\Lambda$. The required counterterms will have the form

$$
\begin{equation*}
\theta\left( \pm p_{0}\right) \theta\left( \pm p_{1}\right) \theta\left( \pm p_{2}\right) \theta\left( \pm p_{3}\right)\left(A+\sum_{\mu} B_{\mu} p_{\mu}+\sum_{\mu, \nu} C_{\mu \nu} p_{\mu} p_{\nu}\right) \tilde{\phi}(p) \tilde{\phi}(-p), \tag{2.40}
\end{equation*}
$$

with $A, B_{\mu}, C_{\mu \nu}$ divergent constants. Indeed, one can say more: since $\Pi(p)$ has definite symmetry under $p \rightarrow-p, \theta\left(p_{\mu}\right)$ must appear in the even and odd combinations $\theta\left(p_{\mu}\right)+\theta\left(-p_{\mu}\right)=1$ and $\theta\left(p_{\mu}\right)-\theta\left(-p_{\mu}\right)=\operatorname{sign} p_{\mu}$, giving counterterms

$$
\begin{equation*}
\left(A+\sum_{\mu} B_{\mu}\left|p_{\mu}\right|+\sum_{\mu \nu} C_{\mu \nu} p_{\mu} p_{\nu}+\sum_{\mu \nu} D_{\mu \nu}\left|p_{\mu}\right|\left|p_{\nu}\right|\right) \tilde{\phi}(p) \tilde{\phi}(-p) \tag{2.41}
\end{equation*}
$$

which may be further restricted by the lattice cubic symmetries. These counterterms will be nonlocal when expressed in position space, but this is to be expected since the bare action was nonlocal as well. It would be wrong to conclude from this nonlocality that infinitely many counterterms are required (counting separately the nearest-neighbor, next-nearest-neighbor, etc. terms) since in momentum space there are clearly finitely many divergent constants.

Next, examine a typical contribution to $\Pi(p)$ containing an
umklapp ( $n_{0}=1, \overrightarrow{\mathrm{n}}=0$ ):

Evidently counterterms of the form (2.40) will suffice to make this finite for $a \rightarrow 0$. After the removal of the terms up to $\mathcal{O}\left(p^{2}\right)$ in the expansion of the above integral, the remaining terms vanish because the umklapp restricts the $\ell_{0}$ integration to a small region near $-\Lambda$, as expected from the arguments of Sec. VI. All umklapp contributions vanish similarly and when $a \rightarrow 0$ the continuum result is recovered from the no-umklapp term.

## 2. Vertex Function

The one-loop vertex correction (Fig. 9) reads:

$$
\begin{align*}
\Gamma= & g^{3} \bar{v}(q) \int_{-\Lambda}^{\Lambda} d^{4} k d^{4} k^{\prime} d^{4} \ell S_{F}(k) S_{F}\left(k^{\prime}\right) \Delta(\ell) \delta_{p e r}^{4}\left(p+k^{\prime}-k\right) \\
& \times \delta_{p e r}^{4}(k-\ell-q) \delta_{\text {per }}^{4}\left(\ell-k^{\prime}-q^{\prime}\right) v\left(-q^{\prime}\right), \tag{2.43}
\end{align*}
$$

where $\Delta(\ell)=1 / \mathrm{S}^{2}(\ell)$. This becomes

$$
\begin{aligned}
\Gamma= & g^{3} \bar{v}(q) \sum_{n, n^{\prime}, n^{\prime}} \int_{-\Lambda}^{\Lambda} d^{4} k d^{4} k^{\prime} d^{4} \ell S_{F}(k) S_{F}\left(k^{\prime}\right) \Delta(\ell) \\
& \times \delta^{4}\left(p+k^{\prime}-k+2 n \Lambda\right) \delta^{4}\left(k-\ell-q+2 n^{\prime} \Lambda\right) \delta^{4}\left(\ell-k^{\prime}-q^{\prime}+2 n^{\prime \prime} \Lambda\right) v\left(-q^{\prime}\right) \\
= & g^{3} \bar{v}(q) \sum_{n, n^{\prime}, n^{\prime}} \int_{-\Lambda}^{\Lambda} d^{4} \ell S_{F}\left(\ell+q-2 n^{\prime} \Lambda\right) S_{F}\left(\ell-q^{\prime}+2 n^{\prime \prime} \Lambda\right) \Delta(\ell) \\
& \times \prod_{\mu} \theta\left(\Lambda-\left|\ell \ell_{\mu}+q_{\mu}-2 n_{\mu}^{\prime} \Lambda\right|\right) \theta\left(\Lambda-\left|\ell \ell_{\mu}-q_{\mu}^{\prime}+2 n_{\mu}^{\prime \prime} \Lambda\right|\right) \delta^{4}\left[p-q-q^{\prime}+2\left(n+n^{\prime}+n^{\prime \prime}\right) \Lambda\right] v\left(-q^{\prime}\right)
\end{aligned}
$$



Fig. 9. Vertex correction in $\bar{\psi} \psi \phi$ theory.

According to Sect. 6 subtractions are only required in the case of overall momentum conservation $n+n^{\prime}+n^{\prime}=0$. Consider the no-umklapp term $\mathrm{n}=\mathrm{n}^{\prime}=\mathrm{n}^{\prime}{ }^{\prime}=0$ :
$g^{3} \bar{v}(q)\left[\prod_{\mu} \int_{\max \left(-\Lambda,-\Lambda+q_{\mu}^{\prime},-\Lambda-q_{\mu}\right)}^{\min \left(\Lambda, \Lambda+q_{\mu}^{\prime}, \Lambda-q_{\mu}\right)} \begin{array}{c}d \ell_{\mu}\end{array}\right] S_{F}(\ell+q) S_{F}\left(\ell-q^{\prime}\right) \Delta(\ell) \delta^{4}\left(p-q-q^{\prime}\right) v\left(-q^{\prime}\right)$.

The conditions on the range of integration can be expressed using $\theta$-functions, but this is not necessary: since the integral is only logarithmically divergent, the limits of integration can be taken as $-\Lambda$ to $\Lambda$ with vanishing error as $\Lambda \rightarrow \infty$. The integrand requires only a subtraction of its value at $q=q^{\prime}=0$, which can evidently be effected by a counterterm of the same form as in the cutoff continuum theory. For a typical umklapp term, $n_{0}=0, n_{0}^{\prime}=-1, n_{0}^{\prime \prime}=+1, \vec{n}=\vec{n}^{\prime}=\vec{n}^{\prime \prime}=0$, $g^{3} \bar{v}(q) \theta\left(q_{o}^{\prime}\right) \theta\left(-q_{o}\right) \int_{-\Lambda}^{\min \left(-\Lambda-q_{o},-\Lambda+q_{o}^{\prime}\right)}\left[\prod_{o} \int_{i} \int_{\max \left(-\Lambda,-\Lambda+q_{i}^{\prime},-\Lambda-q_{i}\right)}^{\min \left(\Lambda, \Lambda+q_{i}^{\prime}, \Lambda-q_{i}\right)} d\right.$ $\times S_{F}\left(\ell_{0}+q_{o}+2 \Lambda, \vec{l}+\vec{q}\right) S_{F}\left(\ell_{o}-q_{o}^{\prime}+2 \Lambda, \vec{l}=\vec{q}\right) \Delta(\ell) \delta^{4}\left(p-q-q^{\prime}\right) v\left(-q^{\prime}\right)$,
the situation is even better. Since the integrand has $D=0$, the limited range of the $\ell_{0}$ integral causes it to vanish as $a \rightarrow 0$ and no counterterm is needed.

## 3. Two-Loop Scalar Self-Energy

This is included as an example of the vanishing of umklapp contributions beyond one-loop order. The only diagram which is not simply an
insertion of the one-loop fermion propagator gives (Fig. 10):

$$
\begin{align*}
& \Pi^{(4)}=g^{4}(2 \pi)^{-4} \operatorname{Tr} \int_{-\Lambda}^{\Lambda} d^{4} k d^{4} k^{\prime} d^{4} \ell d^{4} \ell^{\prime} d^{4} q S_{F}(k) S_{F}\left(k^{\prime}\right) \quad(2.47) \\
& \times S_{F}\left(\ell^{\prime}\right) S_{F}(\ell) \Delta(q) \delta_{p e r}^{4}\left(p+k^{\prime}-k\right) \delta_{p e r}^{4}(k-\ell-q) \delta_{p e r}^{4}\left(\ell-\ell^{\prime}-p^{\prime}\right) \delta_{p e r}^{4}\left(\ell^{\prime}+q-k^{\prime}\right) . \\
& \Pi^{(4)}(p)=g^{4} \operatorname{Tr} \sum_{m, m^{\prime}, n}^{\sum_{-\Lambda}} \int_{\mu}^{\Lambda} d^{4} k d^{4} \ell S_{F}(k) S_{F}(k-p-2 m \Lambda) S_{F}(\ell-p+2 n \Lambda) S_{F}(\ell)  \tag{2.48}\\
& \times \Delta\left(k-\ell+2 m^{\prime} \Lambda\right) \prod_{\mu} \theta\left(\Lambda-\left|k_{\mu}-p_{\mu}-2 m_{\mu} \Lambda\right|\right) \theta\left(\Lambda-\left|\ell_{\mu}-p_{\mu}+2 n_{\mu} \Lambda\right|\right) \theta\left(\Lambda-\left|k_{\mu}-\ell{ }_{\mu}+2 m_{\mu}^{\prime} \Lambda\right|\right) .
\end{align*}
$$

In addition to the overall $\mathrm{D}=2$ integration there are various subintegrals having $D=0$. The overlapping divergences in the no-umklapp term are handled exactly as in the continuum theory: the overall subtractions plus the inclusion of the vertex counterterms discussed above yield a finite result. Consider now the umklapp contribution $\mathrm{m}=\mathrm{n}=0, \mathrm{~m}_{0}^{\prime}=-1, \overrightarrow{\mathrm{~m}}^{\prime}=0$ :

$$
\begin{align*}
& g^{4}\left[\prod_{\mu} \int_{\max \left(-\Lambda,-\Lambda+p_{\mu}\right)}^{\min \left(\Lambda, \Lambda+p_{\mu}\right)} \mathrm{dk}_{\mu} \mathrm{d} \ell_{\mu}\right. \\
& \operatorname{Tr} S_{F}(k) S_{F}^{-}(k-p) S_{F}(\ell-p) S_{F}(\ell) \Delta\left(k_{o}-\ell_{0}-2 \Lambda, \vec{k}-\vec{l}\right)  \tag{2.49}\\
& \times \theta\left(k_{o}-\ell_{0}-\Lambda\right) \prod_{i} \theta\left(\Lambda-\left|k_{i}-\ell_{i}\right|\right)
\end{align*}
$$

Here the explicitly indicated range of integration is not particularly small. However, there is the $\theta$-function restriction $k_{0}-\ell_{0}>\Lambda$. The subintegral over $k$ at fixed $\ell$ is therefore restricted to a small region near $k_{0}=\Lambda$, which causes it to vanish as $\Lambda \rightarrow \infty$ since it had $D=0$.


Fig. 10. A contribution to the two-loop scalar self-energy in $\bar{\psi} \psi \phi$ theory.

Similarly for the $\ell$-subintegral at fixed $k$. Finally, a subintegral over $k+\ell$ at fixed $k-\ell$ vanishes as $\Lambda \rightarrow \infty$ since a fixed $k-\ell$ will fail to satisfy $k_{0}-\ell_{0}>\Lambda$. Then, after counterterms of the form (2.40) have removed the terms up to $\mathscr{O}\left(\mathrm{p}^{2}\right)$ in the integrand's Taylor expansion the result must vanish since $k_{0}-\ell_{0}>\Lambda$ requires the integration variables to be large.

## B. Summary

From these examples it appears that in lattice theories with undoubled fermions one must expect momentum-space counterterms which are polynomials in the momenta, plus sign $p_{\mu}$ functions times such polynomials. The dependence on sign $p_{\mu}$ reflects the fact that although the lattice Green's functions do not have Taylor expansions about $p_{\mu}=0$, they do possess "one-sided" Taylor expansions valid when $p_{\mu}>0$ or $p_{\mu}<0$. The counterterms thus serve to impose appropriate normalization conditions on the left and right limits and derivatives of the Green's functions at $P_{\mu}=0$. Only finitely many types of counterterms arise although they are nonlocal in position space. Some of the counterterms which are simple polynomials and only logarithmically divergent can be generated by rescaling fields and parameters, as in Wilson's QED, but others must be added by hand.

For SLAC lattice QED, Eq. (2.20), the prescription is as follows. First rescale fields and parameters in Eq. (2.20), writing it as a renormalized action plus counterterms. Next sum the photon tadpole diagrams to produce an infrared finite set of Feynman rules. Third, execute the renormalization program of this and the preceding sections. This both
determines the logarithmically divergent multiplicative renormalization constants and requires additional counterterms. In particular, photon mass and photon-photon scattering counterterms will be needed due to the absence of Ward identities. Finally, to make contact with continuum QED a finite charge renormalization is needed to express the theory in terms of a charge defined by the static limit of the effective one-photon vertex: $e_{\text {physical }}=\tilde{\mathscr{D}}_{\mu}^{\prime}(0)$ e. This prescription is straightforward in the covariant gauge of Eq. (2.20) in which $\tilde{\mathscr{D}}_{\mu}^{\prime}(0)$ is independent of $\mu$. However, the normal-ordering procedure for removing infrared problems violates unitarity unless carried out in a physical gauge, and physical gauges are never covariant. Then one must admit the possibility of noncovariant counterterms; in particular the bare coupling constant $e_{\mu}$ associated with $A_{\mu}$ can depend on $\mu$. (For example, in the Hamiltonian Coulomb gauge formulation the parameter $e$ in the instantaneous Coulomb interaction must be allowed to renormalize independently of the coupling to the transverse photons.) After the rescalings

$$
\psi \rightarrow Z_{2}^{\frac{1}{2}} \psi_{R} \quad, \quad A_{\mu} \rightarrow Z_{3 \mu}^{\frac{1}{2}} A_{R \mu} \quad, \quad e_{\mu} \rightarrow e_{R \mu} Z_{1 \mu} / Z_{2} Z_{3 \mu}^{\frac{1}{2}}
$$

and the summation of photon tadpole diagrams, it is the parameter $e_{R \mu}$ which appears in the definition of $\mathscr{D}_{\mu}(x-y)$, Eq. (2.29). The final finite charge renormalization is then

$$
\begin{equation*}
e_{\text {physical }}=\tilde{\mathscr{D}}_{\mu}^{\prime}(0) e_{R \mu} \tag{2.51}
\end{equation*}
$$

which implicitly determines $e_{R_{\mu}}$ in terms of the measured $e_{p h y s i c a l}$.

## C. The Axial Current

The fate of the axial current and the axial-vector Ward-identity, Eq. (2.23), in the present treatment are easy to see. The axial current couples to vertices exactly like the photon, but with an extra factor $\gamma_{5}$. In naive perturbation theory its matrix elements, like most Green's functions, are infrared divergent. After the summation of photon tadpole diagrams, matrix elements of the normal-ordered current

$$
j_{\mu}^{5}(z)=a^{5} \sum_{\substack{x, y \\ x_{\mu} \leq z_{\mu}<y_{\mu} \\ z_{\nu}=x_{\mu}, v \neq \mu}} \bar{\psi}(x) \gamma_{\mu} \gamma_{5} \mathscr{D}_{\mu}(x-y) \psi(y): \exp \text { iea } \sum_{w=x}^{y} A_{\mu}(w):+h . c .
$$

are guaranteed to be infrared-finite. However, in the resummed perturbation expansion the vector Ward identities are not available to reduce the degrees of divergence of graphs. This means that the VVA triangle diagrams involving this axial current (or any other) will be at least logarithmically divergent. As yet no renormalization prescription has been given for these diagrams. At this point one must decide which Ward identity is to be satisfied in the continuum limit and renormalize accordingly. To obtain a finite continuum limit obeying Lorentz and Bose symmetries and the vector Ward identity, certain counterterms must be added to the current and by the Adler-Bardeen theorem they cannot be chosen such that the axial Ward identity is also satisfied.

The important point to abstract from perturbation theory is that there is no reason to expect a nonlocal operator such as the conserved axial current (2.23) to have a finite continuum limit. In view of the anomaly there is every reason not to.

## 8. Concluding Remarks

## A. Summary

This chapter has considered various formulations of lattice QED with fermions, with particular emphasis on the SLAC lattice gauge theory (2.20). I have shown that if lattice QED is constructed from the free Dirac action by replacing derivatives by difference operators and then coupling to the photon in a locally gauge invariant way, an undoubled fermion spectrum implies that naive perturbation theory breaks down due to infrared divergences. Under the assumption that the full gauge theory continues to have an undoubled spectrum, a resummation of the perturbation series was carried out which removed the infrared problems. A renormalization program, applicable to any lattice fermion theory with undoubled spectrum, was carried out such that ordinary continuum QED was recovered order by order as $a \rightarrow 0$. In this scheme the lattice axial current which obeys a non-anomalous Ward identity had no finite continuum limit order by order. In view of the anomaly this must also be true to all orders.

## B. Beyond Perturbation Theory

The results of this chapter are rather formal in that they show what can be done with SLAC lattice QED in perturbation theory and what counterterms are needed to do it. Continuum QED at this time is defined by its renormalized perturbation series, but a lattice theory presumably has a meaning even beyond the region of validity of perturbation theory.

As remarked earlier, perturbation theory cannot predict a qualitative spectrum, but must instead be constructed around a zeroth order approximation which already has the correct qualitative spectrum. It is important to ask whether the perturbation theory constructed in this chapter accurately reflects the exact solution to the theory (2.20). In principle this should be determined by an exact renormalization-group treatment and analysis of the fixed points. The renormalization-group critical surface should determine an action containing the counterterms required in perturbation theory. What can be said in the absence of such information?

There seem to be two possible scenarios based on the Ward identity

$$
\begin{equation*}
\sum_{\mu} S_{\mu}(k) \Gamma_{\mu}(p+k, p)=S_{F}^{-1}(p+k)-S_{F}^{-1}(p) \tag{2.52}
\end{equation*}
$$

which is an exact property of the theory. If the exact fermion propagator describes an undoubled spectrum then $S_{F}^{-1}$ has a discontinuity at some point $\mathrm{P}_{0}$. Letting $\mathrm{p} \rightarrow \mathrm{P}_{0}$ and $\mathrm{k} \rightarrow 0$ in Eq. (2.52) shows that $\Gamma_{\mu}$ must have a singularity there. This in itself is not a disaster since $P_{0}$ is normally of order 1/a. A disaster occurs only if this singularity propagates down into the low-momentum (continuum) limít of some Green's function. This happens in naive perturbation theory where loops of high-momentum particles contribute to the low-momentum behavior of, for example, $\Pi_{\mu \nu}(p)$. If it happens in general then the theory is sick. If it does not happen, so that singularities are confined to high momenta, then the continuum limit may be as described perturbatively above. The high-momentum singularities would be generated from the sum to all orders of the order by order nonsingular effective theory of Sect. 5.B. The conserved lattice
axial current has no continuum limit due probably to singular contributions to its matrix elements.

If no infrared singularities arise at any momentum, then $S_{F}^{-1}$ must be continuous and the fermion spectrum doubles. This happens nonperturbatively since the spectrum is undoubled at $e=0$. This scenario is suggested by the summation of the photon tadpole contributions to $S_{F}$ (Fig 7). Summing perturbation theory to all orders would not introduce any singularities but would merely restore gauge invariance, which was lost order by order. The axial current could have a non-anomalous continuum limit, the anomaly being cancelled between the doubled fermion species. It is even possible that both these scenarios could occur, each characterizing a different phase of the lattice theory. The SLAC lattice gauge theory (2.20) could thus have an extremely rich and interesting structure beyond perturbation theory. In my opinion it is extremely important, though difficult, to learn which of these cases occurs. The possibility that the fermion spectrum multiplicity is determined dynamically does not seem to have been previously suggested, and would add a new dimension to our understanding of the realization of chiral symmetry in lattice theories.

CHAPTER III

REAL-SPACE RENORMALIZATION GROUP METHODS ${ }^{24}$

## 1. Introduction

This chapter and the next are concerned with nonperturbative studies of lattice theories with long-range interactions. The method used is the real-space renormalization-group (RG) technique introduced by Drell et al. and subsequently applied to a variety of lattice field theories and spin systems. ${ }^{3-8}$ It has been shown to yield accurate results for correlation functions and low-lying energy levels, and to locate phase transitions reliably. Furthermore, calculations using this technique can be systematically improved to provide accuracy limited only by the available computer time.

The goal is to use the RG method to study an antiferromagnetic Heisenberg spin chain with long-range interactions on a one-dimensional lattice at zero temperature:

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\substack{i, j=1 \\ i \neq j}}^{N}(-1)^{i-j+1} \frac{1}{|i-j|^{p}} \vec{S}(i) \cdot \vec{S}(j) \tag{3.1}
\end{equation*}
$$

where $\stackrel{\rightharpoonup}{\mathrm{S}}(\mathrm{i})$ denotes a spin-1/2 operator acting at the ith lattice site. The relation of this model to one-dimensional fermion field theories formulated with the long-range SLAC derivative is discussed in Chapter IV. The model is also of independent interest owing to rigorous results obtained by Dyson ${ }^{25}$ and Ruelle ${ }^{26}$ for the analogous Ising model $\overrightarrow{\mathrm{S}} \rightarrow \mathrm{S}_{z}$. These results are also summarized in Chapter IV. In this chapter, I introduce the RG method and show that it successfully reveals the known
properties of the nearest-neighbor Heisenberg chain which is the $p \rightarrow \infty$ limit of Eq. (3.1). Although both two- and three-site blocking techniques are successful for the nearest-neighbor chain, it will emerge that the three-site method is more reliable for studying the long-range model (3.1). That study is taken up in Chapter IV.

This chapter is organized as follows. In Sect. 2 the three-site blocking procedure is described and applied to the anisotropic nearestneighbor spin chain (Heisenberg-Ising model). This is done to facilitate comparison with the calculation of Sect. 3: it will be useful to have studied the isotropic model of interest as a fixed point (in the RG sense) of a more general model. I find that the three-site calculation correctly reproduces the qualitative physics of the model and gives the ground state energy density to within $12 \%$. Section 3 describes a two-site blocking calculation for the isotropic nearest-neighbor chain. After the first blocking the model has been embedded as an unstable fixed point in a more general model with integer-spin degrees of freedom. A naive application of the blocking procedure leads to entirely incorrect physics for the isotropic model due to the instability of the fixed point and the approximate nature of the calculation. The correct results emerge from a study of the RG trajectories. Although the problem is easily understood in this context, it makes the two-site calculation unsuitable for studying the long-range model (3.1) with its infinite-dimensional parameter space. The situation is further clarified by introducing a duality transformation for the integer-spin model. It is suggested that such duality transformations may be useful in other block-spin calculations as well. Section 4 describes ways to improve the three-site calculation of Sect. 2,
in particular by developing it into an approximate nine-site calculation. Section 5 contains concluding remarks.

## 2. Nearest-Neighbor Heisenberg-Ising Antiferromagnet

In this section the three-site blocking algorithm is described and applied to the nearest-neighbor model with Hamiltonian

$$
\begin{gather*}
H=\sum_{i=1}^{N-1}\left[S_{x}(i) S_{x}(i+1)+S_{y}(i) S_{y}(i+1)+\gamma S_{z}(i) S_{z}(i+1)\right] \\
\gamma \geq 0 \tag{3.2}
\end{gather*}
$$

where the infinite volume limit $N+\infty$ will generally be assumed. The lattice sites may be grouped into blocks of three and labelled by ordered pairs ( $k, a$ ) where $k=1,2, \ldots, N / 3$ specifies the block and $a=1,2,3$ labels sites within that block. Thus the $i^{\text {th }}$ lattice site may be relabelled ( $k, a$ ) where $i=3 k-3+a$. Three-site blocks are convenient because the block states will have half-integer spin as do the original degrees of freedom. The Hamiltonian may now be decomposed into two pieces, $H_{i n}$ and $H_{o u t}$, where $H_{i n}$ couples sites within a single block and $H_{\text {out }}$ couples sites in adjacent blocks:

$$
\begin{align*}
H= & H_{\text {in }}+H_{\text {out }}  \tag{3.3}\\
H_{\text {in }}= & \sum_{k}\left[S_{x}(k, 1) S_{x}(k, 2)+S_{x}(k, 2) S_{x}(k, 3)+S_{y}(k, 1) S_{y}(k, 2)\right. \\
& \left.+S_{y}(k, 2) S_{y}(k, 3)+\gamma S_{z}(k, 1) S_{z}(k, 2)+\gamma S_{z}(k, 2) S_{z}(k, 3)\right], \\
H_{\text {out }}= & \sum_{k}\left[S_{x}(k, 3) S_{x}(k+1,1)+S_{y}(k, 3) S_{y}(k+1,1)+\gamma S_{z}(k, 3) S_{z}(k+1,1)\right]
\end{align*}
$$

To diagonalize $H_{i n}$, it suffices to consider a single block:

$$
\begin{align*}
H_{i n}= & \sum_{k} H_{b l o c k}(k), \\
H_{b l o c k}= & \vec{S}(1) \cdot \vec{S}(2)+\vec{S}(2) \cdot \vec{S}(3)+\varepsilon\left[S_{z}(1) S_{z}(2)+S_{z}(2) S_{z}(3)\right] \\
= & \frac{1}{2}\left\{[\vec{S}(1)+\vec{S}(2)+\vec{S}(3)]^{2}-[\vec{S}(1)+\vec{S}(3)]^{2}-\frac{3}{4}\right\} \\
& +\varepsilon\left[S_{z}(1) S_{z}(2)+S_{z}(2) S_{z}(3)\right] \tag{3.4}
\end{align*}
$$

where $\varepsilon=\gamma-1$.
For $\varepsilon=0, \quad H_{b l o c k}$ is rotationally invariant and its eigenstates are found by combining $\vec{S}(1)$ and $\vec{S}(3)$ to give a total spin 0 or 1 , which is then coupled to $\vec{S}(2)$. These states form a spin -3/2 multiplet and two spin- $\frac{1}{2}$ doublets and are (notation is $\left|\mathrm{S}, \mathrm{S}_{\mathrm{z}}\right\rangle$ ):

$$
\left.\begin{array}{l}
\left|\frac{3}{2}, \frac{3}{2}\right\rangle=|\uparrow \uparrow \uparrow\rangle \\
\left|\frac{3}{2}, \frac{1}{2}\right\rangle=\frac{1}{\sqrt{3}}(|\uparrow \uparrow \uparrow\rangle+|+\uparrow \uparrow\rangle+|\uparrow \uparrow \downarrow\rangle)
\end{array}\right\} \quad \begin{aligned}
& \text { energy }=+\frac{1}{2} \\
& \left|\frac{1}{2}, \frac{1}{2}\right\rangle_{0}=\frac{1}{\sqrt{2}}(|\uparrow \uparrow \downarrow\rangle-|+\uparrow \uparrow\rangle), \\
& \left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}=\frac{1}{\sqrt{6}}(2|\uparrow \uparrow \uparrow\rangle-|\uparrow \uparrow \uparrow\rangle-|\uparrow \uparrow \uparrow\rangle), \quad \text { energy }=0 \tag{3.5}
\end{aligned}
$$

plus the four corresponding states with all spins flipped and negative total $S_{z}$.

For $\varepsilon \neq 0, H_{b l o c k}$ is invariant only under rotations about the z-axis (plus the discrete symmetry $z \rightarrow-z$ which keeps the energy independent of the sign of $S_{z}$ ) so that states of different total spin but equal $S_{z}$ can mix. One finds that $\left|\frac{3}{2}, \frac{3}{2}\right\rangle$ is still an eigenstate, with energy $\frac{1}{2} \gamma,\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{0}$ is still an eigenstate with energy 0 , but that $\left|\frac{3}{2}, \frac{1}{2}\right\rangle$ and $\left\langle\frac{1}{2}, \frac{1}{2}\right\rangle_{1}$ do mix. By diagonalizing $\overline{2} \times 2$ matrix, one finds that the lowest-energy eigenstate is

$$
\begin{align*}
\left|+\frac{1}{2}\right\rangle & \equiv\left(1+2 x^{2}\right)^{-\frac{1}{2}}\left(\left|\frac{1}{2}, \frac{1}{2}\right\rangle{ }_{1}+\sqrt{2} x\left|\frac{3}{2}, \frac{1}{2}\right\rangle\right), \\
\text { energy } & =-\frac{1}{4}\left(\gamma+\sqrt{\gamma^{2}+8}\right), \\
x & \equiv 2(\gamma-1)\left(8+\gamma+3 \sqrt{\gamma^{2}+8}\right)^{-1} \tag{3.6}
\end{align*}
$$

Thus far the state of the lattice has been described in terms of the state-spin up or spin down - of the spin- $\frac{1}{2}$ particle at each site. Since the eight eigenstates of $H_{b l o c k}$ form a complete set, an equally good description (corresponding to a different basis in the Hilbert space of states) is obtained by specifying the eigenstate of each block. However, it is physically reasonable to expect the low-lying states of the lattice to be predominantly formed from the low-lying eigenstates of $H_{b l o c k}$. I therefore make the approximation of restricting attention to the sector of states built from the block states $\left|+\frac{1}{2}\right\rangle$ and $\left|-\frac{1}{2}\right\rangle$ only, $\left|-\frac{1}{2}\right\rangle$ being obtained from $\left|+\frac{1}{2}\right\rangle$ under $z \rightarrow-z$. The next step is to write an effective Hamiltonian which has the same matrix elements as the original Hamiltonian within this sector of states.

More explicitly, the lowest-lying states of $\mathrm{H}_{\text {block }}$ are

$$
\begin{align*}
& \left|+\frac{1}{2}\right\rangle=\left(1+2 x^{2}\right)^{-\frac{1}{2}} \frac{1}{\sqrt{6}}[|\uparrow \downarrow \uparrow\rangle(2 x+2)+|\uparrow \uparrow \downarrow\rangle(2 x-1)+|+\uparrow \uparrow\rangle(2 x-1)] \\
& \left|-\frac{1}{2}\right\rangle=-\left(1+2 x^{2}\right)^{-\frac{1}{2}} \frac{1}{\sqrt{6}}[|\downarrow \uparrow \downarrow\rangle(2 x+2)+|\downarrow \downarrow \downarrow\rangle(2 x-1)+|\uparrow \downarrow\rangle(2 x-1)] . \tag{3.7}
\end{align*}
$$

The overall sign difference between the states reflects Condon-Shortley phase conventions. The effective Hamiltonian is constructed from new spin operators $\vec{S}^{\prime}$ defined by $\left\langle+\frac{1}{2}\right| S_{z}^{\prime}\left|+\frac{1}{2}\right\rangle=\frac{1}{2},\left\langle-\frac{1}{2}\right| S_{z}^{\prime}\left|-\frac{1}{2}\right\rangle=-\frac{1}{2}$, etc. With this definition it is easy to check that in each block

$$
\begin{align*}
& \left\langle S_{x}(1)\right\rangle=\left\langle s_{x}(3)\right\rangle=\frac{2(1+x)(1-2 x)}{3\left(1+2 x^{2}\right)}\left\langle S_{x}^{\prime}\right\rangle, \\
& \left\langle s_{y}(1)\right\rangle=\left\langle s_{y}(3)\right\rangle=\frac{2(1+x)(1-2 x)}{3\left(1+2 x^{2}\right)}\left\langle S_{y}^{\prime}\right\rangle, \\
& \left\langle S_{z}(1)\right\rangle=\left\langle S_{z}(3)\right\rangle=\frac{2(1+x)^{2}}{3\left(1+2 x^{2}\right)}\left\langle S_{z}^{\prime}\right\rangle \tag{3.8}
\end{align*}
$$

where the notation < > indicates any one of the four matrix elements involving the states $\left| \pm \frac{1}{2}\right\rangle$, and the equality $\langle\vec{S}(1)\rangle=\langle\stackrel{\rightharpoonup}{S}(3)\rangle$ follows from the even parity of these states. Using the relations (3.8) to eliminate the $\stackrel{J}{S}$ operators from $H_{\text {out }}$, and remembering that $H_{i n}$ has been diagonalized, the effective Hamiltonian can be written:

$$
\begin{align*}
H^{(1)} & =\sum_{k=1}^{N / 3} a_{1}+\sum_{k=1}^{(N / 3)-1} b_{1}\left[S_{x}^{\prime}(k) S_{x}^{\prime}(k+1)+S_{y}^{\prime}(k) S_{y}^{\prime}(k+1)+\gamma_{1} S_{z}^{\prime}(k) S_{z}^{\prime}(k+1)\right],  \tag{3.9}\\
a_{1} & =-\frac{1}{4}\left(\gamma+\sqrt{\gamma^{2}+8}\right), \quad b_{1}=\left[\frac{2(1+x)(1-2 x)}{3\left(1+2 x^{2}\right)}\right]^{2}, \quad \gamma_{1}=\left(\frac{1+x}{1-2 x}\right)^{2} \gamma .
\end{align*}
$$

Because this Hamiltonian has the same form as the original one, apart from the energy shift $a_{1}$ and the scale factor $b_{1}$, the blocks of the original lattice may be viewed as sites of a new lattice and an identical blocking procedure applied to $H^{(1)}$. In this way one generates a sequence of Hamiltonians $H^{(m)}$ describing the physics of ever larger length scales (block sizes) and obeying the following renormalization group equations:

$$
\begin{align*}
& H^{(m)}= \sum_{k=1}^{N / 3^{m}} a_{m}+\sum_{k=1}^{\left(N / 3^{m}\right)-1} b_{m}\left[S_{x}(k) S_{x}(k+1)+S_{y}(k) S_{y}(k+1)+\gamma_{m} S_{z}(k) S_{z}(k+1)\right], \\
& a_{m+1}=3 a_{m}-\frac{1}{4} b_{m}\left(\gamma_{m}+\sqrt{\gamma_{m}^{2}+8}\right), \\
& b_{m+1}=b_{m}\left[\frac{2\left(1+x_{m}\right)\left(1-2 x_{m}\right)}{3\left(1+2 x_{m}^{2}\right)}\right]^{2}  \tag{3.10}\\
& \gamma_{m+1}=\gamma_{m}\left(\frac{1+x_{m}}{1-2 x_{m}}\right)^{2}, \\
& a_{0}=0, b_{0}=1, \gamma_{0}=\gamma,
\end{align*}
$$

where

$$
x_{m} \equiv 2\left(\gamma_{m}-1\right)\left(8+\gamma_{m}+3 \sqrt{\gamma_{m}^{2}+8}\right)^{-1}
$$

(The primes on the block spin operators in $H^{(m)}$ have been dropped for simplicity.) Here $a_{m}$ is a c-number contribution to the energy which after sufficiently many iterations of the blocking procedure becomes the dominant contribution. In fact, on the finite lattice of length $N$, after roughly $m=\log _{3} N$ iterations the whole lattice has been reduced to a single block and $a_{m}$ is the only contribution to the energy. Since at
each iteration the number of lattice sites drops by a factor $1 / 3$, the energy per original lattice site is to be computed as am $/ 3^{m} \equiv \mathscr{E}_{\mathrm{m}}$. Returning to an infinite lattice by letting $N \rightarrow \infty$ one obtains an energy density given by $\underset{\mathrm{m} \rightarrow \infty}{\lim } \mathscr{E}_{\mathrm{m}}$ where $\mathscr{E}_{\mathrm{m}}$ satisfies

$$
\begin{equation*}
\mathscr{E}_{\mathrm{m}+1}=\mathscr{E}_{\mathrm{m}}-\frac{1}{12 \times 3^{\mathrm{m}}} \mathrm{~b}_{\mathrm{m}}\left(\gamma_{\mathrm{m}}+\sqrt{\gamma_{\mathrm{m}}^{2}+8}\right), \quad \mathscr{E}_{0}=0 \tag{3.11}
\end{equation*}
$$

Since the whole RG procedure may be viewed as a variational calculation in which the set of variational trial states is "thinned out" or "truncated" with each iteration, the energy density computed from (3.11) will always be an upper bound on the true energy density.

The RG equations have three fixed points in the region $\gamma \geq 0: \gamma=0$ (isotropic XY model), $\gamma=1$ (isotropic Heisenberg model), and $\gamma=\infty$ (Ising model). I now proceed to discuss them.
A) $\gamma=0$. Near this point the RG equations become:

$$
\begin{align*}
& \gamma_{\mathrm{m}+1}=\frac{1}{2} \gamma_{\mathrm{m}}  \tag{3.12a}\\
& \mathrm{~b}_{\mathrm{m}+1}=\left[\frac{1}{2}+\mathscr{O}\left(\gamma_{\mathrm{m}}\right)\right] \mathrm{b}_{\mathrm{m}}  \tag{3.12b}\\
& \mathscr{E}_{\mathrm{m}+1}=\mathscr{E}_{\mathrm{m}}-\frac{1}{12 \times 3^{m}} b_{\mathrm{m}}\left(2 \sqrt{2}+\gamma_{\mathrm{m}}\right) \tag{3.12c}
\end{align*}
$$

Equation (3.12a) implies that if $|\gamma|$ is small the system will be driven to the isotropic XY form: the $\gamma=0$ fixed point is stable. According to Eq. (3.12b), $\lim _{m \rightarrow \infty} b_{m}=0$ which implies that the isotropic $X Y$ model is a massless theory: after sufficiently many iterations it is possible to
construct variational trial states with arbitrarily small excitation energy. It is also possible to compute the energy density at the point $\gamma=0$ : (3.12b) and (3.12c) imply $\mathscr{E}_{\mathrm{m}+1}^{\infty}=\mathscr{E}_{\mathrm{m}}-\left(\sqrt{2} / 6^{\mathrm{m}+1}\right)$. This leads to a geometric series for $\mathscr{E}_{\infty}$ whose sum is $\mathscr{E}_{\infty}=-\sqrt{2} / 5=-0.2828$, to be compared with the exact result ${ }^{27} \mathscr{E}=-1 / \pi=-0.3183$. The error is $11 \%$.
B) $\gamma=1$. Near this point $\gamma=1+\varepsilon$ with $|\varepsilon| \ll 1$, and the RG equations become:

$$
\begin{align*}
& \varepsilon_{m+1}=\frac{5}{3} \varepsilon_{m}  \tag{3.13a}\\
& b_{m+1}=\frac{4}{9} b_{m}\left(1-\frac{2}{9} \varepsilon_{m}\right)  \tag{3.13b}\\
& \mathscr{E}_{m+1}=\mathscr{E}_{m}-\frac{b_{m}}{3^{m+1}}\left(1+\varepsilon_{m}\right) \tag{3.13c}
\end{align*}
$$

Equation (3.13a) shows that this fixed point is unstable: however small $\varepsilon_{0}$ may be, after many iterations one will have $\varepsilon_{m} \sim 1$ and Eqs. (3.13) will cease to hold. According to $(3.13 \mathrm{~b}), \mathrm{b}_{\mathrm{m}} \rightarrow 0$ at $\varepsilon=0$ so that the isotropic Heisenberg model is massless. Finally, using ( $3.13 b, c$ ) to compute the energy density at $\varepsilon=0$ gives $\mathscr{E}_{m+1}=\mathscr{E}_{m}-(1 / 3)(4 / 27)^{m}$, a geometric series whose sum is $\mathscr{E}_{\infty}=-9 / 23=-0.3913$. This differs by $12 \%$ from the exact result,$^{28} \mathscr{E}=-0.4431$.
C) $\quad \gamma=\infty$. In the limit $\gamma \gg 1$ the $R G$ equations become:

$$
\begin{align*}
x_{m} & =\frac{1}{2}\left(1-\frac{3}{\gamma_{m}}\right)  \tag{3.14a}\\
\gamma_{m+1} & =\frac{1}{4} \gamma_{m}^{3}\left(1-\frac{2}{\gamma_{m}}\right) \tag{3.14b}
\end{align*}
$$

$$
\begin{align*}
& b_{m+1}=\frac{4}{\gamma_{m}^{2}} b_{m}\left(1+\frac{6}{\gamma_{m}}\right)  \tag{3.14c}\\
& \mathscr{E}_{\mathrm{m}+1}=\mathscr{E}_{\mathrm{m}}-\frac{1}{6 \times 3^{\mathrm{m}}} \mathrm{~b}_{\mathrm{m}} \gamma_{\mathrm{m}} \tag{3.14d}
\end{align*}
$$

Equation (3.14b) demonstrates the stability of the $\gamma=\infty$ fixed point: once $\gamma_{m}$ becomes large, it essentially cubes itself with each iteration. Equations (3.14b) and (3.14c) imply that for $\gamma$ sufficiently large,

$$
\begin{equation*}
b_{m+1} \gamma_{m+1}=b_{m} \gamma_{m}=b_{0} \gamma_{0}=\gamma \tag{3.15}
\end{equation*}
$$

so that (3.14d) gives the energy density as $\mathcal{E}_{\infty}=-\gamma \sum_{m=0}^{\infty}\left(1 /\left(6 \times 3^{m}\right)\right)=$ $=-(\gamma / 4)$. This is the exact result for the Ising model $\gamma \rightarrow \infty$, which is easily understood since the block states $\left| \pm \frac{1}{2}\right\rangle$ become in this limit:

$$
\begin{align*}
& \left|+\frac{1}{2}\right\rangle=|\uparrow \downarrow \uparrow\rangle-\frac{1}{\gamma}|+\uparrow \downarrow\rangle-\frac{1}{\gamma}|\downarrow \uparrow \uparrow\rangle \\
& \left|-\frac{1}{2}\right\rangle=-|+\uparrow \downarrow\rangle+\frac{1}{\gamma}|\downarrow \downarrow \uparrow\rangle+\frac{1}{\gamma}|\uparrow \downarrow \downarrow\rangle \tag{3.16}
\end{align*}
$$

so that the RG algorithm constructs the exact Ising ground state. The fact that $b_{m} \rightarrow 0$ in this case is not sufficient to give a massless theory because $\gamma_{m} \rightarrow \infty$. The mass gap for any $\gamma>1$ is in fact given by $b_{\infty} \gamma_{\infty}$, which is the gap at the stable Ising fixed point. This quantity is shown to be nonzero in the discussion of end-to-end order given below.

The picture that emerges from this analysis is that for $0 \leq \gamma<1$ the system is driven to the massless isotropic XY form, while for $\gamma>1$ it is driven to the massive Ising form. The unstable fixed point $Y=1$
separates the two regimes. This is precisely the known behavior of this mode1. 29 One might ask how this approximate calculation is able to locate the correct phase transition exactly, at $\gamma=1$. This is guaranteed by a symmetry: at $\gamma=1$ the system becomes rotationally invariant, and the RG transformation has been defined so as to preserve rotational invariance if it is initially present. This point will be important in Sect. 3.

It is also possible to calculate the end-to-end order in the ground state, defined as $|<\vec{S}(1) \cdot \vec{S}(N)\rangle \mid$. This is done, in direct analogy to the treatment of $H$, by replacing the operator $\vec{S}(1) \cdot \vec{S}(N)$ with an effective operator having the same matrix elements in the sector of states retained at each iteration. Since the first and last spins on the lattice are also the first spin in the first block and the third spin in the last block, Eqs. (3.8) and (3.10) show that after m iterations the appropriate effective operator is:

$$
\begin{equation*}
[\vec{S}(1) \cdot \vec{S}(N)]_{e f f}^{(m)}=b_{m}\left[S_{x}(1) S_{x}\left(\frac{N}{3^{m}}\right)+S_{y}(1) S_{y}\left(\frac{N}{3^{m}}\right)\right]+\frac{1}{\gamma} b_{m} \gamma_{m} S_{z}(1) S_{z}\left(\frac{N}{3^{m}}\right) \tag{3.17}
\end{equation*}
$$

Since $b_{m} \rightarrow 0$ in all cases, the end-to-end order may be computed as:

$$
\begin{equation*}
|\langle\vec{S}(1) \cdot \vec{S}(N)\rangle|=\mid\left\langle S_{z}(1) S_{z}(\text { last })\right\rangle \left\lvert\, \frac{1}{\gamma} b_{\infty} \gamma_{\infty}\right. \tag{3.18}
\end{equation*}
$$

where the expectation value on the right side is evaluated in the ground state of the fixed point Hamiltonian $H^{(\infty)}$. Clearly this predicts no end-to-end order for $0 \leq \gamma \leq 1$. The vanishing of the order for $\gamma=1$ may also be obtained as a consequence of the rotational symmetry of the theory and the cluster property $\lim _{N \rightarrow \infty}[\langle\vec{S}(1) \cdot \vec{S}(N)\rangle-\langle\vec{S}(1)\rangle \cdot\langle\vec{S}(N)\rangle]=0$.

For $\gamma>1$ the system is driven to the Ising model for which $\mid\left\langle S_{z}(1) S_{z}\right.$ (last) $\rangle \left\lvert\,=\frac{1}{4}\right.$. Using Eqs. (3.10) one has for $\gamma>1$

$$
\begin{equation*}
|\langle\vec{S}(1) \cdot \vec{S}(N)\rangle|=\frac{1}{4} \prod_{n=0}^{\infty} \frac{4}{9} \frac{\left(1+x_{n}\right)^{4}}{\left(1+2 x_{n}^{2}\right)^{2}} \tag{3.19}
\end{equation*}
$$

This infinite product is in fact convergent and nonzero. For m sufficiently large that $\gamma_{m} \gg 1$ one finds from (3.14a) that (4/9) $\times$ $\left(\left(1+x_{m}\right)^{4} /\left(1+2 x_{m}^{2}\right)^{2}\right)=1-O\left(\gamma_{m}^{-2}\right)$. The product (3.19) is finite and nonzero if and only if the sum $\sum_{n>m} \log \left[1-\mathscr{O}\left(\gamma_{n}^{-2}\right)\right] \doteq-\sum_{n>m} O\left(\gamma_{n}^{-2}\right)$ converges. Since $\gamma_{n+1} \sim \gamma_{n}^{3}$ for $n>m$, the sum is highly convergent. It is important to note that the end-to-end order depends not only on which fixed point is ultimately reached, but also on the rapidity with which it is approached.

It is also easy to obtain the limiting behavior of the end-to-end order as $\gamma \rightarrow 1^{+}$using Eq. (3.19). Set $\gamma=1+\varepsilon$ with $|\varepsilon| \ll 1$. According to Eq. (3.13a) one iteration of the RG equations changes $\varepsilon$ into ( $5 / 3$ ) $\varepsilon$. Since $x_{n} \doteq 0$ for $\gamma \doteq 1$, it follows from Eq. (3.19) that

$$
\begin{equation*}
\operatorname{Order}(\varepsilon)=\frac{4}{9} \operatorname{Order}\left(\frac{5}{3} \varepsilon\right) \tag{3.20a}
\end{equation*}
$$

a functional equation which is solved by
$\operatorname{Order}(\varepsilon) \sim \varepsilon^{1.6}, \quad 0<\varepsilon \ll 1$, where $1.6=\frac{\log (4 / 9)}{\log (3 / 5)}$.

Figures 11 and 12 show the results of numerical iteration of the RG equations. Figure 11 compares the ground state energy density computed from (3.11) with the exact solution of Orbach, ${ }^{28}$ while Fig. 12 displays


Fig. 11. Comparison of the exact ground state energy density for $\mathrm{H}_{\text {Orbach }}$ (lower curve) with the result of the renormalization group calculation (upper curve).


Fig. 12. Results of the renormalization group calculation of the end-to-end order $|\langle\vec{S}(1) \cdot \vec{S}(\mathbb{N})\rangle|$ and the mass gap for $H_{O r b a c h}$.
the results of the present calculation for the end-to-end order and the mass gap. Note that the energy density and mass gap both refer to the Hamiltonian used by Orbach, which differs slightly from that used here:

$$
\begin{align*}
H_{\text {Orbach }} & =\sum_{i}\left\{(1-\alpha)\left[s_{x}(i) s_{x}(i+1)+s_{y}(i) s_{y}(i+1)\right]+s_{z}(i) s_{z}(i+1)\right\} \\
& =\frac{1}{\gamma} \sum_{i}\left[s_{x}(i) S_{x}(i+1)+s_{y}(i) S_{y}(i+1)+\gamma S_{z}(i) S_{z}(i+1)\right], \tag{3.21}
\end{align*}
$$

with

$$
\gamma=\frac{1}{1-\alpha}
$$

so that the region $1 \leq \gamma \leq \infty$ corresponds to $0 \leq \alpha \leq 1$. Due to the factor $1 / \gamma$ in Eq. (3.21), the RG results for the order and the mass gap for this Hamiltonian differ only by a factor of 4, as shown in Fig. 12. The greatest error in the energy density is the $12 \%$ error at $\alpha=0$, and the general shape of the curve is correct. According to Eq. (3.20b) the curve in Fig. 12 behaves as $\alpha^{1.6}$ for $\alpha$ near zero, whereas in fact both the gap ${ }^{29}$ and the order ${ }^{30}$ are known to vanish exponentially as $\alpha \rightarrow 0^{+}$. This substitution of power-law for exponential behavior is a common feature of simple block-spin calculations of this type and can be corrected by improving the calculation using variational techniques: ${ }^{5}$ Except for this feature, the results of the simple RG calculation given here are completely consistent with the known properties of this model.

## 3. Two-Site Calculation for the Isotropic Heisenberg Model

A rule of thumb for block-spin calculations states that theories involving half-integral spins or fermionic degrees of freedom should be
treated using an odd number of sites per block to preserve these features. The consequences of ignoring this good advice will now be examined by applying a two-site blocking procedure to the isotropic Heisenberg model:

$$
\begin{equation*}
H=\sum_{i=1}^{N-1} \vec{S}(i) \cdot \vec{S}(i+1) \tag{3.22}
\end{equation*}
$$

Decomposing the Hamiltonian into pieces which do and do not connect different two-site blocks yields:

$$
\begin{align*}
H & =H_{\text {in }}+H_{\text {out }} \\
H_{\text {in }} & =\sum_{k} \vec{S}(k, 1) \cdot \vec{S}(k, 2) \\
H_{\text {out }} & =\sum_{k} \vec{S}(k, 2) \cdot \vec{S}(k+1,1) \tag{3.23}
\end{align*}
$$

Anticipating that tensor operators will be useful in the description of the integer spin block states, I write the operators appearing here in terms of raising and lowering operators:
$\vec{S}(k, a) \cdot \vec{S}\left(k^{\prime}, a^{\prime}\right)=S_{0}(k, a) S_{0}\left(k^{\prime}, a^{\prime}\right)-S_{1}(k, a) S_{-1}\left(k^{\prime}, a^{\prime} 2-S_{-1}(k, a) S_{1}\left(k^{\prime}, a^{\prime}\right)\right.$,
where $S_{0} \equiv S_{z}$ and $S_{ \pm 1} \equiv \mp(1 / \sqrt{2})\left(S_{x} \pm i S_{y}\right)$.
The block Hamiltonian is introduced by

$$
\begin{align*}
H_{i n} & =\sum_{k} H_{b l o c k}(k) \\
H_{b l o c k} & =\vec{S}(1) \cdot \vec{S}(2) \tag{3.25}
\end{align*}
$$

The eigenstates of $H_{\text {block }}$ form the familiar singlet and triplet which will be labelled as follows:

The Hamiltonian must now be rewritten in terms of block spin operators which act on the states (3.26). To keep rotational invariance explicit, it is useful to define spherical tensor operators of rank 1 , $Q_{i}$ and $T_{i}, i=-1,0,+1$, by:

$$
\begin{align*}
& Q_{0}=S_{z}, \quad Q_{ \pm 1}=\mp \frac{1}{\sqrt{2}}\left(S_{x} \pm i S_{y}\right)  \tag{3.27}\\
& \langle 0| T_{0}|x\rangle=1, \quad\langle x| T_{0}|0\rangle=1 \\
& \langle+| T_{1}|x\rangle=1, \quad\langle x| T_{1}|-\rangle=-1 \\
& \langle-| T_{-1}|x\rangle=1, \quad\langle x| T_{-1}|+\rangle=-1 \\
& \text { all other matrix elements of } T_{i}=0 \tag{3.28}
\end{align*}
$$

where $S_{\tilde{x}}, S_{y}, S_{z}$ are the usual spin operators for a spin-l particle whose states are $|+\rangle,|0\rangle,|-\rangle$; these operators annihilate the spinless state $|\times\rangle . Q_{i}$ thus acts only within the spin-1 subspace while $T_{i}$ connects the spin-0 state to the spin-1 states. It is easy to check
that the following relations between matrix elements of the spin- $\frac{1}{2}$ operators appearing in $H_{b l o c k}$ and of the operators introduced in (3.27) and (3.28) hold between any pair of the states $|+\rangle,|0\rangle,|-\rangle,|\times\rangle$ :

$$
\begin{equation*}
\left\langle S_{i}(1)\right\rangle=\frac{1}{2}\left\langle Q_{i}+T_{i}\right\rangle, \quad\left\langle S_{i}(2)\right\rangle=\frac{1}{2}\left\langle Q_{i}-T_{i}\right\rangle \tag{3.29}
\end{equation*}
$$

These relations may be inverted:

$$
\begin{equation*}
\left\langle Q_{i}\right\rangle=\left\langle S_{i}(1)+S_{i}(2)\right\rangle, \quad\left\langle T_{i}\right\rangle=\left\langle S_{i}(1)-S_{i}(2)\right\rangle . \tag{3.30}
\end{equation*}
$$

Thus, for example, $\vec{S}(k, 2) \cdot \vec{S}(k+1,1)$ may be replaced by the scalar operator
$\frac{1 / 4}{4} \sum_{i}(-1)^{i}\left[Q_{i}(k)-T_{i}(k)\right]\left[Q_{-i}(k+1)+T_{-i}(k+1)\right] \equiv \frac{1}{4}[Q(k)-T(k)][Q(k+1)+T(k+1)]$.

It is also possible to record the diagonalization of $H_{b l o c k}$ in the form:

$$
\begin{equation*}
\langle\overrightarrow{\mathrm{S}}(\mathrm{k}, 1) \cdot \overrightarrow{\mathrm{S}}(\mathrm{k}, 2)\rangle=-\frac{3}{4}+\frac{1}{2}\left\langle Q^{2}(\mathrm{k})\right\rangle, \tag{3.31}
\end{equation*}
$$

since $Q^{2}=2$ in the spin-1 subspace and $Q^{2}=0$ in the spin-0 subspace. Using (3.29) and (3.31), the effective Hamiltonian-after the first blocking may be written:
$H^{(0)}=\sum_{k=1}^{N / 2}\left[E_{0}+c_{0} \Delta \Delta_{0} Q^{2}(k)\right]+\sum_{k=1}^{(N / 2)-1} c_{0}\left[Q(k)-g_{0} T(k)\right]\left[Q(k+1)+g_{0} T(k+1)\right]$, (3.32)
where $E_{0}=-3 / 4, c_{0}=1 / 4, \Delta_{0}=2, g_{0}=1$. It is important to realize that no approximation has been made yet because $|+\rangle,|0\rangle,|-\rangle$ and $|\times\rangle$ form a complete set of block states. A new basis in Hilbert space has
simply been chosen, so that the Hamiltonian (3.32) now describes a lattice of length $\mathrm{N} / 2$ with a spin-1 triplet state and a spin-0 singlet state at each site. The change of basis and its inverse are described by Eqs. (3.29) - (3.31).

Since the sum of two integer spins is again an integer, it will be possible to implement a two-site RG transformation under which (3.32) retains its form. In fact, restricting $H^{(0)}$ to a particular two-site block produces a block Hamiltonian:
$H_{\text {block }}^{(0)}=2 E_{0}+c_{0} \Delta_{0}\left[Q^{2}(1)+Q^{2}(2)\right]+c_{0}\left[Q(1)-g_{0} T(1)\right]\left[Q(2)+g_{0} T(2)\right]$.

According to the general rules for combining spins, $H_{\text {block }}$ will have sixteen eigenstates: two spin-0 singlets, three spin-1 triplets, and a spin-2 quintet. In order to preserve the form of (3.32) an effective Hamiltonian will be written for the subspace of states built from the lowest-lying singlet and triplet eigenstates of (3.33). These states are readily found to be:

$$
\begin{gather*}
|0,0\rangle=\left(3+r_{0}^{2}\right)^{-\frac{1}{2}}\left(r_{0}|\times x\rangle+|00\rangle-|+-\rangle-|-+\rangle\right), \text { energy }=E_{1},  \tag{3.34a}\\
|1,1\rangle=\left(2+2 s_{0}^{2}\right)^{-\frac{1}{2}}\left[s_{0}(|+x\rangle+|x+\rangle)+(|0+\rangle-|+0\rangle)\right], \\
|\cdot 1,0\rangle=\left(2+2 s_{0}^{2}\right)^{-\frac{1}{2}}\left[s_{0}(|0 x\rangle+|\times 0\rangle)+(|-+\rangle-|+-\rangle)\right], \\
|1,-1\rangle=\left(2+2 s_{0}^{2}\right)^{-\frac{1}{2}}\left[s_{0}(|-x\rangle+|x-\rangle)+(|-0\rangle-|0-\rangle)\right], \\
\quad \text { energy }=E_{1}^{\prime}, \tag{3.34b}
\end{gather*}
$$

where:

$$
\begin{align*}
& r_{0}=\sqrt{3+\left(\frac{2 \Delta_{0}-1}{g_{0}^{2}}\right)^{2}}+\frac{2 \Delta_{0}-1}{g_{0}^{2}}  \tag{3.34c}\\
& s_{0}=\sqrt{1+\left(\frac{2 \Delta_{0}-1+g_{0}^{2}}{4 g_{0}}\right)^{2}}+\frac{2 \Delta_{0}-1+g_{0}^{2}}{4 g_{0}}  \tag{3.34d}\\
& E_{1}=2 E_{0}+c_{0}\left(4 \Delta_{0}-2-r_{0} g_{0}^{2}\right)  \tag{3.34e}\\
& E_{1}^{\prime}=2 E_{0}+c_{0}\left(4 \Delta_{0}-1-2 s_{0} g_{0}\right) \tag{3.34f}
\end{align*}
$$

The next step is to define new tensor operators $Q_{i}^{\prime}$ and $T_{i}^{\prime}$ which act on the states (3.34a,b) exactly as $Q_{i}$ and $T_{i}$ acted on the states (3.26): $\langle 0,0| T_{0}^{\prime}|1,0\rangle=1$, etc. The resulting relationships between matrix elements are:

$$
\begin{align*}
& \left\langle Q_{i}(k, a)\right\rangle=u_{a}\left\langle Q_{i}^{\prime}(k)\right\rangle+v_{a}\left\langle T_{i}^{\prime}(k)\right\rangle \\
& \left\langle T_{i}(k, a)\right\rangle=w_{a}\left\langle Q_{i}^{\prime}(k)\right\rangle+z_{a}\left\langle T_{i}^{\prime}(k)\right\rangle \\
& u_{1}=u_{2}=\frac{1}{2} \\
& v_{1}=-v_{2}=2\left(2+2 s_{0}^{2}\right)^{-\frac{1}{2}}\left(3+r_{0}^{2}\right)^{-\frac{1}{2}} \\
& w_{1}=-w_{2}=\frac{s_{0}}{1+s_{0}^{2}} \\
& z_{1}=z_{2}=s_{0}\left(1+r_{0}\right)\left(2+2 s_{0}^{2}\right)^{-\frac{1}{2}}\left(3+r_{0}^{2}\right)^{-\frac{1}{2}} \tag{3.35}
\end{align*}
$$

The Hamiltonian (3.32) has the decomposition as $H_{\text {in }}+H_{\text {out }}$ :
$H^{(0)}=\sum_{k=1}^{N / 4} H_{b l o c k}^{(0)}(k)+\sum_{k=1}^{(N / 4)-1} c_{0}\left[Q(k, 2)-g_{0} T(k, 2)\right]\left[Q(k+1,1)+g_{0} T(k+1,1)\right]$,
and use of ( $3.34 \mathrm{e}, \mathrm{f}$ ) and (3.35) leads to a new, approximate, effective Hamiltonian of the same form as (3.32). In fact, the general RG equations are readily seen to be:

$$
\begin{equation*}
H^{(m)}=\sum_{k}\left\{E_{m}+c_{m}\left(\Delta_{m} Q^{2}(k)+\left[Q(k)-g_{m} T(k)\right]\left[Q(k+1)+g_{m} T(k+1)\right]\right)\right\} \tag{3.36a}
\end{equation*}
$$

$$
\begin{align*}
& c_{m+1}=c_{m}\left(\frac{1+2 g_{m} s_{m}+s_{m}^{2}}{2+2 s_{m}^{2}}\right)^{2} \\
& g_{m+1}=\left(\frac{c_{m}}{c_{m+1}}\right)^{\frac{1}{2}} \frac{2+g_{m} s_{m}\left(1+r_{m}\right)}{\left(2+2 s_{m}^{2}\right)^{\frac{1}{2}}\left(3+r_{m}^{2}\right)^{\frac{1}{2}}} \\
& \Delta_{m+1}=\frac{c_{m}}{2 c_{m+1}}\left(1-2 g_{m} s_{m}+g_{m}^{2} r_{m}\right)  \tag{3.36b}\\
& E_{m+1}=2 E_{m}+c_{m}\left(4 \Delta_{m}-2-r_{m} g_{m}^{2}\right)
\end{align*}
$$

where

$$
\begin{aligned}
& r_{m}=\sqrt{3+\left(\frac{2 \Delta_{m}-1}{g_{m}^{2}}\right)^{2}+\frac{2 \Delta_{m}-1}{g_{m}^{2}}}, \\
& s_{m}=\sqrt{1+\left(\frac{2 \Delta_{m}-1+g_{m}^{2}}{4 g_{m}}\right)^{2}+\frac{2 \Delta_{m}-1+g_{m}^{2}}{4 g_{m}}}, \\
& E_{0}=-\frac{3}{4}, \quad c_{0}=\frac{1}{4}, \quad \Delta_{0}=2, \quad g_{0}=1 .
\end{aligned}
$$

As usual, the energy per original lattice site is to be computed as $\lim _{m \rightarrow \infty} E_{m} / 2^{m+1}$.

Numerical iteration of Eqs. (3.36) leads to a ground state energy density of -0.4210 , only $5 \%$ higher than the exact result -0.4431 . Because the isotropic Heisenberg model is massless, one would expect to find $c_{m} \rightarrow 0$. In fact, one finds that $g_{m} \rightarrow 1, \Delta_{m} \rightarrow 0$, but $c_{m} \rightarrow a$ nonzero constant! This limiting theory with $\Delta_{\infty}=0$ can be solved exactly by using Eqs. (3.30) and (3.31) to rewrite it on an underlying spin- $\frac{1}{2}$ lattice (recall that this transformation is exact). The condition $\Delta_{\infty}=0$ means that the two sites within any one block on the spin- $\frac{1}{2}$ lattice are uncoupled. The spin- $\frac{1}{2}$ couplings are therefore as shown in Fig. 13. This theory has a fourfold degenerate ground state in which each coupled pair of sites has total spin 0 while the uncoupled sites at the ends of the lattice have total spin 0 or 1 . There is a finite mass gap to the highly degenerate first excited state in which some pair of coupled spins have total spin 1, and additional mass gaps separate the higher excited states. Clearly this bears no resemblance to the physics of the isotropic Heisenberg model with its massless spin wave excitations. What went wrong?

Recalling the calculation of Sect. 2, suppose that here also the Heisenberg model $\Delta=2, g=1$ is an unstable fixed point of the more general model of Eqs. (3.36). The RG calculation should find this fixed point, but being an approximate calculation it need not locate it precisely at $\Delta=2, g=1$. In such a case the RG equations with Heisenberg model initial conditions will iterate away from the unstable fixed point, toward a stable fixed point with totally different physics.

Figure 14 shows the qualitative behavior of the RG trajectories resulting from Eqs. (3.36) near the Heisenberg point $\Delta=2, g=1$ and supports the picture just sketched. The unstable fixed point is quite close, at $\Delta=1.7, g=0.84$, but the Heisenberg model iterates to the stable


Fig. 13. Couplings for the spin-1/2 theory equivalent to the $m \rightarrow \infty$ integer-spin theory (3.36).


Fig. 14. Qualitative behavior of RG trajectories in the two-site calculation. The point * is the Heisenberg model point and + is the unstable fixed point.
fixed point $\Delta=0$. There is also a stable fixed point at $\Delta=\infty$. At the unstable fixed point the Hamiltonian just rescales by a factor less than 1 at each iteration, leading to the correct massless behavior.

The result that the nearest-neighbor Heisenberg chain and the fully dimerized chain of Fig. 13 correspond respectively to unstable and stable fixed points of a model with more free parameters is familiar in solidstate physics. One-dimensional chains of atoms with nearest-neighbor spring forces as well as Heisenberg spin interactions are unstable against spontaneous distortion into a chain of atom pairs, paired atoms being closer together than atoms in adjacent pairs. An RG treatment of this Peierls distortion, which is related to the Peierls instability in onedimensional conductors, has been given by Caspers ${ }^{6}$ using three-site blocking and obtaining the same fixed-point structure.

Recalling that the $\gamma=1$ unstable fixed point of the three-site calculation was located correctly as a consequence of rotational invariance, it is natural to ask whether the model (3.36a) possesses some symmetry at the Heisenberg point which is not preserved by the RG transformation. Intuitively this symmetry is just the translational symmetry of the spin-1/2 form of the Heisenberg model, Eq. (3.22). I now show that such a symmetry can be defined as invariance under a duality transformation.

To define the duality transformation it is convenient to rewrite the Hamiltonian (3.36a) in the generic form:

$$
\begin{gather*}
H=\sum_{k}\left\{E+G Q^{2}(k)+A Q(k) Q(k+1)+B T(k) T(k+1)\right. \\
 \tag{3.37}\\
+D[Q(k) T(k+1)-T(k) Q(k+1)]\}
\end{gather*}
$$

where $G=c \Delta, \quad A=c, \quad B=-c g^{2}, \quad D=c g$.
The change in notation is necessary because the duality transformation will not preserve the form of the nearest-neighbor couplings in the Hamiltonian (3.36a) except for special values of the parameters.

The first step is to use Eqs. (3.30) and (3.31) to write a spin-1/2 Hamiltonian equivalent to (3.37). This is the same trick used to solve exactly the fixed point Hamiltonian. It yields a spin- $\frac{1}{2}$ Hamiltonian which, if blocked using two-site blocks, would reproduce (3.37). The spin- $\frac{12}{2}$ Hamiltonian is:

$$
\begin{align*}
& H=\sum_{k}\left\{E+\frac{3}{2} G+2 G \vec{S}(k, 1) \cdot \vec{S}(k, 2)+(A+B) \vec{S}(k, 1) \cdot \vec{S}(k+1,1)+(A+B) \vec{S}(k, 2) \cdot \vec{S}(k+1,2)\right. \\
&+(A-B-2 D) \vec{S}(k, 1) \cdot \vec{S}(k+1,2)+(A-B+2 D) \vec{S}(k, 2) \cdot S(k+1,1)\} \tag{3.38}
\end{align*}
$$

The spin- $\frac{1}{2}$ lattice is now shifted one unit to the right by letting $(k, 1) \rightarrow(k, 2)$ and $(k, 2) \rightarrow(k+1,1)$ (periodic boundary conditions are useful here). This shift interchanges interblock couplings with intrablock couplings. Finally, blocking the Hamiltonian back to the integer spin form using Eqs. (3.29) and (3.31) produces the dual Hamiltonian:

$$
\begin{aligned}
\tilde{H}=\sum_{k}\{ & \left\{\tilde{E}+\tilde{G} Q^{2}(k)+\tilde{A} Q(k) Q(k+1)+\tilde{B} T(k) T(k+1)+\tilde{D}[Q(k) T(k+1)-T(k) Q(k+1)]\right. \\
& +\tilde{F}[Q(k)-T(k)][Q(k+2)+T(k+2)]\}
\end{aligned}
$$

where

$$
\begin{align*}
& \tilde{E}=E+\frac{3}{2} G-\frac{3}{4}(A-B+2 D) \\
& \tilde{G}=\frac{1}{2}(A-B+2 D) \\
& \tilde{A}=\frac{1}{2}(A+B+G)  \tag{3.39}\\
& \tilde{B}=\frac{1}{2}(A+B-G) \\
& \tilde{D}=\frac{1}{2} G \\
& \tilde{F}=\frac{1}{4}(A-B-2 D)
\end{align*}
$$

Notice that the dual gap parameter $\tilde{G}$ depends on the original couplings $A, B$, and $D$ while the original gap parameter contributes to the dual couplings. Next-nearest-neighbor couplings have also appeared. $H$ and $\tilde{H}$ clearly describe the same system in different ways and have the same spectrum and other properties. A system is self-dual in the sense that $\mathrm{H}=\tilde{\mathrm{H}}$ if its spin-1/2 form is translationally invariant. The self-duality condition reduces to $A-B=2 D=G$ which implies $\Delta=2, g=1$. Only multiples of the Heisenberg Hamiltonian are self-dual. Therefore, a calculation which respected translational invariance would lead to the correct physics for the Heisenberg model.

The RG transformation will not preserve self-duality (translational invariance). Indeed, RG calculations of this type treat intrablock and
interblock couplings quite differently. The former are diagonalized and contribute to the gap parameter at the next iteration, while the latter contribute to the new couplings. In the present calculation the initial Hamiltonian was self-dual while the $\Delta=0$ fixed point which was finally reached was not. This fixed point corresponds to $A-B=2 D \neq 0, G=0$. It is dual to the point $A=B=2 D=0, G \neq 0$ which is the $\Delta=\infty$ fixed point of Fig. 14. The $\Delta=\infty$ fixed point corresponds to Fig. 13 with the coupling pattern shifted one unit to the right.

Several remarks should be made regarding the problem with this calculation and its resolution as discussed above.
(1) Although the RG equations, naively applied, lead to the wrong fixed point, a glance at the trajectories of Fig. 14 is sufficient to reveal the problem and indicate the correct physics. Unfortunately, models with long-range interactions such as (3.1) involve an infinite number of different couplings, so that RG trajectories cannot be mapped out. Without the trajectories there is no way to locate unstable fixed points. Thus, the two-site calculation of this section cannot be reliably used to study the phases of the model (3.1) even though it may well yield a good ground state energy density.
(2) The problem encountered in the two-site calculation is clearly very general: it may occur in any theory when the first RG blocking embeds the theory at or near an unstable fixed point of a more general model. However, the following considerations suggest a rule for determining which of several possible calculations may be most seriously affected by the failure of the $R G$ technique to preserve self-duality. In the two-site calculation, the ground state in a block was a singlet.

In order to get the correct massless physics it would have been necessary for both the gap parameter $G$ and the couplings $A, B, D$ to iterate to zero. This did not happen because the RG calculation treats gaps and couplings asymmetrically. In the three-site calculation the ground state in a block was a doublet, and the subspace of lattice states formed from these doublet block states was isomorphic to the space of states of the original Heisenberg model. This would remain true even in a three-site calculation using all eight block states. As long as all couplings iterate to zero in such a calculation, this subspace contains massless excitations yielding the correct spectrum even if nonzero gaps separate the lowest doublet from the other states in one block. This suggests the following rule of thumb: given a choice, one should prefer that calculation for which the ground state in a block has the highest multiplicity. This maximizes the number of lattice states that can be constructed from the block ground states alone. Physics which depends on this sector of lattice states only will be independent of gaps between block states, and therefore independent of asymmetrical treatment of gaps and couplings.
(3) The duality transformation introduced here has applications beyond this particular model. Such a transformation can be defined in any calculation in which all the block states are kept at the first blocking, so that the blocking is "reversible". In a two-site calculation the square of the duality transformation is unity; in a calculation using m-site blocks the duality transformation generates a $Z_{m}$ symmetry group. The relation of this transformation to the existing complex of "duality" ideas in the literature is under investigation.
(4) In addition to its utility in classifying fixed points, the duality tranformation may be used to increase the accuracy of the RG calculation itself. Consider the following scheme. Beginning with the Hamiltonian $H^{(0)}$ of Eq. (3.32), one blocks as usual to obtain $H^{(1)}$. $H^{(2)}$ is obtained by blocking the dual Hamiltonian $\widetilde{H^{(1)}}$ (note that this blocking removes the next-nearest-neighbor couplings introduced by the duality transformation) and one continues by alternately applying the duality transformation and the blocking procedure. Since the underlying spin- $\frac{1}{2}$ lattice is shifted to the right at each iteration of this scheme, one might hope that more translationally invariant states than usual are being constructed and that edge effects due to the walls of the blocks are being "smeared out". This scheme does in fact improve the energy density found in the two-site calculation very slightly.

## 4. Improving the Three-Site Calculation

One might try to improve the three-site calculation for the isotropic Heisenberg model $(\gamma=1$ in the notation of Sect. 2) in a variety of ways. One method is to keep more than two of the block states (3.5). One might keep both spin- $\frac{1}{2}$ doublets, or even all eight states in which case a duality transformation could be employed. Alternatively one might try to select a better pair of states to keep, which need not be eigenstates of $H_{b l o c k}$. In this problem, symmetry considerations make this impossible: rotational symmetry forbids mixing spin-3/2 with spin-1/2 states, and parity rules out a linear combination of the two spin- $\frac{1}{2}$ multiplets. A third course is to use larger blocks. In this section, I describe a way to improve the three-site calculation by using it to approximate a nine-site calculation.

Consider performing a nine-site calculation by keeping only the lowest-lying spin- $\frac{3}{2}$ doublet of eigenstates on a block at each iteration. Such a calculation can only be done with the aid of a computer. However, two iterations of the three-site calculation have the effect of constructing a pair of spin-1/2 states on a nine-site block. The $S_{z}=\frac{1}{2}$ member of this pair is (cf., Eq. (3.5)):
$|\psi\rangle=\frac{1}{\sqrt{6}}\left[2\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\left|\frac{1}{2},-\frac{1}{2}\right\rangle_{1}\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}-\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\left|\frac{1}{2},-\frac{1}{2}\right\rangle_{1}-\left|\frac{1}{2},-\frac{1}{2}\right\rangle_{1}\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\right]$,
where $\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}=\frac{1}{\sqrt{6}}(2|\uparrow \downarrow \uparrow\rangle-|\uparrow \uparrow \downarrow\rangle-|\downarrow \uparrow \uparrow\rangle)$,
and $\left|\frac{1}{2},-\frac{1}{2}\right\rangle_{1}=\frac{1}{\sqrt{6}}(-2|\downarrow \uparrow \downarrow\rangle+|\downarrow \downarrow \uparrow\rangle+|\uparrow \downarrow \downarrow\rangle)$.

If the Hamiltonian on a nine-site block is written in the form:

$$
\begin{gather*}
H_{\text {block }}=H_{0}+V, \\
H_{0}=\vec{S}(1) \cdot \vec{S}(2)+\vec{S}(2) \cdot \vec{S}(3)+\vec{S}(4) \cdot \vec{S}(5)+\vec{S}(5) \cdot \vec{s}(6)+\vec{S}(7) \cdot \vec{S}(8)+\vec{S}(8) \cdot \vec{S}(9), \\
V=\vec{S}(3) \cdot \vec{S}(4)+\vec{S}(6) \cdot \vec{S}(7), \tag{3.41}
\end{gather*}
$$

then $|\psi\rangle$ is an eigenstate of $H_{0}$ with eigenvalue - 3 . To the extent that $V$ can be regarded as "small", $|\psi\rangle$ approximates an exact nine-site eigenstate. In actuality $V$ will mix $|\psi\rangle$ with the additional states $V|\psi\rangle, v^{2}|\psi\rangle$, etc., of which the most important will be $V|\psi\rangle$ if $V$ is "small". It is then reasonable to do a nine-site blocking calculation using as the $S_{z}=\frac{1}{2}$ state the lower-lying state obtained by diagonalizing the matrix of $H_{b l o c k}$ in the subspace spanned by $|\psi\rangle$ and $v|\psi\rangle$ only. This is a $2 \times 2$ matrix and the calculation is not difficult. It yields a
ground-state energy density in error by $5.4 \%$ as compared to $11.7 \%$ for the three-site and $5.0 \%$ for the two-site calculation. Like the three-site calculation, it also yields the correct massless spectrum. Although perturbative in spirit, this method is not a consistent expansion to some particular order in $V$ as is the method of Ref. 7. However, it can easily be improved further by diagonalizing the matrix of $H_{b l o c k}$ in a larger subspace spanned by more of the states $|\psi\rangle, v|\psi\rangle, v^{2}|\psi\rangle, \ldots$, and choosing the lowest-lying state. Eventually these states will span the entire spin- $\frac{1}{2}, S_{z}=\frac{1}{2}$, even parity subspace on nine sites and one is back to the exact nine-site calculation. This technique should also be suitable for studying the model (3.1) with long-range interactions.

## 5. Concluding Remarks

In this chapter block-spin calculations for the isotropic Heisenberg model employing both two-site and three-site blocks have been discussed in great detail. The three-site calculation and its nine-site generalization gave good results and will be suitable for studying the model (3.1) with long-range interactions. The two-site calculation is not reliable for this purpose. The duality transformation introduced in Sect. 3 can be defined for models other than the one studied here, and it is hoped that it will be useful in other calculations of this type.

After this work was completed, I learned from Marvin Weinstein that improving the two-site calculation by variational techniques suffices to obtain the correct massless spectrum. In such an improved calculation,
the block states are allowed to depend on one or more variational parameters. These parameters are adjusted to minimize the ground state energy computed after many RG iterations, rather than to diagonalize the block Hamiltonian. This "feedback" mechanism allows the physics at scales much larger than the block size to influence the selection of block states.- This very powerful generalization of the real-space RG technique is not used in the calculations reported in this thesis. See, however, Refs. 5 and 8.

CHAPTER IV

THE LONG-RANGE HEISENBERG ANTIFERROMAGNET ${ }^{31}$

## 1. Introduction

In this chapter I take up the study of the one-dimensional Heisenberg antiferromagnetic_chain,

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\substack{i, j=1 \\ i \neq j}}^{N}(-1)^{i-j+1} \frac{1}{|i-j|^{p}} \vec{S}(i) \cdot \vec{S}(j) \tag{4.1}
\end{equation*}
$$

using the zero-temperature, real-space RG methods illustrated in Chapter III. The infinite-volume limit $N \rightarrow \infty$ will generally be implied. Chapter III established that the simple three-site blocking scheme correctly predicts the qualitative behavior of this model in the $p \rightarrow \infty$ limit and is quantitatively accurate at about the $15 \%$ level. The ninesite calculation improves this to the $5 \%$ level.

Models such as (4.1) arise naturally as effective Hamiltonians describing particular sectors of states in the strong-coupling limit of lattice field theories with fermions, provided that the fermions are treated by the SLAC method described in Chapter II. ${ }^{8,15}$ Consider for example the Schwinger model (massless QED in $1+1$ dimensions):

$$
\begin{align*}
& H=a \sum_{x} \frac{1}{2} E^{2}(x)+a^{2} \sum_{x, y} \psi^{\dagger}(x) \frac{1}{i} \alpha D(x-y) \psi(y) U(x, y) \\
& U(x, y)=\exp \text { iea } \sum_{z=x}^{y} A(z) \tag{4.2}
\end{align*}
$$

Rescaling $E \rightarrow e E$ and $A \rightarrow A / e$ and changing to dimensionless variables gives:

$$
\begin{gather*}
H=\frac{1}{a}\left[\frac{1}{2} g^{2} \sum_{x} E^{2}(x)+\sum_{x, y} \psi^{\dagger}(x) \frac{1}{i} \alpha D(x-y) \psi(y) U(x, y)\right], \\
U(x, y)=\exp i \sum_{z=x}^{y} A(z),\left[A(x), E\left(x^{\prime}\right)\right]=i \delta_{x, x^{\prime}} \\
-\left\{\psi_{\alpha}^{\dagger}(x), \psi_{\beta}\left(x^{\prime}\right)\right\}=\delta_{\alpha \beta} \delta_{x, x^{\prime}} \\
D(x)=(-1)^{x} / x \tag{4.3}
\end{gather*}
$$

Here the fields, the coupling constant $g=e a$, and the lattice coordinates $x, y, z$ are all dimensionless. $U(x, y)$ creates one unit of electric flux on each link between $x$ and $y$, oriented from $x$ to $y$.

At strong coupling the first term in $H$ is taken as the unperturbed Hamiltonian and the second as the perturbation $V$. The unperturbed ground states are those with no charge and no flux links. In second-order perturbation theory their energies are

$$
\begin{equation*}
\mathscr{E}_{\mathrm{n}}=0+\sum_{\mathrm{k} \neq \mathrm{n}} \frac{\langle\mathrm{n}| \mathrm{V}|\mathrm{k}\rangle\langle\mathrm{k}| \mathrm{V}|\mathrm{n}\rangle}{0-\mathscr{E}_{\mathrm{k}}^{0}} \tag{4.4}
\end{equation*}
$$

The perturbation connects the ground states to states with flux running from $x$ to $y$, with energy $\mathscr{E}_{k}^{\circ}=(1 / 2 a) g^{2}|x-y| \neq 0$. An effective Hamiltonian for the fluxless sector can now be defined by

$$
\begin{align*}
\mathscr{E}_{\mathrm{n}}= & \langle\mathrm{n}| \mathrm{H}_{\mathrm{eff}}|\mathrm{n}\rangle, \quad H_{e f f}=\sum_{k}-\frac{1}{\mathscr{E}_{k}^{o}} v|k\rangle\langle k| v \\
H_{e f f}= & \frac{1}{a^{2}} \sum_{k} \sum_{x, y, x^{\prime}, y^{\prime}} D(x-y) D\left(x^{\prime}-y^{\prime}\right) \frac{2 a}{g^{2}|x-y|} \\
& \quad \psi^{\dagger}(x) \alpha \psi(x) U(x, y)|k\rangle\langle k| \psi^{\dagger}\left(x^{\prime}\right) \alpha \psi\left(y^{\prime}\right) U\left(x^{\prime}, y^{\prime}\right) \tag{4.5}
\end{align*}
$$

The only terms in $H_{e f f}$ which take fluxless states into fluxless states are those with $x=y^{\prime}$ and $x^{\prime}=y$. Introducing also the representation

$$
\psi=\binom{b}{d^{\dagger}} \quad, \quad \alpha=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

gives

$$
\begin{align*}
H_{e f f}= & -\frac{2}{a g^{2}} \sum_{\substack{x, y \\
x \neq y}} \frac{1}{|x-y|^{3}}\left\{b^{\dagger}(x) b(x)\left[1-d^{\dagger}(y) d(y)\right]\right.  \tag{4.6}\\
& \left.+d^{\dagger}(x) d(x)\left[1-b^{\dagger}(y) b(y)\right]+2 b^{\dagger}(x) d^{\dagger}(x) d(y) b(y)\right\}
\end{align*}
$$

In the fluxless sector only two states can appear on any site: either the vacuum $|0\rangle$ or the fermion-antifermion pair $| \pm\rangle=\mathrm{b}^{\dagger} \mathrm{d}^{\dagger}|0\rangle$. Thus in this sector $b^{\dagger}(x) b(x)=d^{\dagger}(x) d(x) \equiv N(x)$, and a convenient spin representation is introduced by

$$
\begin{aligned}
& S_{+}(x)=(-1)^{x_{b}}{ }^{\dagger}(x) d^{\dagger}(x), S_{-}(x)=(-1)^{x} d(x) b(x) \\
& S_{z}(x)=N(x)-\frac{1}{2},
\end{aligned}
$$

in terms of which, up to a constant,

$$
\begin{equation*}
H_{e f f}=\frac{4}{a g^{2}} \sum_{x \neq y} \frac{1}{|x-y|^{3}}\left[(-1)^{x-y+1} S_{+}(x) S_{-}(y)+S_{z}(x) S_{z}(y)\right] \tag{4.7}
\end{equation*}
$$

The nearest-neighbor piece of $H_{\text {eff }}$ is now the isotropic Heisenberg antiferromagnet considered in Chapter III; the full $H_{\text {eff }}$ is similar to the model (4.1) for $p=3$ but has a staggered anisotropy in the $z$ direction. A similar analysis for the $Q=0$ sector of the Thirring model ${ }^{15}$ leads again to Eq. (4.7) with $|x-y|^{3}$ replaced by $|x-y|^{2}$ (no factor $|x-y|$ appears in the energy denominator). And $1+1$ dimensional QCD leads to an SU(4) generalization of the 0 (3) antiferromagnet (4.7). ${ }^{8}$

To obtain agreement with known properties of the continuum Thirring model, it was argued (but not proved) in Ref. 15 that the corresponding $H_{\text {eff }}$ has a massless excitation spectrum like the nearest-neighbor Heisenberg antiferromagnet. This suggests that the model (4.1) is in a single phase from $p=\infty$ at least down to $p=2$. Other results along these lines are those of Dyson ${ }^{25}$ and Ruelle ${ }^{26}$ showing that the Ising model obtained from (4.1) by $\vec{S} \rightarrow S_{z}$ is disordered at all finite temperatures for all $p>2$ but is ordered below a critical temperature if $p<2$. The result of the RG calculations in this chapter is that the model (4.1) is in a single phase from $p=\infty$ down to approximately $p=1.85$. The exact value is probably $p=2$.

The discussion in this chapter is organized as follows. Section 2 presents some exact results for the cases $p=0$ and $p \rightarrow \infty$. Section 3 reviews the simple three-site blocking calculation used in Chapter III and applies it to the model (4.1). Renormalization group equations are derived which are sufficiently simple to be studied analytically. In particular, it can be seen explicitly how the non-nearest-neighbor interactions in (4.1) disappear as the RG equations are iterated when p exceeds a certain critical value. Section 4 shows that the results
of the three-site calculation do not change qualitatively when one goes to a more accurate calculation using nine-site blocks. The latter calculation, unfortunately, must be carried out numerically. Section 5 contains the conclusions.

## 2. Exact Results

Although very little is known about the model (4.1) some rigorous results can be obtained by considering the limiting cases $p \rightarrow \infty$ and $p=0$.

For $p \rightarrow \infty$ the model becomes the Heisenberg antiferromagnet with nearest-neighbor interactions which was discussed by block-spin methods in Chapter III. This model is exactly soluble ${ }^{32}$ and for the present work its relevant properties are as follows. The ground state energy density is -0.4431 and the low-lying excitations are massless spin waves. The end-tomend order $\langle\vec{S}(1) \cdot \vec{S}(N)\rangle$ vanishes in the infinite-volume limit and the cluster property

$$
\lim _{N \rightarrow \infty}[\langle\vec{S}(1) \cdot \vec{S}(N)\rangle-\langle\vec{S}(1)\rangle \cdot\langle\vec{S}(N)\rangle]=0
$$

is satisfied.
For $p=0$ the Hamiltonian (4.1) becomes:

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\substack{i, j=1 \\ i \neq j}}^{N}(-1)^{i-j+1} \vec{S}(i) \cdot \vec{S}(j) \tag{4.8}
\end{equation*}
$$

All spins interact with equal strength and the fact that they form a linear chain becomes irrelevant. This Hamiltonian can also be solved exactly, by introducing the two sublattices containing respectively only even-numbered sites and only odd-numbered sites. $N$ is assumed to be even
so that each sublattice contains $\frac{1}{2} N$ sites. The Hamiltonian (4.8) may be rewritten as:

$$
\begin{align*}
H & =\sum_{\substack{i \text { even } \\
j \text { odd }}} \vec{S}(i) \cdot \vec{S}(j)-\frac{1}{2} \sum_{\substack{i, j \text { even } \\
i \neq j}} \vec{S}(i) \cdot \vec{S}(j)-\frac{1}{2} \sum_{\substack{i, j \text { odd } \\
i \neq j}} \vec{S}(i) \cdot \vec{S}(j) \\
& =\sum_{i \text { even }} \vec{S}(i) \cdot \sum_{j \text { odd }} \vec{S}(j)-\frac{1}{2}\left[\sum_{i \text { even }} \vec{S}(i)\right]^{2}-\frac{1}{2}\left[\sum_{i \text { odd }} \vec{S}(i)\right]^{2}+\frac{3}{8} N \\
& =\vec{S}_{\text {even }} \cdot \vec{S}_{\text {odd }}-\frac{1}{2} s_{\text {even }}^{2}-\frac{1}{2} s_{\text {odd }}^{2}+\frac{3}{8} N \\
& =\frac{1}{2} s_{\text {total }}^{2}-s_{\text {even }}^{2}-s_{\text {odd }}^{2}+\frac{3}{8} N \tag{4.9}
\end{align*}
$$

where I have introduced the total spins on the entire lattice and on the even and odd sublattices. The ground state evidently has $S_{\text {total }}=0$, $S_{\text {even }}=S_{\text {odd }}=\frac{1}{4} N$, and an energy given by

$$
\begin{equation*}
E_{0}=-\frac{N^{2}+N}{8} \tag{4.10}
\end{equation*}
$$

The energy density diverges linearly with N and the infinite-volume limit of the theory does not exist. The first excited state has $S_{\text {total }}=1$, $S_{\text {even }}=S_{\text {odd }}=\frac{1}{4} N$, and the excitation energy is 1. This contrasts with the massless excitations in the $p \rightarrow \infty$ theory. The end-to-end order $\left\langle\Phi_{0}\right| \vec{S}(1) \cdot \vec{S}(N)\left|\Phi_{0}\right\rangle$ in the ground state $\left|\Phi_{0}\right\rangle$ can be obtained as follows. The fact that all spins on a single sublattice are equivalent implies that $\langle\vec{S}(i) \cdot \vec{S}(j)\rangle$ depends only on the parities of $i$ and $j$. Therefore,

$$
\begin{align*}
\langle\vec{S}(1) \cdot \vec{S}(N)\rangle & =\frac{4}{N^{2}} \sum_{\substack{\text { i odd } \\
j \text { even }}}\langle\vec{S}(i) \cdot \vec{S}(j)\rangle \\
& =\frac{4}{N^{2}}\left\langle\vec{S}_{\text {odd }} \cdot \vec{S}_{\text {even }}\right\rangle \\
-\quad & \frac{2}{N^{2}}\left\langle S_{\text {total }}^{2}-S_{\text {even }}^{2}-S_{\text {odd }}^{2}\right\rangle \\
& =-\frac{1}{4}-\frac{1}{N}, \tag{4.11}
\end{align*}
$$

which explicitly shows the breakdown of clustering due to the long-range interactions.

Additional information can be obtained by using the $p=0$ ground state $\left|\Phi_{0}\right\rangle$ as a variational trial state to study the full theory (4.1). The variational energy obtained in this way is

$$
\begin{equation*}
\left\langle\Phi_{0}\right| H\left|\Phi_{0}\right\rangle=\frac{1}{2} \sum_{i \neq j}(-1)^{i-j+1} \frac{1}{|i-j|^{p}}\left\langle\Phi_{0}\right| \vec{S}(i) \cdot \vec{S}(j)\left|\Phi_{0}\right\rangle . \tag{4.12}
\end{equation*}
$$

It follows from Eq. (4.11) and the sublattice structure that

$$
\left\langle\Phi_{0}\right| \vec{S}(i) \cdot \vec{S}(j)\left|\Phi_{0}\right\rangle=(-1)^{i-j}\left(\frac{1}{4}+\frac{1}{N}\right)
$$

Therefore,

$$
\begin{align*}
\left\langle\Phi_{0}\right| H\left|\Phi_{0}\right\rangle & =-\left(\frac{1}{8}+\frac{1}{2 N}\right) \sum_{i \neq j} \frac{1}{|i-j|^{P}} \\
& =-\left(\frac{1}{4}+\frac{1}{N}\right)\left[(N-1) \frac{1}{1^{p}}+(N-2) \frac{1}{2^{P}}+\ldots+\frac{1}{(N-1)^{P}}\right] \\
& =-\left(\frac{1}{4}+\frac{1}{N}\right)\left(N \sum_{k=1}^{N-1} \frac{1}{k^{p}}-\sum_{k=1}^{N-1} \frac{1}{k^{p-1}}\right) . \tag{4.13}
\end{align*}
$$

The exact ground state energy density is therefore bounded above by

$$
\begin{equation*}
\frac{E_{0}}{N} \leq-\left(\frac{1}{4}+\frac{1}{N}\right)\left(\sum_{k=1}^{N-1} \frac{1}{k^{p}}-\frac{1}{N} \sum_{k=1}^{N-1} \frac{1}{k^{p-1}}\right) \tag{4.14}
\end{equation*}
$$

This shows that the infinite-volume limit does not exist for $\mathrm{p} \leq 1$. Since the spin operators in $H$ have bounded matrix elements there can be no divergence in $E_{0} / \mathbb{N}$ for $p>1$, so the theory does exist in this region.

In view of the radically different properties of the theory at $p \rightarrow \infty$ and $p=0$, two possibilities exist. Either the theory remains in the $p=\infty$ phase all the way down to $p=1$ where the infinite-volume limit ceases to exist, or a phase transition occurs for some $p>1$. In the remainder of this paper block-spin techniques are applied to resolve this question.

## 3. Simple Calculation Using Three-Site Blocks

## A. Derivation of RG Equations

This section applies the three-site blocking algorithm used in Chapter III to the model (4.1), which is conveniently rewritten in the form:

$$
\begin{align*}
& H=\frac{1}{2} \sum_{\substack{i, j=1 \\
i \neq j}}^{N}(-1)^{i-j+1} F(i-j) \vec{S}(i) \cdot \vec{S}(j), \\
& F(i-j) \equiv \frac{1}{|i-j|^{p}} \tag{4.15}
\end{align*}
$$

One begins by dividing the lattice into three-site blocks and relabelling each lattice site with an ordered pair ( $k, a$ ), where $k=1,2, \ldots$, $\mathrm{N} / 3$ labels the blocks and $a=1,2,3$ labels the sites within a block. The

Hamiltonian is separated into the piece $H_{\text {in }}$ which only couples sites in the same block, and the remainder $H_{\text {out }}$ :

$$
\begin{align*}
& H=H_{\text {in }}+H_{\text {out }}, \\
& H_{\text {in }}=\frac{1}{2} \sum_{k^{\prime}} \sum_{a, a^{\prime}}(-1)^{a-a^{\prime}+1} F\left(a-a^{\prime}\right) \vec{S}(k, a) \cdot \vec{S}\left(k, a^{\prime}\right) \quad,  \tag{4.16}\\
& H_{\text {out }}=\frac{1}{2} \sum_{k \neq k} \sum_{a, a^{\prime}}(-1)^{k-k^{\prime}+a-a^{\prime}+1} F\left[3\left(k-k^{\prime}\right)+a-a^{\prime}\right] \vec{S}(k, a) \cdot \vec{S}\left(k^{\prime}, a^{\prime}\right)
\end{align*}
$$

Singling out a particular block for attention, I write:

$$
\begin{align*}
H_{\text {in }} & =\sum_{k} H_{\text {block }}(k), \\
H_{\text {block }} & =F(1)[\vec{S}(1) \cdot \vec{S}(2)+\vec{S}(2) \cdot \vec{S}(3)]-F(2) \vec{S}(1) \cdot \vec{S}(3) \\
& =\frac{1}{2} F(1)\left\{[\vec{S}(1)+\vec{S}(2)+\vec{S}(3)]^{2}-[\vec{S}(1)+\vec{S}(3)]^{2}-\frac{3}{4}\right\} \\
& -\frac{1}{2} F(2)\left\{[\vec{S}(1)+\vec{S}(3)]^{2}-\frac{3}{2}\right\} \tag{4.17}
\end{align*}
$$

This shows that the eigenstates of $\mathrm{H}_{\text {block }}$ are just the simultaneous eigenstates of the total spin on a block and $[\vec{S}(1)+\vec{S}(3)]^{2}$. These states are [notation is $\left|\mathrm{S}, \mathrm{S}_{\mathbf{z}}\right\rangle$; the subscript, when present, gives the value of the spin $\vec{S}(1)+\vec{S}(3)]:$

$$
\left.\begin{array}{l}
\left|\frac{3}{2}, \frac{3}{2}\right\rangle=|\uparrow \uparrow \uparrow\rangle \\
\left|\frac{3}{2}, \frac{1}{2}\right\rangle=\frac{1}{\sqrt{3}}(|\uparrow \downarrow \uparrow\rangle+|\downarrow \uparrow \uparrow\rangle+|\uparrow \uparrow \downarrow\rangle)
\end{array}\right\} \text { energy = } \frac{1}{2} F(1)-\frac{1}{4} F(2),
$$

plus the four corresponding states with all spins flipped and negative total $S_{z}$. It can be seen that $\left|\frac{1}{2}, \pm \frac{1}{2}\right\rangle_{1}$ have the lowest energy regardless of the value of $p$. One then hopes to get a reasonable picture of the low-lying states of the lattice by restricting attention to those lattice states which are built from the block states $\left|\frac{1}{2}, \pm \frac{1}{2}\right\rangle_{1}$ only. The next step is to write an effective Hamiltonian which has the same matrix elements as the original Hamiltonian within this sector of states. For this purpose $I$ introduce new spin operators $\vec{S}^{\prime}$ which act on the states $\left|\frac{1}{2}, \pm \frac{1}{2}\right\rangle{ }_{1}$ in the usual manner: ${ }_{1}\left\langle\frac{1}{2}, \frac{1}{2}\right| s_{z}^{\prime}\left|\frac{1}{2}, \frac{1}{2}\right\rangle{ }_{1}=\frac{1}{2}$, etc. $\vec{s}^{\prime}$ is in fact just the total block spin, and the Wigner-Eckart theorem gives:

$$
\begin{align*}
& \langle\vec{S}(k, a)\rangle=u_{a}\left\langle\vec{S}^{\prime}(k)\right\rangle, \\
& u_{1}=u_{3}=\frac{2}{3}, \quad u_{2}=-\frac{1}{3}, \tag{4.19}
\end{align*}
$$

where the notation < > indicates any one of the four matrix elements involving the states $\left|\frac{1}{2}, \pm \frac{1}{2}\right\rangle_{1}$. Using (4.19) to express $H_{\text {out }}$ in terms of the block spin operators $\vec{S}^{\prime}$, and observing that $H_{i n}$ is diagonal in the sector of states of interest produces the effective Hamiltonian:

$$
\begin{align*}
H^{(1)} & =\sum_{k}\left[-F(1)-\frac{1}{4} F(2)\right]+\frac{1}{2} \sum_{k \neq k^{\prime}}(-1)^{k-k^{\prime}+1} \sum_{a, a^{\prime}}(-1)^{a-a^{\prime}} \\
& \times u_{a^{\prime}{ }^{u} a^{\prime}} F\left[3\left(k-k^{\prime}\right)+a-a^{\prime}\right] \overrightarrow{S^{\prime}}(k) \cdot \vec{S}^{\prime}\left(k^{\prime}\right) \\
& \equiv \sum_{k} E_{1}+\frac{1}{2} \sum_{k \neq k^{\prime}}(-1)^{k-k^{\prime}+1} F_{1}\left(k-k^{\prime}\right) \vec{S}^{\prime}(k) \cdot \vec{S}^{\prime}\left(k^{\prime}\right) \quad . \tag{4.20}
\end{align*}
$$

Since this Hamiltenian has the same form as the original one, apart from the overall energy shift $E_{1}$, the blocks of the original lattice may be viewed as sites of a new latice and the whole blocking procedure iterated. This generates a sequence $H^{(m)}$ of effective Hamiltonians obeying the RG equations:

$$
\begin{align*}
& H^{(m)}=\sum_{k=1}^{N / 3^{m}} E_{m}+\frac{1}{2} \sum_{\substack{k, k^{\prime}=1 \\
k \neq k^{\prime}}}^{N / 3^{m}}(-1)^{k-k^{\prime}+1} F_{m}\left(k-k^{\prime}\right) \vec{S}(k) \cdot \vec{S}\left(k^{\prime}\right),  \tag{4.21a}\\
& E_{m+1}=3 E_{m}-F_{m}(1)-\frac{1}{4} F_{m}(2) \quad, \quad E_{0}=0,  \tag{4.21b}\\
& F_{m+1}(j)=\sum_{a, a^{\prime}=1}^{3}(-1)^{a-a^{\prime}} u_{a} u_{a}, F_{m}\left(3 j+a-a^{\prime}\right), F_{o}(j)=F(j), \tag{4.21c}
\end{align*}
$$

i.e.,

$$
\begin{equation*}
F_{m+1}(j)=F_{m}(3 j)+\frac{4}{9}\left[F_{m}(3 j-2)+F_{m}(3 j-1)+F_{m}(3 j+1)+F_{m}(3 j+2)\right] \tag{4.21d}
\end{equation*}
$$

where the primes on the spin operators have been dropped for convenience. Note that the formula (4.21d) preserves the symmetry property $F_{m}(j)=$ $F_{m}(-j)$ which was assumed in writing Eqs. (4.17) and (4.18). After roughly $m=\log _{3} N$ iterations of the blocking procedure the entire lattice will be reduced to a single block of energy $\mathrm{E}_{\mathrm{m}}$. The energy per original lattice
site is therefore $\mathscr{E}_{\mathrm{m}} \equiv \mathrm{E}_{\mathrm{m}} / 3^{\mathrm{m}}$. In the infinite-volume limit the energy density is given by $\mathscr{E}_{\infty}$, with $\mathscr{E}_{\mathrm{m}}$ satisfying

$$
\begin{equation*}
\mathscr{E}_{m+1}=\mathscr{E}_{m}-\frac{1}{3^{m+1}}\left[F_{m}(1)+\frac{1}{4} F_{m}(2)\right] \quad, \quad \mathscr{E}_{0}=0 \tag{4.2le}
\end{equation*}
$$

This will always be a variational upper bound on the exact ground state energy density. The problem now is to iterate the RG equations many times to find the Hamiltonian which describes the physics at very large length scales.

## B. Analysis of RG Equations

A procedure for numerically iterating RG equations like (4.21) has been given by Drell, Svetitsky, and Weinstein. ${ }^{3}$ At each iteration a finite set of function values, say $F_{m}(1), \ldots, F_{m}(100)$, are explicitly computed and stored in an array. For $|j|>100, F_{m}(j)$ is parametrized as $F_{m}(j)=\frac{1}{|j|^{p}}\left(A_{m}+\frac{B_{m}}{j^{2}}+\frac{C_{m}}{j^{4}}+\frac{D_{m}}{j^{6}}\right)$, with only even order terms being required due to $F_{m}(j)=F_{m}(-j)$. The initial conditions are $A_{0}=1$, $B_{0}=C_{0}=D_{0}=0$, and substituting this form for $F_{m}$ into (4.21d) and applying the binomial theorem produces formulas from which $A_{m}-D_{m}$ can be computed recursively. The error introduced by using this asymptotic form for $F_{m}$ is comparable to the inherent roundaff error in double precision computer arithmetic. I have performed the numerical calculation using this procedure, but due to the simplicity of Eq. (4.21d) all the important results can be obtained by an analytic study of the RG equations. This is done by considering Eq. (4.21d) in the limit of very large $j$ where it simplifies considerably. Physically this corresponds to looking at the interaction between very distant spins. Since the RG equations by definition relate the physics of different length scales
they can be used to extend conclusions valid at large $j$ to smaller and smaller values of $j$, as will now be shown.

When $j$ is large, $F(j)$ is sufficiently slowly varying that $F(3 j \pm 1)$ and $F(3 j \pm 2)$ can be approximated by $F(3 j)$. Then the first $(m=0)$ iteration of Eq. (4.21d) becomes

$$
\begin{equation*}
F_{1}(j)=\frac{25}{9} F_{0}(3 j)=\frac{1}{3^{p}} \frac{25}{9} F_{0}(j) \equiv C F_{0}(j) \text {, for } j \text { sufficiently large. } \tag{4.22}
\end{equation*}
$$

To extend this to smaller values of $j$ assume now that $j$ is not "sufficiently large" but that $3 j-2$ is, so that $F_{1}(3 j-2)=C F_{o}(3 j-2)$. Then the next iteration of Eq. (4.21d) looks like this:

$$
\begin{align*}
F_{2}(j) & =F_{1}(3 j)+\frac{4}{9}\left[F_{1}(3 j-2)+F_{1}(3 j-1)+F_{1}(3 j+1)+F_{1}(3 j+2)\right] \\
& =C\left\{F_{o}(3 j)+\frac{4}{9}\left[F_{o}(3 j-2)+F_{o}(3 j-1)+F_{o}(3 j+1)+F_{o}(3 j+2)\right]\right\} \\
& =C F_{1}(j) \tag{4.23}
\end{align*}
$$

and this is valid for values of j roughly $1 / 3$ as large as those for which Eq. (4.22) was valid. Continuing to iterate Eq. (4.2ld) produces equations analogous to (4.23) holding for smaller and smaller values of $j$ until ultimately one obtains simply

$$
\begin{equation*}
F_{m+1}(j)=C F_{m}(j) \text { for all } j>1 \text { and all sufficiently large } m . \tag{4.24}
\end{equation*}
$$

The restriction to $j \neq 1$ comes about because according to Eq. (4.21d), $F_{m+1}$ (1) depends on $F_{m}(1)$; in fact,

$$
\begin{equation*}
F_{m+1}(1)=F_{m}(3)+\frac{4}{9}\left[F_{m}(1)+F_{m}(2)+F_{m}(4)+F_{m}(5)\right] \tag{4.25}
\end{equation*}
$$

The reasoning leading to Eq. (4.24) assumed that the smallest argument
appearing on the right side of Eq. (4.21d), namely $3 \mathrm{j}-2$, was greater than $j$, and this is only true if $j>1$. This fact is crucial physically, since it means that the nearest-neighbor coupling $F_{m}(1)$ may behave. differently under renormalization group transformations than the longerrange couplings. The results (4.24) and (4.25) are sufficient to reveal the physical content of the RG equations.

Proceeding with the analysis, the definition $\mathrm{C}=25 / 3^{\mathrm{p}+2}$ shows that $\mathrm{C}>1$ for $\mathrm{p}<\log _{3} 25-2 \approx 0.93$, and $\mathrm{C}<1$ for $\mathrm{p}>0.93$. By Eq. (4.24) this implies that

$$
\lim _{m \rightarrow \infty} F_{m}(j)=\begin{align*}
& 0 \text { if } p>0.93  \tag{4.26}\\
& \infty \text { if } p<0.93
\end{align*}
$$

Actually this follows from Eq. (4.24) only for $j>1$, but it holds for $j=1$ as well: Eq. (4.25) shows that it is not possible to have $F_{m}(j) \rightarrow 0$ or $\infty$ for all $j>1$ without having $F_{m}(1) \rightarrow 0$ or $\infty$ (respectively) also. The value $p=0.93$ is strikingly close to the anticipated $p=1$; unfortunately, $\mathrm{p}=0.93$ is not to be identified as the point at which the energy density diverges and the theory ceases to exist. It is clear from Eq. (4.21e) that the divergence of $F_{m}(j)$ is not sufficient to produce a divergence in $\mathscr{E}_{\mathrm{m}}$ unless $\mathrm{F}_{\mathrm{m}}(\mathrm{j})$ grows by a factor of at least 3 at each iteration. This happens for $C \geq 3$, so that $p \leq-0.07$ is needed before this block-spin approximation can detect the divergence in $\mathscr{E}_{\mathrm{m}}$. The significance of $p=0.93$ is that for $p>0.93$ this approximate calculation predicts that the theory has a massless spectrum: any mass gap, if present, must vanish along with the couplings $F_{m}(j)$ as $m \rightarrow \infty$. For $p<0.93$ no statement can be made without actually solving the theory:

Eq. (4.26) does not imply an infinite mass gap because a massless theory remains massless even when multiplied by a large scale factor.

The really interesting question, left open by Eq. (4.26), is how $F_{m}(1)$ behaves relative to the other terms in the Hamiltonian. In particular, under what conditions will $\mathrm{F}_{\mathrm{m}}(1) \rightarrow \infty$ relative to the other $\mathrm{F}_{\mathrm{m}}(\mathrm{j})$ so that the effective Hamiltonian ultimately contains only nearestneighbor interactions? According to Eq. (4.25), if $\mathrm{F}_{\mathrm{m}}(1)$ is much greater than the other $F_{m}(j)$ then $F_{m+1}(1)=\frac{4}{9} F_{m}(1)$. Comparing this with Eq. (4.24) requires $C<4 / 9$ if the assumption $F_{m}(1) \gg F_{m}(j>1)$ is to be maintained as $m \rightarrow \infty$. $C<4 / 9$ corresponds to $p>\log _{3} \frac{25}{4} \approx 1.67$, and it is easy to see that $p>1.67$ is sufficient as well as necessary for $H^{(m)}$ to approach nearest-neighbor form. On the other hand, for $p<1.67$ it is impossible to have $F_{m}(1) \rightarrow \infty$ relative to the other $F_{m}(j)$. But $F_{m}(1) \rightarrow 0$ relative to the other $F_{m}(j)$ is also impossible since by Eq. (4.25) $F_{m+1}(1)>F_{m}(3)=\frac{1}{C} F_{m+1}(3)$ for large $m$; thus $F_{m}(1) / F_{m}(3)$ is bounded below by $1 / C$ as $m \rightarrow \infty$. Assuming that $H^{(m)}$ does in fact iterate to a fixed form, the only possibility for $p<1.67$ is that all the ratios $F_{m}(1) / F_{m}(j)$ approach finite nonzero values as $m \rightarrow \infty$. The interaction thus remains long-range; furthermore, since $F_{m}(j) \sim 1 / j{ }^{p}$ for large $j$, the form of the interaction will be different for each $p$. In this sense each $p<1.67$ is in the domain of a separate fixed point.

The energy density computed numerically from Eq. (4.21e) is displayed as the upper curve in Fig. 15. The precise location of the vertical asymptote ( $p=-0.07$ ) is not apparent due to the Ifmited range on the vertical axis. As discussed in Chapter III, the curve lies $12 \%$ above the exact answer in the nearest-neighbor limit $p \rightarrow \infty$.


Fig. 15. Renormalization group results for the ground state energy density of the Heisenberg model with (distance) ${ }^{-\mathrm{p}}$ inter'actions. The upper (lower) curve is the three (nine)-site calculation of Sect. 3(4). The exact result in the limit $p \rightarrow \infty,-0.4431$, is marked.

## C. Discussion

Several remarks are in order regarding the significance of each of the three points $p=-0.07,0.93$ and 1.67 at which the character of the fixed-point Hamiltonian $H^{(\infty)}$ changes. (Of course, it is the change in the behavior of $H^{(\infty)}$ that is significant, rather than the precise numerical values found for the critical points. One would not expect the critical points to be very accurately located by the present crude calculation.) It should be realized at the outset that there are basically two ways to obtain information about a theory from a blockspin calculation such as this one. The first way is to solve the fixedpoint Hamiltonian. In the present case this will not work for $p<1.67$ where the fixed-point Hamiltonian contains long-range interactions and is at least as difficult to solve as the original theory. The second way is to study the lattice states iteratively constructed by the blocking procedure. This is not always practical, and in the present case it will not distinguish the phases of the theory because the same lattice states are constructed for all values of $p$. Therefore, the conclusions drawn from the present calculation are necessarily rather sketchy.

The present calculation does not detect the energy density divergence until $p \leq-0.07$, which compares poorly enough with the anticipated $p \leq 1$ to warrant some discussion. Recall that the ground state energy density was identified as $\lim _{\mathrm{m} \rightarrow \infty} \mathrm{E}_{\mathrm{m}} / 3^{\mathrm{m}}$ on the basis of an argument which iterated the blocking procedure until the entire lattice was reduced to a single block. Suppose instead that one performs some fixed number $M$ of iterations, then takes the infinite-volume limit and studies the resulting Hamiltonian $H^{(M)}$. The energy density may be
estimated by $3^{-M}\langle\phi| H^{(M)}|\phi\rangle$ with some variational trial state $|\phi\rangle$. In particular, since $F_{M}(j) \sim 1 / j^{p}$ asymptotically, the expectation value of $H^{(M)}$ in the ordered state $\left|\Phi_{0}\right\rangle$ of Sect. 2 will contain a divergence at $p=1$ coming from the operator part of $H^{(M)}$. In this way one recovers the correct result. This illustrates that it is always better, when possible, to extract information from the effective Hamiltonian than to continue iterating until the lattice is reduced to a single block. The point is simply that in any variational approximate calculation better trial states exist than the ones being used. In the present case, for $p$ near 1 the state $\left|\Phi_{0}\right\rangle$ is better than the states built using the blocking procedure.

As noted above, the significance of the point $p=0.93$ is that for $p>0.93$ the theory is expected to be massless based on the $R G$ equations alone, while for $p<0.93$ the issue cannot be resolved without further study of the fixed-point Hamiltonian. The theory may be massless for $p<0.93$ or a mass gap may exist. It might seem that the mass gap would have to be infinite if nonzero because it should diverge with the coupling function $F_{m}(j)$, but this is not correct. The proper conclusion is that the blocking procedure has identified a class of block states whose energies diverge with the block size when $\mathrm{p}<0.93$. These states certainly need not be the lowest-lying excitations in the system, although to the extent that they are not, the motivation for the blocking scheme as a probe of the low-lying spectrum is weakened. Nevertheless, the suppression of this class of excitations at finite temperature is useful thermodynamic information.

For example, if the Ising model analogous to Eq. (4.15) is treated by the block-spin method of this section one finds that $\lim _{\mathrm{m} \rightarrow \infty} \mathrm{F}_{\mathrm{m}}(\mathrm{j})=\infty$ for $\mathrm{p}<2$. This discussion is given in Appendix B. The states constructed by the blocking procedure in this case are the exact ground states plus states formed by flipping blocks of spins. The divergence of $F_{m}(j)$ means that at finite temperature flips of large blocks of spins are suppressed. This is responsible for the persistence of order in this model up to a finite critical temperature when $p<2$. Based on this example one may conjecture that the Heisenberg antiferromagnet also is ordered at low temperatures in some range of $p$, given as $p<0.93$ in this very crude calculation.

The point $p=1.67$ represents the approximate location of a true phase transition, separating the "nearest-neighbor phase" $p>1.67$ from the "long-range phase" $p<1.67$. The phases may be distinguished, for example, by the behavior of the correlation function 〈要 (i) • $\vec{S}(j)\rangle$ of very widely separated spins. The correlation function will be governed by the fixed-point Hamiltonian which is quite different in the two phases. In practice one may consider the translationally invariant correlation function $\mathscr{C}(k)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i}\langle\vec{S}(i) \cdot \vec{S}(i+k)\rangle$ so as to average out edge effects associated with the block walls in a block-spin calculation. Following the treatment of the Hamiltonian, $\vec{S}(i) \cdot \vec{S}(i+k)$ is replaced by an effective operator at each iteration, using Eq. (4.19). When the Hamiltonian achieves its fixed form the required expectation values are computed in its ground state. If the fixed-point Hamiltonian is not solvable, one has no recourse but to continue iterating until the dot products of spins are reduced to squares of single spins with expectation
value 3/4. This yields much poorer results: in the present case it leads to correlation functions with no dependence on $p$, since the block states have none! Indeed, one may be skeptical about the results of the present calculation on the grounds that the same variational trial states are used for all values of $p$. This problem is corrected in the improved calculation to be discussed next.

## 4. Improved Calculation Using Nine-Site Blocks

Although the three-site calculation definitely indicates the presence of a phase transition at $p \approx 1.67$, one would like some assurance that the conclusions do not change qualitatively when more accurate calculations are done. The greatest single drawback of the three-site calculation is that the block eigenstates are completely determined by the rotational invariance, rather than the detailed structure, of the interactions. The nine-site calculation to be discussed now does not suffer from this problem.

The algorithm employed here is just as in Sect. 3. One restricts the full Hamiltonian (4.15) to a nine-site block and, by diagonalizing, determines the lowest-lying spin-1/2 doublet of eigenstates. Taking matrix elements between these states produces the relations analogous to $(4.19)$ :

$$
\begin{equation*}
\langle\vec{S}(k, a)\rangle=u_{a}\left\langle\vec{S}^{\prime}(k)\right\rangle \quad, \quad a=1,2, \ldots, 9, \tag{4.27}
\end{equation*}
$$

which may be used to construct the effective Hamiltonians. The $u_{a}$, however, will no longer be constants but will change with the value of $p$ and from iteration to iteration. The RG equations will take the form:

$$
\begin{align*}
& H^{(m)}=\sum_{k=1}^{N / 9^{m}} E_{m}+\frac{1}{2} \sum_{\substack{k, k^{\prime}=1 \\
k \neq k^{\prime}}}^{N / 9^{m}}(-1)^{k-k^{\prime}+1} F_{m}\left(k-k^{\prime}\right) \vec{S}(k) \cdot \vec{S}\left(k^{\prime}\right),  \tag{4.28a}\\
& F_{m+1}(j)=\sum_{a, a^{\prime}=1}^{9}(-1)^{a-a^{\prime}} u_{a}^{(m)} u_{a^{\prime}}^{(m)} F_{m}\left(9 j+a-a^{\prime}\right), F_{o}(j)=F(j),  \tag{4.28b}\\
& E_{m+1}=9 E_{m}+e_{m} \quad, \quad E_{o}=0, \tag{4.28c}
\end{align*}
$$

where $e_{m}$ are the "energies" (eigenvalues of the operator part of $H_{b l o c k}^{(m)}$ dropping the constant $E_{m}$ ) of the doublet of states constructed at successive iterations. These RG equations must be iterated numerically using the method of Drell, Svetitsky, and Weinstein described in Sect. 3.

Although there are 512 independent states on a nine-site block, one does not need to diagonalize $512 \times 512$ matrices to carry out the above program. It suffices to determine the $S_{z}=1 / 2$ member of the lowestlying spin-1/2 doublet, which will have even parity. Simple combinatorics shows that there are exactly 22 spin-1/2, $S_{z}=1 / 2$, even parity states on a nine-site block. One of these states can be constructed by two iterations of the three-site blocking procedure [compare Eq. (4.18)]:

$$
\begin{aligned}
|\psi\rangle & =\frac{1}{\sqrt{6}}\left[2\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\left|\frac{1}{2},-\frac{1}{2}\right\rangle_{1}\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}-\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\left|\frac{1}{2},-\frac{1}{2}\right\rangle_{1}\right. \\
& \left.-\left|\frac{1}{2},-\frac{1}{2}\right\rangle_{1}\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}\right] \quad,
\end{aligned}
$$

where

$$
\left|\frac{1}{2}, \frac{1}{2}\right\rangle_{1}=\frac{1}{\sqrt{6}}(2|\uparrow \uparrow \uparrow\rangle-|\uparrow \uparrow \downarrow\rangle-|+\uparrow \uparrow\rangle)
$$

and

$$
\begin{equation*}
\left|\frac{1}{2},-\frac{1}{2}\right\rangle_{1}=\frac{1}{\sqrt{6}}(-2|\downarrow \uparrow \downarrow\rangle+|\downarrow \downarrow \uparrow\rangle+|\uparrow \downarrow \downarrow\rangle) \tag{4.29}
\end{equation*}
$$

The next state is obtained by applying the block Hamiltonian to $|\psi\rangle$ and eliminating the component of the resulting state along $|\psi\rangle$, and the remaining 20 states are constructed by repeatedly applying the block Hamiltonian to the last state constructed and orthonormalizing the whole set. The matrix to be diagonalized is then $22 \times 22$. Some technical points concerning the numerical calculation are discussed in Appendix $C$.

In Chapter III an alternative scheme was suggested, in which only the $2 \times 2$ matrix representing the block Hamiltonian in the subspace spanned by $|\psi\rangle$ and $H_{b l o c k}|\psi\rangle$ is diagonalized to obtain approximate nine-site eigenstates. This is based on the idea that $|\psi\rangle$ is already a reasonable approximation to a nine-site eigenstate and in perturbation theory would mix most strongly with the state $H_{b l o c k}|\psi\rangle$. Indeed, one finds by diagonalizing the $22 \times 22$ matrices that the exact lowest-lying eigenstate typically gets about $90 \%$ of its amplitude from the two states $|\psi\rangle$ and $H_{b l o c k}|\psi\rangle$. Since the error in an energy goes as the square of the errnr in a state vector, energies computed by the $2 \times 2$ diagonalization typically are within $1 \%$ of the exact nine-site energies. The approximation is thus very good. For definiteness, however, the results to be reported in this section come from the exact nine-site diagonalization using $22 \times 22$ matrices.

Numerical iteration of the RG equations (4.28) shows that there are still three critical values of $p$ with the same qualitative properties discussed in Sect. 3. The region in which the energy density diverges is found to be $p \leqslant 0.18$ (as compared to -0.07 from the previous, less accurate, calculation), the couplings $F_{m}(j)$ diverge for $p \lesssim 1.11$ (as compared to 0.93 ), and the transition separating the long-range and
nearest-neighbor phases occurs at $p \approx 1.85 \pm 0.05$ (as compared to 1.67). This last value is hard to estimate from numerical data because as the transition point is approached from above the long-range couplings $\mathrm{F}_{\mathrm{m}}(\mathrm{j}>1)$ decay more and more slowly. Very near the transition it is impossible to tell whether the long-range couplings ultimately vanish or not. However, it is significant that this critical point moved up from 1.67. Had it moved down one might have suspected that an exact calculation would reveal no transition in the "physical region" $p>1$. The ground state energy density resulting from this calculation is given by the lower curve in Fig. 15. For $p \rightarrow \infty$ the energy density is $-0.4212,5 \%$ above the correct value.

Since the block states now depend on p , correlation functions computed using nine-site blocks will have p-dependence and will distinguish the long-range and nearest-neighbor phases. In a simple blockspin calculation of the present type (non-variational) one obtains a power-law falloff at large distances, where the exponent is a constant throughout the nearest-neighbor phase but depends on $p$ once the longrange phase is entered. It is worth emphasizing that no evidence will be found for the violation of the cluster property known to occur at $p=0$. The effective operator representing the end-to-end order after m iterations satisfies the RG equation:

$$
\begin{equation*}
[\vec{S}(1) \cdot \vec{S}(N)]_{E f f}^{(m+1)}=u_{1}^{(m)} u_{9}^{(m)}[\vec{S}(1) \cdot \vec{S}(N)]_{E f f}^{(m)} \tag{4.30}
\end{equation*}
$$

and since $u_{1}^{(m)}, u_{9}^{(m)}<1$ [this follows from Eq. (4.27) and the fact that the magnitude of the expectation value of $\mathrm{S}_{\mathrm{z}}$ in a non-eigenstate is less
than $1 / 2]$ one has $\lim _{N \rightarrow \infty}\langle\vec{S}(1) \cdot \vec{S}(N)\rangle=0$. This is because a cluster property is really built into block-spin calculations: at any iteration correlations between spins in different blocks are ignored. This is also why the calculations locate the energy density divergence poorly. The most one could hope for is that if the cluster property is violated, then $\langle\vec{S}(1) \cdot \vec{S}(N)\rangle$ will go to zero more slowly as the accuracy of the calculation is improved.

## 5. Concluding Remarks

The most accurate calculation I have performed indicates that the Heisenberg antiferromagnet (4.1) has a phase transition at $p \approx 1.85$. The phases can be distinguished by the form of the fixed-point Hamiltonian and the behavior of correlation functions such as $\langle\vec{S}(i) \cdot \vec{S}(j)\rangle$. The large-p phase has the physics of the nearest-neighbor antiferromagnet while for $p \leqslant 1.85$ there is a line of fixed points. The calculation predicts that the model is massless for $p \gtrsim 1.11$. More detailed statements cannot be made due to the intractability of the fixed-point Hamiltonian for $p \leq 1.85$.

It is interesting to speculate on how these numbers will change in more accurate calculations. As the accuracy increases, the point at which the energy density begins to diverge must approach $p=1$. The point at which the couplings begin to diverge must be at a larger value of $p$, since the couplings must grow by a factor $L$ at each iteration to get a divergent energy density, with $L$ the number of sites per block. The calculations done here suggest that the divergent couplings and the divergent energy density are separated by about 1 unit of $p$. It is
tempting to suppose that the onset of the divergent couplings occurs at $p \approx 2$ and coincides with the nearest-neighbor to long-range phase transition. The divergent couplings in the long-range phase then make it possible that there is long-range order at finite temperature in this phase since the excitations whose energies are diverging will not be present at finite temperature.

It is difficult to recommend reliable ways to improve the present calculations. Simply going to bigger blocks soon becomes cumbersome due to the size of the matrices to be diagonalized. Another possibility is to write effective Hamiltonians valid for more block states than just the lowest pair. This method generally gives large increases in numerical accuracy because the additional states contain information on energy levels and the density of states not present in the lowest-lying pair of states alone. For example, the two-site calculation using four states per block for the nearest-neighbor Heisenberg model (Chapter III) gives almost the same accuracy in the energy density as the nine-site calculation discussed here. However, this method will not preserve the form of the original Hamiltonian but will embed it in a more general (and more complicated) theory after the first iteration. As discussed in Chapter III, it is then necessary to study the phases of the more general theory and to understand how the original theory has been embedded. Finally, variational calculations in which the block states are chosen to minimize the ground state energy after many iterations rather than to diagonalize the block Hamiltonians can give excellent results, 5,8 but how to choose good variational trial states is an open question.

## APPENDIX A

I prove that, given a set of Feynman rules periodic in all momenta, periodic $\delta$-functions can be used to do trivial momentum integrations just as ordinary $\delta$-functions are used in continuum theories.

It suffices to show that if

$$
\begin{equation*}
I \equiv \int_{-\Lambda}^{\Lambda} d k_{1} \ldots d k_{n} F\left(k_{1}, \ldots, k_{n}\right) \delta_{\operatorname{per}}\left[k_{1}-G\left(k_{2}, \ldots k_{n}\right)\right] \tag{A.1}
\end{equation*}
$$

where $F$ is periodic in $k_{1}$ with period $2 \Lambda$, then

$$
\begin{equation*}
I=\int_{-\Lambda}^{\Lambda} \mathrm{dk}_{2} \ldots \mathrm{dk}_{n} F\left[G\left(k_{2}, \ldots, k_{n}\right), k_{2}, \ldots, k_{n}\right] \tag{A.2}
\end{equation*}
$$

To do this, write (A.1) as

$$
\begin{equation*}
I=\sum_{m=-\infty}^{\infty} \int_{-\Lambda}^{\Lambda} d k_{1} \ldots d k_{n} F\left(k_{1}, \ldots, k_{n}\right) \delta\left[k_{1}-G\left(k_{2}, \ldots, k_{n}\right)+2 m \Lambda\right] . \tag{A.3}
\end{equation*}
$$

In the $m^{\text {th }}$ term change variables from $k_{1}$ to $k_{1}^{\prime}=k_{1}+2 m \Lambda$, giving

$$
\begin{align*}
I & =\sum_{m=-\infty}^{\infty} \int_{(2 m-1) \Lambda}^{(2 m+1) \Lambda} d k_{1}^{\prime} \int_{-\Lambda}^{\Lambda} d k_{2} \ldots d k_{n} F\left(k_{1}^{\prime}-2 m \Lambda, k_{2}, \ldots, k_{n}\right) \delta\left[k_{1}^{\prime}-G\left(k_{2}, \ldots, k_{n}\right)\right] \\
& =\int_{-\infty}^{\infty} d k_{1} \int_{-\Lambda}^{\Lambda} d k_{2} \ldots d k_{n} F\left(k_{1}^{\prime}, k_{2}, \ldots, k_{n}\right) \delta\left[k_{1}^{\prime}-G\left(k_{2}, \ldots, k_{n}\right)\right] \\
& =\int_{-\Lambda}^{\Lambda} d k_{2} \ldots d k_{n} F\left[G\left(k_{2}, \ldots, k_{n}\right) ; k_{2}, \ldots, k_{n}\right] \tag{A.4}
\end{align*}
$$

by periodicity.

If the function $F$ is initially defined only for $-\Lambda<k_{i}<\Lambda$ then the above holds if F is extended periodically.

## APPENDIX B

Although the Ising model with long-range interactions is quite trivially soluble at zero temperature, it is illuminating to study it using the three-site RG algorithm of Chapter IV. The RG equations are very similar to those for the Heisenberg model, and the interpretation of the various critical values of $p$ can be justified by known properties of the model.

The Hamiltonian is written as

$$
\begin{align*}
& H=\frac{1}{2} \sum_{i \neq j}^{N}(-1)^{i-j+1} F(i-j) S_{z}(i) S_{z}(j) \\
& F(i-j)=\frac{1}{|i-j|^{p}} \tag{B.1}
\end{align*}
$$

and restricting it to a three-site block leads to a block Hamiltonian:

$$
H_{\text {block }}=F(1)\left[S_{z}(1) S_{z}(2)+S_{z}(2) S_{z}(3)\right]-F(2) S_{z}(1) S_{z}(3) \text { (B.2) }
$$

The lowest-lying pair of eigenstates of $H_{b l o c k}$ is clearly

$$
\begin{equation*}
\left|+\frac{1}{2}\right\rangle=|\uparrow \downarrow \uparrow\rangle,\left|-\frac{1}{2}\right\rangle=|\downarrow \uparrow \downarrow\rangle, \text { energies }=-\frac{1}{2} F(1)-\frac{1}{4} F(2) \tag{B.3}
\end{equation*}
$$

Within the sector of states built from $\left| \pm \frac{1}{2}\right\rangle$ the relation between the single-site operators and the block spin operators is just [compare Eq. (4.19)]:

$$
\begin{gather*}
\left\langle S_{z}(k, a)\right\rangle=u_{a}\left\langle S_{z}^{\prime}(k)\right\rangle \\
u_{1}=u_{3}=1 \quad, \quad u_{2}=-1 \tag{B.4}
\end{gather*}
$$

It is evident that this sector of states contains both of the degenerate true ground states of the model: $\left|\Phi_{I}\right\rangle \equiv|\uparrow \downarrow \uparrow \downarrow \ldots\rangle$ and the state $|\downarrow \uparrow \downarrow \uparrow \ldots\rangle$.

The RG equations analogous to Eqs. (4.21) are:

$$
\begin{align*}
& H^{(m)}=\sum_{k} E_{m}+\frac{1}{2} \sum_{k \neq k^{\prime}}(-1)^{k-k^{\prime}+1} F_{m}\left(k-k^{\prime}\right) S_{z}(k) S_{z}\left(k^{\prime}\right)  \tag{B.5a}\\
& F_{m+1}(j)=\sum_{a, a^{\prime}}(-1)^{a-a^{\prime}} u_{a} u_{a}, F_{m}\left(3 j+a-a^{\prime}\right), F_{0}(j)=F(j), \tag{B.5b}
\end{align*}
$$

i.e.,

$$
F_{m+1}(j)=3 F_{m}(3 j)+2 F_{m}(3 j-1)+2 F_{m}(3 j+1)+F_{m}(3 j-2)+F_{m}(3 j+2)
$$

$$
\begin{equation*}
\mathscr{E}_{m+1}=\mathscr{E}_{m}-\frac{1}{3^{m+1}}\left[\frac{1}{2} F_{m}(1)+\frac{1}{4} F_{m}(2)\right] \tag{B.5c}
\end{equation*}
$$

These equations may be analyzed by exactly the same methods applied to Eqs. (4.21). By considering first large values of $j$ one finds that Eq. (B.5c) implies:

$$
\begin{align*}
& F_{m+1}(j)=C^{\prime} F_{m}(j), \quad j>1 \text { and } m \text { sufficiently large }, \\
& \text { where } C^{\prime}=\frac{1}{3^{p}}(3+2+2+1+1)=\frac{9}{3^{P}} \tag{B.6}
\end{align*}
$$

while the nearest-neighbor coupling obeys:

$$
\begin{equation*}
F_{m+1}(1)=3 F_{m}(3)+2 F_{m}(2)+2 F_{m}(4)+F_{m}(1)+F_{m}(5) \tag{B.7}
\end{equation*}
$$

The condition for the energy density to diverge is again $C^{\prime} \geq 3$, which implies $p \leq 1$. This is exactly the correct result (recall that $p \leq-0.07$ was obtained for the Heisenberg model), as it must be since the true ground states are in the sector to which the Hamiltonian $H^{(m)}$ applies. The range of $p$ for which the model is in the nearest-neighbor phase is found by requiring $C^{\prime}$ to be less than the coefficient of $F_{m}(1)$ in Eq. (B.7): $C^{\prime}<1$ means $p>2$. The model is in the long-range phase for
$1<p<2$. Finally, Eqs. (B.6) and (B.7) show that for $C^{\prime}>1$ or $p<2$, $\lim _{m \rightarrow \infty} F_{m}(j)=\infty$. For $C^{\prime}<1$ however, it is easy to see that $F_{m}(j>1) \rightarrow 0$ but $\mathrm{F}_{\mathrm{m}}(1) \rightarrow$ constant $>0$. This last fact, that $\mathrm{F}_{\mathrm{m}}(1)$ for for $\mathrm{p}>2$, squares with the known nonzero mass gap of the nearest-neighbor Ising model. The point $p=2$ is thus analogous to both of the points $p=0.93$, 1.67 in the Heisenberg case.

The significance of the fact that for $p>2$ the mass gap is finite while for $p<2$ it is apparently infinite will now be explained. By virtue of the structure of the block states (B.3), after m iterations of the RG equations, flipping a single spin in the ground state $\left|\Phi_{I}\right\rangle$ corresponds to flipping a block of $3^{m}$ spins on the original lattice. The effective Hamiltonian $H^{(m)}$ therefore describes the true ground states plus those excited states formed by flipping blocks of $3^{\mathrm{m}}$ spins. (For the remainder of this paragraph, a "spin" always means a spin of the original lattice.) For the nearest-neighbor Ising model ( $p=\infty$ ) it costs the same amount of energy to flip a block of spins of any size. For $p$ large but finite the first excited state has exactly one spin flipped, and it costs progressively more energy to flip larger blocks. However, this energy remains finite as the block size goes to infinity provided p > 2. At finite temperatures arbitrarily large blocks can be excited and flipped. This will destroy the end-to-end order of the ground state, as proved by Ruelle. ${ }^{26}$ For $p<2$ the energy required to flip a block of spins diverges with the size of the block. The resulting suppression of large-scale fluctuations suggests that the order in the ground state may persist at low temperatures at least, although a rigorous proof is required and was supplied by Dyson. ${ }^{25}$ Obviously the
first excited state has only a single spin flipped, is not in the sector governed by $H^{(m)}$, and the mass gap to this state is perfectly finite down to $p=1$ despite the divergence in $F_{m}(j)$.

The Ising model differs from the Heisenberg model in that the zerotemperature ground state of the Ising model is the same for all values of $p$. The long-range and nearest-neighbor phases of the Ising model are distinguished only by their finite-temperature properties, which stem from the distribution in energy of the excited states.

## APPENDIX C

This Appendix describes in more detail the organization of the computer program which carries out the nine-site RG calculation of Chapt. IV, Sect. 4. At each iteration of the RG equations (4.28) the program must:

1) Find the lowest-1ying spin $-\frac{1}{2}, S_{Z}=\frac{1}{2}$ eigenstate of $H^{(m)}$ restricted to a nine-site block, $\phi^{(m)}$, and its energy $E_{m+1}$.
2) Compute the parameters $u_{a}^{(\mathrm{m})}$ of Eq. (4.27) from
$\left\langle\phi^{(m)}\right| S_{z}(a)\left|\phi^{(m)}\right\rangle=\frac{1}{2} u_{a}^{(m)}, \quad a=1,2, \ldots 9$.
3) Compute the new long-range coupling function $F_{m+1}(j)$
from Eq. (4.28b).
To begin with, one needs a convenient and efficient representation for the 512 basis states on a nine-site block. They are naturally labelled by the integers from 0 to 511 themselves: write each integer as a nine-bit binary number and interpret a or 1 in the nth position as a spin down or up, respectively, on the nth site in the block.

Those binary numbers containing exactly five 1 's represent states in the $S_{z}=\frac{1}{2}$ sector of interest. There are exactly 126 such states, and their binary code numbers are given labels from 1 to 126 . Each $S_{z}=\frac{1}{2}$ basis state thus has an essentially arbitrary label, plus nonarbitrary binary and decimal code numbers which directly give the spin configuration of the state. A series of lookup tables allows any of these three numbers to be determined given any other. A state in the $S_{z}=\frac{1}{2}$ sector can now be given as a 126 -component vector, each component giving the amplitude of a unique basis state.

It is very simple to apply an operator $\vec{S}(a) \cdot \vec{S}(b)$ to a basis state in binary form. Thus, $\sigma_{+}(\mathrm{a}) \sigma_{-}(\mathrm{b})+\sigma_{-}(\mathrm{a}) \sigma_{+}(\mathrm{b})$ interchanges the ath and bth binary bits if these are different and annihilates the state otherwise, while $\sigma_{z}(a) \sigma_{z}(b)$ multiplies the state by $\pm 1$. A simple subroutine can rapidly apply the block Hamiltonian to any $\mathrm{S}_{\mathrm{z}}=\frac{1}{2}$ state.

To find the eigenstate $\phi^{(m)}$, the block Hamiltonian $H_{b l o c k}^{(m)}$ is written as a $22 \times 22$ matrix in the spin- $\frac{1}{2}, S_{z}=\frac{1}{2}$, even parity sector. Numerical accuracy requires that one remove from $H_{b l o c k}^{(m)}$ its c-number piece $E_{m}$, which is growing as $9^{m}$, leaving an operator $M$. The basis states $\psi_{i}, i=1,2, \ldots 22$, in this sector are generated by the Lanczos method. ${ }^{33}$ Taking for $\psi_{1}$ the state of Eq. (4.29), $\psi_{2}$ is taken as $M \psi_{1}-\left\langle\psi_{1}\right| M\left|\psi_{1}\right\rangle \psi_{1}$, normalized to unity, so that $\left\langle\psi_{2} \mid \psi_{1}\right\rangle=0$. In principle, $\psi_{n+1}$ can be defined by $M \psi_{n}-\left\langle\psi_{n}\right| M\left|\psi_{n}\right\rangle \psi_{n}-\left\langle\psi_{n-1}\right| M\left|\psi_{n}\right\rangle \psi_{n-1}$, normalized to unity.

One shows inductively that $\psi_{n+1}$ is automatically orthogonal to $\psi_{\ell}$ if $\ell<\mathrm{n}-1$ : assuming $\psi_{\mathrm{n}}$ was orthogonal to all previously constructed states, one has

$$
\begin{aligned}
\left\langle\psi_{\ell} \mid \psi_{n+1}\right\rangle & =\left\langle\psi_{\ell}\right| M\left|\psi_{n}\right\rangle=\left\langle\psi_{n} \mid M \psi_{\ell}\right\rangle \\
& \left.=\left\langle\psi_{n}\right| \text { combination of } \psi_{1}, \psi_{2}, \ldots \psi_{n-1}\right\rangle=0 .
\end{aligned}
$$

In practice, however, enough numerical error builds up in constructing 22 126-component states that $\psi_{\mathrm{n}+1}$ must be explicitly orthogonalized to all previous states. The matrix of $M$ is automatically tridiagonal in this basis: $\left\langle\psi_{\ell}\right| M\left|\psi_{n}\right\rangle=0$ unless $\ell=n$ or $n \pm 1$, so relatively few matrix elements have to be computed.

Another danger introduced by numerical error is that the states $\psi_{i}$ may have components outside the spin $-\frac{1}{2}$ even parity sector of interest. Fortunately, as discussed in the text, $\phi^{(m)}$ is predominantly composed of the first few $\psi_{i}$, which are also the most accurate. I explicitly checked that $\phi^{(\mathrm{m})}$ always had spin-1/2 to several decimal places.

Diagonalizing the $22 \times 22$ matrix of $M$ gives the eigenstate $\phi^{(m)}$, its "energy" $e_{m}^{-}$, and the parameters $u_{a}^{(m)}$. Defining the $9 \times 9$ matrix $R_{a a^{\prime}}^{(m)}=(-1)^{a-a^{\prime}} u_{a}^{(m)} u_{a^{\prime}}^{(m)}$, the RG equation (4.28b) becomes

$$
\begin{equation*}
F_{m+1}(j)=\sum_{a, a}, R_{a a^{\prime}}^{(m)} F_{m}\left(9 j+a-a^{\prime}\right) \tag{C.1}
\end{equation*}
$$

The remaining problem is how to compute the infinitely many parameters $F_{m+1}(j)$.

As mentioned in the text, only the parameters $F_{m}(j), j=1,2, \ldots 100$ are actually stored for each m. For $j>100$ one writes

$$
\begin{equation*}
F_{m}(j)=\sum_{k=0}^{6} A_{k+1}^{(m)} j^{-p-k}, \quad A_{k}^{(0)}=\delta_{k, 1} \tag{C.2}
\end{equation*}
$$

and stores the seven additional parameters $A_{k}^{(m)}$ (of which three vanish because $F_{m}$ is even). Then $A_{k}^{(m)}$ obeys the recursion relation following from Eq. (C.2),

$$
\begin{equation*}
A_{k}^{(m+1)}=\sum_{a, a^{\prime}=1}^{9} \sum_{\ell=1}^{k} \frac{1}{9^{\ell+p}} R_{a a^{\prime}}^{(m)} A_{\ell}^{(m)} B_{\ell, k-\ell+1}\left(a-a^{\prime}\right)^{k-\ell} \tag{C.3}
\end{equation*}
$$

where $\left(a-a^{\prime}\right)^{k-\ell}$ means 1 if $a=a^{\prime}$ and $k=\ell$, and $B$ is a matrix of convenient binomial coefficients:

$$
\left(1+\frac{\delta}{9}\right)^{-p-k}=\sum_{q=0}^{\infty} B_{k+1, q+1} \delta^{q}
$$

The calculation of $F_{m+1}$ from $F_{m}$ proceeds using Eqs. (C.1-3).
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