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ABSTRACT

Results are presented from a high statistics study of the réaction
K'p » K'n*tn at 11 GeV/c. This data was selected offline from an ~1000
-event/pb K- p experiment run on the Large Aperture Solenoid Spectrometer
(LASS) at SLAC which triggered on essentially the total inelastic cross
section. This K n*n sample, after cuts, contained ~ 42,000 events in
the Kw invariant mass region from 0.65 GeV to 2.30 GeV, and 1t71<0.2
GevZ.

lln this thesis, a spherical harmonic angular moments analysis of
this data is presented, as uell as an energy independent partial wave
analysis (PWA) of these angular moments. The nearly uniform acceptance
characteristics of this data allowed a detailed analysis, which yielded
information on natural spin-parity strange meson resonances in the Kru
invariant mass range from 0.65 GeV to 2.30 GeV. In this study the wuell
established K*(895), K*(1430), and K*(1780) are observed, and clear evi-
dence is presented for a JP=4* strange meson state at a mass of 2.08
GeV.

Furthermore the K n* elastic scattering §artial waves extracted in
this PWA shou unambiguous evidence for a relatively narrou S wave reso-
nance near 1.42 GeV in the Km invariant mass. This state is a confirma-
tion of the O x(1500) seen in previous PWA’s. A new higher S wave
resonance is clearly seen unambiguously near 1.90 GeV. In addition

unambiguous evidence is presented for a relatively uwide P wave resonance
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in-the 1.70 GeV region. A second neu P uwave resonance also is seen in
two of four ambiguous partial wave solutions in the 2.10 GeV region.
These resonance states are discussed uwithin the frameuqu of a sim-
ple harmonic oscillator quark model. In particular three of the under-
lying resonances are discussed as poséibIe naturgl spin-parity Qtrange

meson radial excitations.
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Chapter 1

INTRODBUCTIGN

In the past few years the discovery of the Js¥ particle and the
Amultip]e associated c¢ resonances in e*te- collisions has heralded in a
new era in our d;derstanding of meson spectroscopy. The success of the
quark model in classifying the myriad of cE‘gtates has been quite phe-
nomenal. For more than ten years the the quark model has provided a
clean way of classifying the knoun baryon resonances, but this success
in explaining the “charmonium” spectrum has confirmed the model for
mesons in a very clear manner. Discoveries in the experimental study of
light quark meson spectroscopy have not been as rapid due mainly to the
difficulty of producing and studying these states.

tonceptually meson-meson (Km,nmn) elastic scattering has always been
attractive as a possible source of information for this study of light
quark meson spectroscopy. A straight foruward partial wave analysis of
such a simple reaction would lead to an easily interpreted spectrum of
natural spin-parity meson states. Unfortunately nature has not provided
us with any means of maintaining real meson targets. The study of light
quark meson spectroscopy has been confined. to the study of various pro-
duction reactions (K'p = K w*n, w°p - w-n*n, etc.).

The lack of real meson targets can be circumvented in the analysis

of these production reactions. The most fruitful approach in these ana-

lyses has been to use a simple exchange parameterization to isolate the



single pion exchange contribution to the given produétion reaction.
Once this single pion exchange contribution has been isolated, one then
extrapolates to the pion pole (t= p2). The end point of such analyses
are Km or 7n elastic scattering partial waves as a function of mass.
This idea of extrapolating to the pion pole is not a neu one !, bﬁt such
analyses by their very nature require: 1) {full angular information on
-the production reaction, 2) vgood spectrometer acceptance, and 3) high
statistics; as well as a good phenomenological understanding of the
exchange mechanisms involved. In the last ten years various experiments
have been run with high enough statistics to perform such analyses and
the theoretical tools needed have become available as uell. These
expefiments have made, and will make substantial progress in our under-
standing of light quark natural spin-parity meson spectroscopy 2.

In this paper such an energy independent partial wave analysis will
be presented for the specific reaction K'p » K-w*n. The end point of
this analysis was K n* elastic scattering partial waves as a function of
the Km invariant mass. These partial waves then yielded information on
natural spin-parity (P = -1 strange meson resonances.

Before outlining the experiment and the analysis presented in this
thesis, it is convenient to review ‘the present status of K* spectros-
copy. In order to discuss the knoun K* state;. it is necessary to pre-
sent a frameuwork within wuwhich to classify these states. The quark
model has proven so successful in describing the cc spectrum that a sim-
ple central potential quark model based loosly on a simple harmonic
ocillator potential will be used here. In this model, a meson is repre-

sented by two spin 172 quarks (q g) bound in a central potential (see



figure 1). In this model the quantum numbers of the associated mesons
follow from addition of the internal quantum numbers of the tuwo bound
quarks.

Shouwn in figure 2 (known as a Grotrian plot) is theA spectrum of
states predicted by this simple model. On the left hand side 6{ this
plot, predicted states with quark spins antiparéllel are shoun. For
.orbital angular momentum between the q q pair of L =0, 1, 2, and 3; a
series of mesons—is predicted with JP = 0-, 1%, 2-, and 3* respectively.
on the right hand side of this plot, predicted states with quark spins
antiparallel are shoun. Here vector addition of L and § in a simple
harmonic oscillator potential predicts degenerate triplet levels. In
this‘diagram for convenience these triplets are plotted as though this
degeneracy had been broken by an L.S coupling. On both sides of the
plot, higher mass states within a given column represent radial excita-
tions of the louest state within that column. It should be remembered
that in studying the K'p » K*n*n reaction in this analysis, only the
natural spin-parity (P = (-1)’) states uwere accessible as a consequence
of parity conservation. These states are located on the right hand side
of this Grotrian plot, and do not include the middle state in each tri-
plet. This model presents a conventient means of classifying the knoun
K* states (s d), but the details of the p}edicted level structures
should not be taken too serijously.

Presented in the ©Grotrian plot o€ figure 3 are the knoun K*
resonances 7 previous to this present analysis. States listed with a
solid bar represent states uhose parameters are rather well knoun.

Where a question mark is listed next to a state, this particular state
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has been seen ambiguously (the state’s existence is still in question).
The other states listed on this plot are reasonably solid states which
could use further study, and confirmation. Where a state has been
listed twice, 1in different positions on this plot, this signifies that
the classification of this state within the quark model 1is preéently
_ambiguous. Looking at this diagram it is quite rémarkable hou little is
‘knoun about the strange mesons after tuenty years of effort. In fact
only one solid state is seen above 1.50 GeV. Certain successes stand
out in this experimental effort though. In this plot a uell established
triplet is seen although the properties of the two underlying states in
this triplet need further study and confirmation. orbital excitations
are also seen in both the natural and unnatural spin-parity states.
There is a marked scarcity of information on radial excitations. The
K’(1400) is the only solid evidence for a radial excitation 1in these
strange meson states, but the properties of this state are not well
knoun.

Looking in particular at the natural spin-parity states, three
leading resonances (K*(895),K*(1430),K*(1780)) are 1listed, along with
two underlying states (the x(1500),and the questionable K (1650)). These
three leading resonances have been studied in multiple previous experi-
ments, and the properties of these states are now rather well knouwn 3.
The only evidence for the tuo underiying states comes from a partial
wave analysis by Estabrooks et al. " in a ;revious 13 GeV K™p experiment
run by SLAC group B, SLAC experiment E-75 5., This experiment was run at
SLAC on a forward dipole spectrometer, and severe acceptance cutoffs

(inherent in any forward dipole spectrometer) restricted this analysis



to the Ky invariant mass region from 0.65 GeV to approximately 1.70 GeV,
and the acceptance was seen to drop rapidly above 1.5 GeV. The analysis
presented in this thesis will extend this analysis region up to a Km
invariant mass of 2.3 GeV, and thus will allow the investigation of high
mass natural spin-parity K* resonances. With this high mass ex£ention
. one uould also hope to see some of the notably missing natural spin-
'parity strange meson radial excitations. This extention was possfble
due to the nearT} 41 acceptance, good resolution and high statistics
capabilities of the Large Aperture Solenoid Spectrometer (LASS) at SLAC
on which this data was taken.

_ The SLAC experiment E-132 ¢, of which this data and analysis are a
part, was a collaborative effort of SLAC experimental group B and an
experimental group from Carleton University; Ottawa, Canada. This 11
GeV/c K p experiment was run on the Large Aperature Solenoid Spectrome-
ter (LASS) facility. This experiment was triggered on practically the
entire K'p inelastic cross section. During the data taking phase of
this experiment nearly 40 million K'p triggers uere wuritten to high den-
sity magnetic tape.

The physics goals of this experiment are much broader than the sim-
ple experimental study of the natura} spin-parity kaon resonances in the
reaction K'p » K~ n*n which will be presented ;ere. This experiment will
make an extensive experimental study of knatural and unnatural spin-
parity meson resonances with one or tuo strange quarks. In particular
this spectrometer’s ability to fully analyse high multipicity events
will allouw a systematic study of both natural and unnatural spin-parity

kaon resonances using Kw, Kmw, and Kunw final states. Since the tuo



prong Kn final state analysis did not require the complex particle iden-
tification and multiprong vertex finding of the other multiprong chan-
nels, the decision was made to softuare select and thus quickly process
a two prong data sample while the fine tuning of the multiprong analysis
routines was taking place. 1t is the analysis qf this tuo proné data
_ sample, specifically in the reaction K'p » K 7*n, with which this thesis
‘will deal.

In the follahing chapters, a description will be given of each step
in the data taking, data selection, data processing, and analysis of
this K™ p » K n*n data. Specifically chapter II will present a descrip-
tion of the beam and spectrometer hardware used in collecting this data
sample. The trigger logic and data acquisition system will be discussed
in chapter III. Chapters IV and V will deal uith the software filter
selection, event reconstruction, and kinematical selection of a final
K'p » K n*tn data sample from these 40 million events uritten to magnetic
tape in this experiment. Chapter VI uill discuss: 1) momentum calibra-
tion of the spectrometer, 2) backgrounds in the final K'p = K n*tn data
sample, and 3) experimental normalization. Chapters VII and VIII will
form the bulk of this thesis, and will deal with the analysis of this
final K'p » K 1n*n data sample.

This analysis is most easily discussed ;n tuo steps. Chapter VII
presents a study of the acceptance correpted angular distributions of
this data sample. The endpoint of this step in the analysis was a set
of fitted acceptance corrected angular moments which completely des-
cribed the angular dependence of this data. in this chapter the Monte:

Carlo used to calculate the spectrometer’s acceptance will be discussed,



as well as the fitting methods used to obtain the final acceptance cor-
rected angular moments. To end this chapter, these angular moments are
presented as a function of Kn invariant mass, and the leaging K* reso-
nance structure visible in these moments are discussed. Fits to these
angular moments which yielded resonance parameters for these ieading
states are then discussed.

thapter VIII will then present an energy independent partial wave
analysis (PWA) of these angular moments. The endpoint of this PWA was a
set of K 1t elastic scattering partial waves as a function of Ku invari-
ant mass. The first part of this chapter will present the simple
exchange model! used to isolate the single pion exchange portion of the
K'p = Kutn reaction. The method used to isolate the single pion
exchange portion of this reaction, extrapolate to the pion pole, and
thus obtain the K n* elastic scattering partial waves uwill then be dis-
cussed. These partial waves will then be shoun as a function of mass,
and the resonance structures visible in these waves will be discussed.
To end this chapter fits to the leading K* resonances using these par-
tial waves will be presented.

In the last chapter of this thesis, .a summary wWill be given of the
results from this angular moments a&glysis, and the PUWA. These results
will be discussed and compaired with those ;rom previous experiments.
The resonances seen uwill then be classifigd uithin the framework of the
simple harmenic oscillator quark model presented in this chapter.
Finally a discussion of the evidence for radial excitations in the

natural spin-parity strange mesons will be given.
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Chapter 1I

EXPERIMENTAL APPARTUS

‘A. Overview
The data analysed in this thesis was selected offline from an 11
GeV/c K-p experiment (SLAC E-132) run on the Large Angle Solenoid Spec-
trometer (LASS) at SLAC. Preliminary data taking in this experiment
took place during June of 1977, and the final data taking betuween Decem-
ber of 1977 and March of 1978. Both the preliminary and final data tak-
ing periods uere each preceeded by approximately a month of low beam
rate checkout running. This experiment triggered on essentially the
entire Kp inelastic cross section. During this experiment ~4.5x10% K~
particles were incident on the LASS 1liquid hydrogen target. This gave
an experimental sensitivity of ~1000 events/ub in almost all inelastic
channels, and resulted in approximately 40 miTlion events being written
to magnetic tape.
interactions in this experiment were furnished by an 11 GeVs/c K©
beam incident on a 90 centimeter long liquid hydrogen target. These
beam kaons were produced, selected, and focused in the rf separated SLAC
beamliine 20721, Particle identification in this beamline was provided
by tuo Cerenkov counters, Cw and CK. The final momentum, position, and
angular measurements of beam particles was suppliied by various scintil-

lation counters, and a set of beam proportional chambers.




The outgoing particles from a K'p interaction in the LASS liquid
hydrogen target were tracked, measured, and identified in the LASS spec-
trometer. Shown in figures 4-5 are schematic diagrams of this spectrom-
eter. The LASS spectrometer consisted of two large momenium measuring
magnets combined with various associated detectors.

The first of the LASS magnets was a large sﬁperconducting solenoid

-filled with a nearly uniform 23 kilogauss magnetic field pointing along

the incident beam direction. Dutgoing particles from interactions in

the liquid hydrogen target, situated at the upstream end of this sole-

noid, traveled with near helical trajectories through this solenoid
field. Charged particles with large angles and relatively low momentum
ueré bent strongly in this magnetic field, and thus could be well mea-
sured.

Several types of detectors filled the interior of the solencid in
order to measure the trajectories of charged interaction particles.
Surrounding the liquid hydrogen target were fifteen planes of CD readout
cylindrical spark chambers, and a single cylinder of proportional wires.
These chambers gave positional information on tracks traveling sideuways
out of the target. Interaction particles traveling dounstream * of the
target were measured in multiple planar CD readout spark chambers, and

several proportional wire chambers (PUC’s). . tovering the exit to the

* The cartesian coordinate system used in this experiment was defined
with its z axis pointing along the incident beam direction. The y axis
was then defined as the vertical normal to the horizontal plane. Lastly
the x axis was defined relative to the y and z axis in order to complete
an orthagonal right handed coordinate system. The term “upstream’ in
this coordinate system refers to the negative z direction, while the
term ’“dowunstream’ refers to the positive z direction.

- 12 -
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solenoid wuwas a thirty eight celled partitioned atmospheric Cerenkov
counter C1, and mounted on the douwnstream end of this Cerenkov counter
were tuenty four segmented scintillation time of flight counters. Four
more conventional scintillation counters called the quad cohnters, were
located at the center of this TOF array. Both the Cerenkov counter, and
the TOF counters provided particle identificatfon of partic]esréxiting
~ the solenocid. |

The second ._of LASS’s tuo magnets was a conventional water cooled
dipole with a maximum integrated magnetic field of 30 kilogauss-meters
in the vertical direction. tharged forward interaction particles with
high momentum, which could not be well measured in the solenoid, were
bent strongly and thus could be well measured in this dipole field.

Knowing the entrance and exit trajectories of particles traveling
through the LASS dipole allouwed a very accurate momentum measurement of
these paricles. In this analysis the region upstream of the dipole,
between the two magnets, was refered to as the “tuixt’ region. In the
twixt region a number of planar CD readout spark chambers, and planar
PUC’s served to measured the +trajectories of particles entering the
dipole. The region dounstream of the dipole was knoun as the
‘dounstream’ region. In the dounstream region the exit trajectory of a
particle leaving the dipole was measured by four planar MS readout spark
chambers, and a single planar PWC. Bounstream of these chambers was a
full coverage scintillation counter array " (HA-HB) which provided posi-
tional as well as timing information for ‘dounstream’ particles. The
last device in this spectrometer was a large eight celled unpartitioned
preésurized Cerenkov counter, €2, used to provide particle identifica-

tion of particles exiting the dipolef
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The LASS solenoid dipole configuration gives this spectrometer
nearly 4w acceptance with good resolution in almost all regions of long-
jtudinal and transverse momentum. The LASS beamline, target, and spec-
trometer hardware Will be described 1in greater detail iﬁ the rest of

this chapter.

" B. Beamline

Shoun in figure 6 is a schematic diagram of SLAC beamline 20-21.
This system produced, selected, collimated, focused, and measured the 11
GeV/c K- beam particles used in this experiment. A detailed description
of ihis beamline system 1is given in reference 7, so that only a brief
description will be given here.

The K- beam particles used in this experiment were produced by
steering the 20 GeVs/c SLAC electron beam onto a water cooled primary
target (.22 radiation lengths Be preceeded by .86 radiation lengths Cu).
The current of the electron beam hitting this target was kept at ~25 mA
during this experiment. Steering of the electron beam incident on the
target was checked by monitoring the pulse heights of two secondary
emission monitors (SEM’s), and the electron current at 1-40 was also
monitored throughout this experiment (see diabram).

The secondary beam had a production angle of one degree. All nega-
tively charged particles produced within * 3.85 milliradians of this
angle were then collected, and focused into an achromatic focus, F1.
Here various movable collimators were used to collimate the beam. The

beam momentum was selected by moving these collimators to have a
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dispersion, dPsP, of ~2.5% (FWHM). One 178 # lead filter was also
placed in the beamline at F1 in order to remove unuanted electrons from
the beam.

The main SLAC electron beam was produced in 1.6 uséc spills 180
times a second. Within each 1.6 pusec spill period, the SLAC eiectron
beam hit the BeCu target for 5 psec every 350 péec. There was thus a
- gspatial separation of unlike same momentum particles a few meters doun-
stream from the collimation point at F1. Tuwo rf separators were located
in this beamline dounstream of F1 to make use of this spatial to remove
unwanted particles from the beam. In this experiment the second rf
separator’s y electric field (2856 MHz) wuas tuned to be at a minimum
uheﬁ pions passed through the rf cavity, and at a maximum when kaons
passed through this same cavity. Unwanted pions uwere thus suept from
the beamline. only the second rf separator was needed in this experi-
ment since at 11 GeV/c e’s,n’s, and p’s uwere all 180 degrees out of
phase with beam kaons. Thus this one rf separator removed most unwanted
particles from this beam. The w/K contamination was measured in this
experiment to be ~1740, and the ps/K contamination was ~1/550. These tuo
ratios uwere monitored carefully thoughout this experiment.

The third focus of this beam transport system was a dispersive
focus (F3). Located at this focus was an arréy of six overlapping scin-
tillation counters (P-hodoscope). These scintillation counters formed
eleven .64 cm wide vertical bins, uhich u;re used to measure the momen-
tum of the incident beam particles. Using this scintillation array, the
momentum of these incident beam particles could be measured to an accu-

racy of .25 Z%.
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The final focus of our beam transport system, F4, was located a feu
centimeters in front of the LASS liquid hydrogen target. Final kaon

identification of our beam particles was furnished by two Cerenkov coun-
ters, Cm and CK. The first counter, Cm, wuas five meters long, and was
filled with hydrogen gas at a pressure of 25 psig. This gas ané_pres—
_ sure was chosen so that 11 GeV pions emitted light in the Cerenkov coun-
“ter, but protons and pions did not. The second Cerenkov counter, CK,
was one meter ioﬁé, and was filled with C0; to a pressure of 55 psig.
This pressure and gas uere chosen so that 11 GeV/c kaons and pions emit-
ted light in this counter, but protons did not. The output of these tuwo
Cerenkov counters were thus used to define pions (Cw.CK),protons
(cr.cK), and kaons (Cn.CK) in this experiment.

The final position and direction of kaons entering the target were
measured by a scintillation counter hodoscope (8¢), an upstream beam
PWC, and a dounstream beam PWC. The 6% hodoscope was positioned 13.7
meters upstream of the LASS liquid hydrogen target. This hodoscope con-
sisted of an array of 24 1/2” uwide scintillation counters; tuelve placed
in a vertical plane, and tuelve placed 1in a horizotal plane. An
upstream beam PWC was located approximately 215 cm upstream of the tar-
get. This chamber consisted of fo;r planes of 64 proportional uWires
with 1.016 mm spacing. The first tuwo p]anes‘éave X and Y readout, and
the second tuo planes uwere rotated * 45 qegrees with respect to the x
axis to give £ and P readout. One meter dounstream of this PWC was the
downstream PUC. This chamber consisted of five planes of sixty four
proportional wires space 1.016 mm apart. The first tuwo planes once

again gave X and Y readout, and the fifth plane uas rotated * 45 degrees



with respect to the vertical to give E readout. The second two planes
were displaced .5 mm wWwith respect to X and Y wires respectively giving
X’ and Y’/ readout. This offset served to halve the x and y position
resolution of this downstream PUC. -

A large 47”x4” square scintillation counter (SE) in the beém pro-
vided beam timing information for both our triggér and TOF systems (see

.figure 6). The XY and ring scintillation counters located downstream of
the beam PWC paskage were used in this experiment to provide double
rejection in the beam. The XY counter was 1 1/4” in diameter, and uas
segmented into four equal pie shaped pieces. Each separate segment was
equipped with is oun individual phototube, Two large ring shaped coun-
ters (R,BR) completely surrounded the XY counter providing beam halo
rejection.

Table 1 shous typical beam parameters during the data taking in
this experiment. tontrol of magnet currents was preformed by the Yard-
mux computer system. This system controlled and monitored magnet cur-
rents to at least 1 % on all beamline magnets during this experiment

(some magnets were monitored to .1 %).
C. Target

The LASS liquid hydrogen target used in this experiment measured
891.4 cm in length and 5.7 cm in diameter. -The target cell consisted of
tuo long concentric mylar cylinders (see figure 7). A thin mylar head
capped the dounstream end of the outer cylinder. The douwnstream end of

the inner tube was also capped by a mylar windou. Liquid hydrogen uas
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TABLE 1

T ——— - —— - _— o S - S T —— - Mt S - ——

- — - — A - —— - i - — - - T o ——— - " " o - T " - -

K- Beam Momentum ......ciiiiimriniennnnnanas 11.0 GeV/c
Momentum Bite ....... e eerereea e veeee 2.5 7 FUWHM
Primary e~ Beam ENergy .....vocececsencnenns 20.5 GeV
Primary e~ Beam Current ........... .. ... “eo 25 ma
K/ZPUTSBE it i ittt eiavorannnoeaneennnnseosonns 2.5

/K e ettt iteeneenesneossasacacesssnananas 2.5 %

p/K ....................................... 2 ’o

Spot Size (o) at F4
Horizonal ... iieer e iinnnnnnnanns 5 mm
Vertical ...ttt iisoerernnsacnsnnnnns 5 mm

Angular Dispersion at F4 ¢
o B9 4« A 7.6 mrad
Y/ZdZ it it it ettt e 8.0 mrad

a

F.

Winkelmann, SLAC Report No.160 (1973)
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continuously flowed through this target during this experiment. The
cryogenic system filling the liquid hydrogen target was of the condens-
ing type. In this system liquid hydrogen at near atmospheric pregsure
was in equilibrium with gaseous hydrogen. Thus a single temperature, or
pressure measurement determined the liquid hydrogen density. Our hydro-
gen density in this experiment was monitored by four vapor pressure
-bulbs located at the entrance and exit to the target, and three resi-
stors located inSide the target cell. The use of these monitors uwill be
described in the normalization section. The hydrogen density uas kept
constant to ~1 % throughout this experiment. Near the end of the data
taking in this experiment, a chemical analysis wuwas performed on the
liquéd hydrogen in the cell. No notable DH or D, contamination was

found.
D. Magnets
1. Solenoid Magnet

The superconducting solenoid used in this experiment was comprised
of four large separate superconductkng coil assemblies. Each coil
assembly consisted of a large stainless steél vaccuum container with
superconducting copper coils bathed in liguid hydrogen at the center.
Six inch gaps wuere designed between these assemblies for inserting the
solenoid planar CD chambers, as well as the proportional plug chambers.
Flux return iron was located on the outside of each coil assembly, and

an iron flux return plate was situated at the upstream face of the
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solenoid. A circular hole in the center of this iron plate allowed the
insertion of the LASS 1liquid hydrogen térget into the sclenocid. In
addition an iron flux return ring was located at the douwnstream end of
the solenoid. These flux returns served to make the solenoid field uni-
form, as uell as reducing the magnetic flux outside the magnet. 1During
this experiment 1600 Amps were run through the superconducting coils
" providing a nearly uniform 22.4 kilogauss z magnetic field over the 465

centimeter 1ong;—and 185 centimeter diameter solenoid interior.
2. Dipole Magnet

The dipole magnet used in this experiment was a conventional water
cooled magnet with a maximum magnetic field of 16 kilogauss in the ver-
tical direction. During this experiment the dipole was run at a current
of 7050 Amps providing this maximum field strength. The uniform field
region in this dipole measured 2 meters in x, 2.4 meters in 2z, and it
gap height was 1 meter,. The maximum integrated field strength of this
magnet was 30 kilogauss-meters, and typically a particle needed at least
1.5 GeV/c forward momentum in order to cross this magnet without being

suept into its sides.
E. Cylindrical Spark Chambers
A diagram of the cylindrical spark chambers is shown in figure 8.

The cylindrical spark chambers consisted of ten separate cylindrical

spark chamber gaps surrounding the LASS liquid hydrogen target. The
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gaps had cylindrical axis nearly identical to the cylindrical axis of
the target. The chambers had an active aréa ¢f 90 cm in length, and the
radius of these ten gaps is given in table 2. Two distinct typés of
gaps alternately made up these ten gaps.

The first type of gap consisted of a low voltage inner cylinder of
. left slanting uwires (left screuw sense), and a high voltage outer cylin-
‘der of right slanting wires (right screw sense). Beth left and right
slanting cylindr%;al wires made a stereo angle of 8 (tanf® =1/10) with
the z direction. Readout of both the high and low voltage wires gave
measurements of azimuthal (#) angles, and z positions of intersecting
tracks. The gap spacing between the high and low voltage wires uas
1 cm. Wire spacing in the first four gaps of this type was 2 mm, while
the fifth gap had a wire spacing of 4mm.

The second type of spark chamber gap consisted of a high voltage
inner cylinder of slanting wires, and a low voltage outer cylinder of
straight mires. The louw voltage wires made a zero stereo angle with the
Zz direction. Only low voltage readout existed in these gaps, and thus
only ¢ angles were measured for intersecting tracks. The gap spacing
between high and low voltage wires was 1 cm. Wire spacing in the first
four gaps of this type uwas 2 mm, uhiie the fifth gap had a wire spacing
of 4 mm.

The gas used in the cylindrical spark chambers was a mixture of 90%
neon and 10% helium bubbled through a -16°C ethyl alcohol bath. The
high voltage pulse, triggered by the LASS fast logic, in these chambers
was a “4 Kvolt pulse ~300 nsec 1long. The cylindrical gaps uWere each

equipped with a pulsed clearing field of 250 Volts, and a DC clearing
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T

ABLE 2

Cylindrical Spark Chamber Radii,
Efficiencies, and Resolutions

Typical Spacial
Radius Tracking Resolution
Gap Efficiency (Sigmas)

- {cm) (%) (cm)

cYL 1 phi 10.688 91.0 .095
2 .80

cYL 2 phi 12.708 96.0 .099

cYyL 3 phi 15.748 92.4 .057
P .74

CYL 4 phi 17.788 93.3 . 169
cYL 5 phi 20.828 93.0 .061
z .

CYL 6 phi 22.868 23.9 .124

cYL 7 phi 30.988 85.6 .133
z YA

tyL 8 phi 32.012 86.5 .130

cYL 9 phi 56.388 70.0 .174

4 1.50

tYL 10 phi 57.412 73.9 .25

- 27 -




field of 40 Volts. During data taking in this experiment a deadtime of
20 msec was imposed between triggered even{s in order to allow the spec-
trometer’s spark chambers to recover to full efficiency betuween firings.
Shown in table 2 are the typical plane efficiencies, and typical plane
resolutions (sigmas) for the cylindrical spark chambers.

The readout system for these chambers wuwas of the capacitor diode
‘type. In this system each wire had an individﬁal discriminator. Each
discriminator ougéut was attached directly to an eight bit shift regis-
ter. When the spark chamber was fired the hit wires set their associ-
ated bits in these registers. A controller serially read and coded the
data in these shift registers. The coded data was then transfered to
the data acquisition system.

A more detailed description of the cylindrical spark chambers is

given in reference 8.
F. Capacitative BDiode Spark Chambers

Located in the three 6” slots betueen the solenoid ctoil assemblies
were three full coverage capatcitor-diode readout spark chambers. in
addition to these three spark chambe;s, tuo additional ¢D readout spark
chambers were located in the twixt region. -All five spark chambers
(CD1-5) were identical in geometry, and shared the same readout system.

Each CD spark chambers consisted of two spark chambers gaps. The
first gap was formed by a high voltage wire cloth plane giving X read-
out, and a low voltage wire cloth plane giving Y readout. - The second

spark chamber gap consisted of two wire cloth planes with readout wires
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inclined * 30 degrees With respect to the vertical. The high voltage
plane gave P readout wuhile the low voltage plane gave E readout. The
wire cloth mesh used in the construction of these CD chamber gaps had a
wire spacing of .907 mm. The gap spacing in each of these spark ghamber
gaps measured .95 cm. These chambers had an active area of approxi-
mately * 80 cm in the horizontal direction, and % 80 cm in the vertical
‘direction. bue to high instantanecus beam flux rates in this experi-
ment, and the po;} timing resolution of spark chambers, it was necessary .
to deaden the beam area in each of these five spark chambers. This uas
done by placing a 21.6 cm diameter circular styrofoam plug in the center
of each spark chamber gap.

The gas used in the CD spark chambers was a mixture of 90% neon,
10% helium, and .5% ethyl alcohol. The high voltage pulse, triggered by
the LASS fast logic, 1in these chamber gaps consisted of an *4 Kvolt
pulse 400 nsec in duration. Each spark chamber gap was equipped with a
pulsed clearing field of 80 Volts, and a BC clearing field of 20 Volts.
The experiment was also run with a deadtime of 20 msec betuween events to
allow the spectrometer’s spark chambers +to recover to full efficiency
betueen events.

Each of these five CD readout spark chambers shared the same read-
out system. In these chambers each wire was connected to an individual
capacitor diode circuit. When the spark chambers uere fired a hit uwire
then charged its associated capacitor. A controller then serially scan-
ned each capacitor diode circuit in these chambers, coded the hit wire

positions, and passed the information on to the data acquisition system.
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Shown in table 3 are typical plane efficiencies, and typical plane

resolutions (sigmas) for the CD spark chambers during this experiment.
G. Proportional Wire Chambers

The proportional wire chambers were the major track finding and
'fitting tool in the solenoid region of this spectrometer. Because of
high instantaneéas flux rates in this experiment, out of time track;
were often seen in the spark chamber systems. Since the proportional
devices had much better time resolution than the spark chambers, PNC
hits were required on all solenoid tracks used in this analysis. The
PUC’s also uere very efficient chambers with good positional resolution.
In the twixt and douwnstream regions the PWC’s also played a major role
in providing positional, and timing information.

A1l proportional chambers 1in LASS shared the same readout system.
AR typical proportional chamber plane consisted of etched mylar cathodes
at high negative voltage positioned on both sides of a wire readout
plane at ground voltage. The only exceptions to this typical chamber
were the four cathode readout chambers (TA,TB,T7C, and JHxy) wuhich will
be described later. The proportional uires‘in these chambers uwere all
20p gold plated tungsten wires with the exception of the John Hopkins’
chambers which had 50p wires. In the next few subsections a brief geo-
metrical description will be given of each proportional device 1in the

LASS spectrometer.
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TABLE 3

Capacitative Diode Spark Chamber
Efficiencies, and Resolutions

Typical Typical
Tracking Resolution
“Efficiency (sigma)

Plane (%) (cm)
LD 1 X 91.7 .115
Y 86.2 .113

E 94.4 . 130

P 72.5 .108

th 2 X 84.8 . 100
Y 92.0 .090

E 90.2 .114

P 88.7 . 100

cD 3 X 89.2 .094
Y 94.1 .090

E 92.7 .094

P 79.0 .084

¢D 4 X 85.7 .152
Y 90.2 .09¢0

£ 61.8 . 132

p 49.3 . 151

th 5 X 82.5 .110
Y 95.7 .104

E 92.4 .152

P 84.4 .157
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1. Beam Chambers

The beam chamber geometry was discussed in the beam section of this
chapter, and will not be repeated here. Both the wupstream and doun-
stream PWC’s ran at a voltage of ~4.2 Kvolts during this experiment. The
gas flowed continuously through these chambers consisted of a mixture of
- 76% argon, 20% isobutane, .25% freon, and 4% methylal.

2. Cylindrical Chamber

~ The cylindrical PWC consisted of 160 proportional wires arranged
cylindrically about the LASS liquid hydrogen target. The chamber had an
active area of 98 cm in length, and the radius of the cylindrical cham-
ber measured 5.188 cm. The wires in this cylinder formed a zero stereo
angle with the 2z direction and thus provided azimuthal readout. The
wire spacting in this chamber was 2.037 mm, and the uwire to cathode gap
spacing was 4.71 mm. The cylindrical PWC ran at a voltage of ~ 2.9
Kvolts during this experiment,and a mixture of 71% argon, 25% iscbutane,

and .25% freon formed the proportional gas used in this chamber.
3. Plug Chambers

The five proportional plug chambers (PLUGI-5) in the LASS spectrom-
eter were designed to cover the 8.5” diameter styrofoam plug in each of

the five CD readout chambers described previously. In this experiment

plug chambers 1-3 were mounted on CD chambers 1-3 respectively, In the
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twixt region PLUG4 uas positioned directly 1in front of MS1T, and PLUGS
was mounted directly on CD5. These chambers furnished in-time high
resolution measurements of very forward interaction particles.

Each plug chamber consisted of three planes uith 256.proportional
wires in each plane. The wires in these planes were spaced 1;016 mm
apart, and the wire to cathode gap spacings measured 4.064 mm. The
- first two planes in each chamber gave ¥ and Y readout, while the third
plane was rotated 35 degrees with respect to the vertical in order to
give E readout. The active area of each plane of wires was limited only
by the number of wires in one direction, but was limited to £ 14 cm by
an etched mylar cathode plane in the other direction (see figure 9). The
proﬁortional gas used in these plug chambers was a mixture of 76% argon,
20% isobutane,.25% freon, and 4% methylal. The typical standard operat-

ing voltage for the plug chambers was 4.2 KVolts.
4. Full Bore Proportional Chambers

Three full bore proportional chambers (1.5,2.5,3.5) were mounted
inside the solenoid magnet, halfway betueen each 67 sofenoid CD chamber
gap. Each chamber consisted of three planes with 256 proportional wires
in each plane. The uires in these planes uére spaced 2.032 mm apart,
and the wire to cathode gap spacings measured 4.064 mm, The first tuo
planes in each chamber gave X and Y reado;t, while the third plane uas
rotated 45 degrees with respect to the vertical to give E readout. The

active area of these proportional chambers formed a nearly perfect octa-

gon (see figure 9). The x and y dimensions of this octagon uere
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*+ 64 cm. The proportional gas flowed through these chambers during this
experiment was a mixture of 66% argon, 30% isobutane, .25% freon, and 4%

methylial. The chambers uwere typically run at a voltage of ~3.0 Kvolts.

5. Trigger Chambers

Three cathode readout proportional chambers (TA,YB,TC) were posi-

tioned just upstream of 1.5,2.5, and 3.5 respectively. Each of these .

chambers consisted of a single plane of wires, uhere adjacent wires uwere
spaced 4.064 mm apart. The wire to cathode gap spacing in each chamber
was 4.064 mm. These high voltage wires were not read out. Instead of
reading out the wires, an etched cathode whose dimensions are shoun in
figure 9 was read out to give radial and azimuthal coordinates. The
coordinates from the trigger chambers were used only for track corrobo-
ration in this experiment, and were not used for track fitting.

The proportional gas flowed through these chambers was a mixture of
64% argon, 30% iscbutane, and 6% methylal. The chambers uwere run at a
typical voltage of ~2.3 Kvolts during the data taking in this experi-

ment.
6. JHxy

The proportional chamber JHxy (built at John Hopkins U.) was
located in the twixt region just upstream of PLUGS and CDS5. This cham-

ber had Y coordinate readout on one of the two cathode planes, as well

as X readout on the normal proportional uire plane.
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The X readout wire plane in this chamber consisted of 512 propor-
tional wires spaced 4.233 mm apart. The‘uire to cathode gap spacing in
this chamber was 6.35 mm. The Y readout cathode in this chamber con-
sisted of tuo sets of sixty four 2.54 cm x 100 cm fingers etched in the
mylar cathode. The first set of these fingers were etched in horizontal
rows along the left hand side of the chamber, and the other sixty four
" were etched in horizontal rous along the right hand side of the chamber.
The active areé_of this chamber measured * 87.5 em in the vertical.
direction, and * 100 cm in the horizontal direction.

The proportional gas flowed through this chamber during the data
taking was a mixture of 804 argon and 20% isobutane. This gas mixture
was also flowed through JHup and JHdown uwhich are described in the next

subsection. All three chambers (JHxy,JHup,JHdown) typically ran at vol-

tages near 3.7 Kvolts.
7. JHup,JHdoun

During this experiment, JHup was located in the twixt region just
dounstream of the TOF scintillation hodoscope. The JHdown chamber uas
located in the dounstream region just covering the exit of the dipole
magnet. Each chamber consisted of a single plane of 512 proportional
wires with 4.233 mm wire spacings. This single plane of wires gave X
readout, and the wire to cathode gap spacing in these chambers measured
6.35mm. Both JHup and JHdown had an active area in the horizontal
direction of * 100 cm. The JHup chamber had an active area of * 87.5 cm

in the vertical direction, while the JHdouwn chamber had an active area
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of * 60.0 cm in the vertical direction. These chambers were used during
this experiment to supply good timing information, as well as x posi-

tions of particles crossing the dipole magnet.

All proportional wire chambers were serviced by the same readout
systen. Each é;oportional wire was equipped with an amplifier, a dis-
criminator, and the equivalent of a 32 bit shift register. A propor-
tional pulse on a given wire wuas amplified, discriminated, and dumped
onto the shift register which was continuously strobed by a 40 Mhz
clock. A given shift register then carried the past history of the given
proportional wire 1in 25 nsecond slots for the lasf 800 nanoseconds.
When an event took place the strobing of the shift registers was stop-
ped, and a controller serially read, and coded the data in these shift
registers. At the codeing stage, the controller reduced the number of
stored time slots from 32 to 8 for each hit wire. The appropriate time
slots for the given trigger were kept so that this reduction caused no
loss of information, and a great deél of event storage space was saved.
The controller then +transfered the coded PWC data to the data acquisi-
tion system.

Proportional chamber planes 1.5X and 1.5Y not only served the stan-
dard role of track coordinate measurement, but uwere alsoc incorporated
into the main trigger of this experiment. Besides being clocked into

shift registers, the discriminator pulses for all wires in the 1.5X and

1.5Y planes uwere fed into a cluster logic box. This cluster logic box
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first combined the signals from adjacent hit wires into a single local
logical signal. The resulting signals were then OR’d by this logic box
to form a multiplicity signal (§1.5X>1 OR J1.5Y>1). Signals within 1.6
cm of the beam were not included in this OR process. The resulting sig-
nal thus indicated whether tuo or more particles, outside of the beam
region, had hit the 1.5 chamber. This logical multiplicity signal uas
'then sent by a fast coaxial cable to the fast logic, where it was used
in forming this ;;periment's main trigger. For a more complete descrip-
tion of this PWC cluster logic system see reference 9.

Typical plane tracking efficiencies, and plane resolutions (sigmas)
are given in table 4 for the LASS proportional wire chambers. More

detailed information on the LASS proportional chambers can be found in

references 10.

H. Magnetostrictive Spark Chambers

1. MSIT and MS2ZT

Located in the twixt region jus?r downstream of JHup were two large
magnetostrictive readout spark chambers; MSIT gnd MS2T. These two large
chambers were both identical in geometry.

Each spark chamber had two spark chamber gaps. The first gap con-
sisted of two wire cloth planes spaced .95 cm apart giving X and Y read-
out. The second gap consisted of two wire cloth planes with their uires
rotated * 25 degrees with respect to the vertical to give E and P read-

out. The planes in this second gap were spaced .95 cm apart. The uire
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TABLE 4

Proportional Wire Chamber
Efficiencies, and Resolutions

Typical Spacial
Tracking Resolution
Plane Efficiency (Sigma)l
BEAM UP X 89.5 .039
Y 99.8 .041
£ 98.9 .059
P 99.3 .058
BEAM DUWN X 88.7 .059
Y 99.2 .052
X’ g99.3 .058
Y’ 99.8 .044
E 99.7 .040
CYL PMC 98.2 .068
PLUG 1 X 90.3 .0276
Y 92.2 .0276
E 94.1 .0276
PLUG 2 X 94.6 .0276
Y 93.1 .0276
£ 93.0 .0276
PLUG 3 X 95.2 .0276
Y 95.0 .0276
E 92.1 .0276
PLUG 4 X 95.0 .04
Y 86.8 .056
E 92.3 .051
PLUG 5 X 94.6 .036
Y 93.6 .042
E 92.9 .042
1.5 X 95.9 .0552
Y 95.6 .0552
E 95.5 .0552
2.5 X 95.1 +0552
Y 93.7 .0552
3 94.8 .0552
3.5 X 88.8 .0552
Y 87.6 .0552
E 91.0 .0552
TA 98.1 -
T8 97.5 -
TC 80.9 -
JH XY X 98.2 .314
Y 84.2 .259
JH up X% 98.2 . 800
JH dun X 92.2 .248
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cloth used to make up these wire planes had a wire spacing of ~.907 mm.
The active area of these MS tuwixt chambersvmeasured + 200 cm in the hor-
jzontal direction, and % 100 cm in the vertical direction. Circular
styrofoam plugs 3” in diameter were placed in the center of each‘gap to
deaden the beam region.

The residual solenoid and dipole fields were strong enough, in the
“twixt region, to alter the magnetization of magnetostrictive wires. To
counteract this ;}fect, each magnetostrictive wand was wound with a wire .
coil. A current of several amps was pulsed through these coils in-time
with the beam in order to set up a biasing magnetic field along each MS
uirer This allowed normal magnetostrictive readout of these wands.

The gas used in these chambers was a mixture of 90% neon and 10%
helium. The high voltage pulse in these chambers, triggered by the LASS
fast logic, wuas a 7-8 Kvolt pulse of approximately 400 nsec duration.
These chambers uere also equipped with a pulsed 100 Volt clearing field,
and a DC clearing field of 50 Volts. The 20 msec deadtime between trig-
gered events proved to be ample time for these chambers to recover to

full efficiency betueen firings.

2. MS1D-MS4D

Track measurement in the dounstream region was performed by one PWC
(JHdown), and the four MS readout spark chambers (MS1D-MS4D). The four
downstream MS chambers uwere all identical in geometry '1.

Each spark chamber had tuwo spark chamber gaps. The first gap gave

X and Y readout, while the second gap gave E and P readout with wires
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rotated #*

30 degrees Wwith respect to the vertical.

The planes in these

gaps Wwere spaced .95 cm apart, and the wire cloth used in constructing
these planes had a Wwire spacing of .907 mm. The active area of these MS
downstream chambers measured * 150 cm in the horizontal direction, and
* 75 cm in the vertical directio Circular styrofoam plugs 67 in diam-

eter were placed in the center of

each gap to deaden the beam region.

‘Each chamber’s center position was displaced in the x direction in order

to have beam particles travel through the center of these c¢ircular
plugs.

The gas used in these chamhers was a mixture of 90 neon and 10%
helium. The high voltage pulse in these chambers, triggered by the LASS

fast logic, was a 7-8 Kvolt pulse

These chamber

uwere equipped with a

a 50 Volt DC clearing field. The

events was plenty of time for these

between firings.

The readout system for all MS chambers was the same.

tive pulses from the wands uere

cross distriminators.

ANNA modules '2, uwhich digitized and coded these signals.

discriminated,

These discriminated pulses

of approximately 400 nsec duration.

uised clearing field, and

20 msec deadtime betuween triggered

chambers to retrun to full efficency

Magnetostric-
and then shaped in zero
were then fed into

The resulting

data was then sent to the data acquisition system.

Shouw in table 5 are typical plane tracking efficiencies and typical

plane resolutions (sigmas) for the MS spark chambers.
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TABLE 5

Magnetostrictive Spark Chamber
Efficiencies, and Resolutions

Typical Spacial
Tracking Resolution

Plane Efficiency (sigma)
(%) (cm)
MS1T X 90.4 .101
Y 91.2 .081
13 90.8 .097
P 89.4 .087
MS2T X 90.8 .089
Y 91.2 .091
E 92.4 .094
P 92.7 .091
MS1D X 85.6 .082
Y 97.6 .053
E 96.5 .076
p 97.4 .058
MS2D X 85.6 .065
Y 85.4 .123
E 97.7 .077
p 97.5 .064
MS3D X 85.7 .057
Y 97.5 .064
E 88.0 .067
P 97.2 .061
MsS4p X 97.1 .054
Y 98.1 .051
E 97.2 .063
P 91.8 . 148
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I. Scintillation Counters

Located just in front of the LASS eight celled Cerenkov counter,
€2, Wwere two large scintillation hodoscopes; HA and HB. The HA and HB
hodoscopes are shoun schematically in figure 10. = The HA hodoscoée con-
_ sisted of an upper and lower rou of 87x33” scintillation paddle coun-
“ters. Each rouw contained twenty counters, and in the very center of the
array tuwo 4”x33”“—scintillation counters were placed in order to form a
47%4” hole in the hodoscope. The HB hodoscope consisted of an upper and
lower rouw with 38 scintillation paddle counters 1in each rou. These
counters measured 47-6”x33”, and uwere arranged as is shown in figure 10.
The center counters were once again displaced upuward and dounuward to
form a 4”x4” hole in the center of this array. Both the HA and HB hodo-
scopes center positions uwere offset in the x direction so that the 11
GeVsc K- beam passed directly through these 47x4” holes.

The HA and HB hodoscopes uere used both for forming secondary trig-
gers, and for time and position corroboration of particles passing
through the dipole. For triggering purposes, all HA and HB counter pho-
totube signals uWere discriminated, and OR’d together +to form a fast
logic signal. For tracking purposesﬂthe signals from the HA and HB des-
criminators were fed into event latched buffer‘strobe modules. The data
was transferred by a CAMAC system from these modules into the data
acquisition system when an event trigger took place.

Covering the 4”x4” hole in the HA and HB hodoscopes was an 9.84 cm
radius circular lollipop scintillation counter, LP3. This counter was

used in anticoincidence with our main T0 trigger in order to prevent
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FIG. 10--The HA-HB Scintillation Hodoscope; a) HA and b) HB.
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delta rays from triggering the spectrometer. The output from the LP3
phototube was also discriminated, and fed into an event latched buffer

strobe module.
J. Particle ldentification Systems

Three particle identification systems were present in the LASS
spectrometer. These consisted of 1) a 38 celled atmospheric partitioned
threshold Cerenkov counter C1 '3, 2) a 24 scintillation counter TOF
array 'Y, and 3) an eight celled nonpartitioned pressurized differential
Cerenkov counter €2 '5, None of these systems were used for particle
idenfification in the analysis of the K'p » K 1n*n tuwo prong physics pre-
sented in this paper. Simple multiplicity, charge conservaticn, and
missing mass cuts sufficed to isolate this two prong channel from almost
all background reactions (see Chapter VI section B). The tuo Cerenkov
counters will not be discussed here then. Since the 24 TOF scintillation
counters were used, along with the four associated quad scintillation
counters, in the main trigger of this experiment, they will be described
in this section.

Shoun in figure 11 is a diagram.iof the TOF hodoscope. This scin-
tillation hodoscope was mounted on the doun;tream face of C1l. The
external radius of this nearly ecircular array uas 290 cm. The internal
radius of the 24 outer TOF counters measured 30.5 cm. Filling in the
30.5 cm hole in this TOF array were four quad scintillation counters.
The inner radius of these four counters was 7.6 cm. Due to the rela-

tively large residual magnetic fields at the TOF counters, each
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FIG. 11--The Time of Flight (TOF) and Quad Counter Scintillation Hodo-
scope dimensions. The counters are viewed looking upbeam.
Only the scintillation plastic is portrayed.
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counter’s phototube was equipped with a bucking coil, and magnetic
shielding. The bucking coil current was chosen to give the maximum
counter efficiency.

Signals from all 28 counters were discriminated, and then logically
OR’d in the fast logic. The resulting signal was used in the main trig-
ger. Discriminated pulses uwere also sent from all 28 counters.into
“event latched buffer strobe units. For particle identification pur-
poses, the sigﬁgls from the 24 TOF counter uere also sent to analeg to
digital converter (ADC’S) units, and time to digital converter (TDC’S)
units. When an event trigger took place the CAMAC system once again
transfered the data from the buffer strobe, ADC, and TDC units to the

data acquisition system.
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Chapter II1I

TRIGGERING AND DATA COLLECTION

‘_A. Fast Logic and Electronics

1. Beam Logic

The purpose of the beam logic 1in this experiment was simply to
identify, and select incoming beam particles. Shoun in figure 12 is a
logic diagram of the LASS beam logic. An incoming beam particle uwas
basically defined electronically by a coincidence betueen the SE scin-
tillation counter, and any one of the four XY scintillation counters.
This coincidence was formed by first shaping and discriminating the pho-
totube signals from the four XY counters 1into 32 nsec long logical
pulses. These pulses were then OR’d together to give a logical IXY 21
output signal. As was meantioned in the beam section, SE defined the
beam logic timing. The discriminated pulse from SE was thus made very
narrowk (~ 8 nsec) by clipping the phototube output signal. The logical
SE and ZXYZ! pulses were then AND’d together to define the logical beam
particle signal.

Tuo veto signals were AND’d with this SE*YXY21 signal in order to
exclude two types of unwanted beam triggers. The YXY22 veto effec-
tively discarded beam triggers with tuwo particles passing through sepa-

rate XY counters within 32 nsec of each other. Two such in-time beam
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particles were not separable by the spectrometer hardware, and thus
would have 1led to confusion in event reconstruction. The JR21 veto
rejected beam particles that had a secondary beam particle pass, through
one of the ring counters, within 32 nsec of this beam par;icle. Such

secondary beam particles had a high probability of interacting with the

target jacket, and thus had to be rejected. The final logical signal

_defining a beam particle (BEAM) was defined as SEYXY21e3XY22eFR21.

In order to—define what kind of particle the particular BEAM signal
represented, discriminated 20 nsec pulses from Cw and CK were used.
Logical AND’s between the BEAM signal, and these two Cerenkov counters
signals thus formed the definition a kaon (BEAM°CK°E§), a pion
(BEAMeCK*CT), and a proton (BEAMeTKeCm) in the beam logic. Since this
was a K p experiment the logical signal BEAMTRIG was defined by the kaon

signal, BEAMeCKeCT.
2. Trigger Logic

The frigger logic in this experiment served to select interesting
events for the spectrometer to trigger on. Various logical trigger sig-
nals uwere used to study the spectrometer during the setup of this exper-
iment. puring the main data taking oﬁiy four event triggers
(70,7T2,T73,T4) uere employed.

The main trigger (T0) in this experimént was designed to trigger on
practically the entire K'p inelastic cross section. This was accom-
plished by triggering on any K'p interaction with two or more charged

particles dounstream of the LASS liquid hydrogen target. Shoun in
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figure 13 is a logic diagram of the 70 trigger. The first requirement
in this T0 trigger was that the beam particle should satisfy the beam
logic requirements. The multiplicity requirements, on this trigger,
were imposed by requiring one or more interaction particles to pass
through the quad-TOF scintillation hodoscope, as wuwell as tuwo ;r more
particles passing outside a 3.2 centimeter square hole in the 1.5 PUWC
"(For a discussion on the cluster logic see Chapt Il section 6). The 3.2
centimeter hole requirement greatly supressed unwanted elastic triggers.
The LP3 counter signal was also included in this trigger to veto
unwanted triggers caused by delta rays kicked out by non-interacting
beam particles. The final T0 trigger Wwas then defined as
BEAMTRIG® (¥ 1.5%X22 OR $1.5Y22)e¥TOF21eLP3.

puring this experiment, the three other event trigger types were
wuritten to magnetic tape interspersed with the T0 trigger events.

The elastic trigger (T2) in this experiment was defined as

BEAMTRIGeIHA21e}HBYTe(JHA OR YHB22)eYTOF21. This trigger required one,
and only one particle to have passed through the HA-HB scintillation
hodoscope. Elastic triggers were mainly taken in order to later study
track finding in the spectrometer with very simple highly constrained
events. The BEAM signal from the béém logic was used as the T3 trigger
in this experiment. This trigger provided ;n unbiased sample of the
beam phase space throughout the experiment. This unbiased sample uas
used primarily in throwing the correct beam phase space in the Monte
Carlo, as will be discussed later. The fourth trigger (T4) was defined

as BEAMTRIG®}HA22¢}HB22)TOF21. This trigger was used to select three

pion decays of beam kaons. These three body decay tau events were used
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later in the analysis of this data to study the momentum resolution of
the dipole, as well as calibrating the P¥hodoscope measurement of the

beam momentum.
3. Gating Logic

The gating logic in this experiment controlled the triggering of
the LASS spectrometer, and initiated the read-in of events into the data
acquisition system. These decisions were based on computer readiness as
well as on trigger logic signals. Shoun in figure 14 1is a diagram of
the LASS spectrometer’s gating logic. Three major logical gates uwere
formed in this experiment; the rate gate, the run gate, and the event
gate. Each of these logical signals was created by a separate gate gen-
erator. The logical gate from each of these gate generators was initi-
ated by a B2NU signal 1in coincidence with various logical signhal
requirements specific to the given gate. This B2NU signal arrived from
the main SLAC accelerator exactly 2.5 usec before each beam spill.

The rate gate was generated by starting the rate gate generator
using just the B2KNU signal. The output gate from this gate generator
was then stopped after the 1.6 usec Heam spill. This rate gate was used
primarily to control the rate gated scalers\uhich will be discussed
later.

The run gate was generated by starting the run gate generator using
a coincidence between the main accelerator B2NU signal, and a “CPU OK”
signal. This #“CPU OK” signal indicated that the data acquisition system

was in the run state, and thus in a data taking mode. This signal uas
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generated by pushing a series of toggle switches on the main LASS con-
trol panel. The gate generator was once again stopped after the 1.6
pusec beam spill uwas over. This run gate was primarily used to control
the run gated scalers uwhich will be described later.

The most important of the three gating signals was the event-gate.
Five requirements needed to be met in the gate Togic before starting the

"event gate generator. First a B2NU signal had to be present, as well as
a ”CPU OK” signaT‘indicating the system was in a run state. The spark
chambers pulsed clearing +fields had to have turned off since the last
event, and a 20 msec spark chamber deadtime had to have passed since the
lastAspark chamber trigger. Lastly the PDP11/20 computer, which served
as the first read-in, and buffering device in the data acquisition sys-
tem, had to be ready to accept an event. When all these requirements
were met, the event gate generator was then started. The event genera-
tor was then stopped after the 1.6 psec beam spill, or when a triggering
event took place, which ever came first.

The event gate in coincidence with a logic pulse from the trigger
logic served to trigger the spectirometer. This coincidence first gated
off the PWC readout system, and ~ 100 nsec later the spark chamber high
voltages were applied. This 100 nseé delay was present in order to pre-
vent noise pickup from these spark chambers éuring PWC read-in. The
various control boxes and CAMAC systems for the spectrometer then trans-
fered the data into the PDP11/20 computer by direct memory access (DMA)
transfer. When the PDP11/20 completed the read-in cycle an “11-0K” sig-
nal was then sent back to the gating logic clearing the way for another

event to trigger the spectrometer.
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During data taking every T0 trigger 1in coincidence with an event
gate triggered this spectrometer, and thus uas qritten to magnetic tape.
The percentage of each type of secondary trigger, in coincidence with an
event gate, which triggered the spectrometer was controlled by trigger
rate equalizers on each of the secondary triggersf Typically thé_ratio
of events seen in coincidence with an event gate, and the events uritten
- to tape for the other three types of triggers was; 1740 for 72’s, 1,/1000
for T3’s, and 1/5 for T4’s. The percentage of each type of trigger
wuritten to tape for each type of event trigger for a typical run uas;
95.5%% T0’s, 2.8% T2’s, 1.2% 73’s and 6.0% T4’s. These percentages do
not add up to 100% since a given event could satisfy more than one trig-

ger type.
4. Scalers

Three types of scalers were used in this experiment corresponding
to the three types of 1logical gates discussed in the last section.
These scalers kept count of relevant signals (SE,BEAM,TO0,etc.) which
took place during a given logical gate.

The rate gated, and run gated'scalers were used to keep track of
such absolute quantities as kaon/pulse,SE/puléé, and ZXY/pulse. These
scalers were also used in beam steering and centering. Using a combina-
tion of the run gated and event gated scalers, 1t was also possible to
monitor the absolute deadtime during this experiment. This deadtime was
caused by a combination of spark chamber deadtime, and buffer backups in

the PDP11/20 computer. The rate gated scalers counted scaler quantities
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independent of the run state of the data acquisition system, and thus
provided a convenient way of observing scalers without altering the run
state of the system.

The event gated scalers were the most important scalers in this
experiment. These scalers quantities were used in the analysis ;f this
experiment in normalization calculation. The shutoff of the event gate
"after an event trigger had taken place was kept very +tight in order to
stop counts in these scalers after this spectrometer trigger. Scalers
in this experiment were =zeroed at the end of each data run (*~ one hour

of running, or one tape worth of data).
5. CAMAC

The readout systems of the PWC, MS spark chambers, CD spark cham-
bers, and cylindrical spark chambers uere all discussed briefly in the
Tast chapter. The readout of all other harduare was managed by the LASS
CAMAC system. All scintillation counter signals, scalers, and digital
volt meter readings were thus fed into modules in several CAMAC crates.
ihen an event took place the CAMAC branch controller transfered this
data to the PDP11/20 computer, Tué separate CAMAC branches uwere used
during this experiment, |

The first branch contained modules which needed 1to be read each
event. The modules in these crate consisted of various TDC, ADC, and
buffer sirobe modules. The only modules in this CAMAC branch used in
this analysis were the buffer sirobe modules. All relevant discrimi-

nated scintillation counter pulses uwere fed 1into these buffer strobe

- 57 -



modules. The event gate latched these buffer strobe modules when an
event took place, and the data was then Eead into the PDP11/20 by the
CAMAC crate controller.

The second CAMAC branch consisted of modules which were read into
the PDP11/20 every 256 events, and then uritten onto magnet tape. The
. initiation of this read was carried out by the PDBP11/20 computer itself.
‘The modules in these crates consisted of all the run and rate gated
scaler modules, _;s well as digital volt meter (DVM) modules. The DVM
modules stored the measured voltage on each of the LASS phototubes for
later reference.

‘As well as being read into the PDP11/20 computer, scaler quantities
and DVM readings could be displayed independently on displiay units in
the LASS control room '8, Relevant scaler quantities were thus monitored

throughout the experiment.
B. Data Acquisition System

The main purpose of the LASS data aquistion system was both to
store events on high density magnetic tape, and to allouw monitoring of
the LASS harduare systems during thi§>experiment. The LASS data acqui-
sition system was designed for high data rates (~50 events/sec). When
an event trigger had taken place, data was transfered from all the hard-
ware controllers by direct memory access transfer into the LASS PDP11/20
computer 7. The PDP11/20 then condensed and buffered this data. The
buffered data was then transfered to high density magnetic tape using

one of tuwo systems. These tuo data transfer and analysis systems are

discussed belouw.
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1. Triplex Computer System

Most of the data stored on tape during this experiment was first
tranferred from the PDP-11/20 computer to the SLAC triplex computer sys-
tem. The SLAC triplex computer system consisted of tuwo IBM370/168 com-
_ puters, and one IBM378/91 computer, all three interconnected. In the
‘transfer process, buffered data was first transferred from the PDP11/20
computer to an IBM SYSTEM7 computer. The SYSTEM7 computer served to
reformat the PDP11 data in order to make it compatable with the IBM
computers. The reformatted data was then transfered via a 2500 ft coax-
ial cable from the LASS control room to one of the tuwo IBM370/168 compu-
ters; Only the 168 computers could be used for data acquisition. Shoun
in figure 15 is a schematic of the physical layout of this data acquisi-
tion system.

A real-time program called REALTIME controlled the management of
these transfered data buffers in the IBM370,/168 computer '®.  Shoun in
figure 16 1is a schematic diagram of this REALTIME netuwork. Separate
tasks within this netuwork were given different priorities. The highest
priority of this program was to uwrite each incoming data buffer to high
density (6250 BPI) magnetic tape usiﬁg one of the peripheral SLAC tri-
plex tape drives. The size of the final buf;er uritten to tape for a
typical event was approximately 1400 32—bit IBM words long. All other
tasks within this program were used to monitor the LASS hardware inter-
actively. The analysis task analysed ~ 5§ % of the incoming data events
through a sophisticated analysis program. This program was identical to

the event reconstruction program which is described in the next chapter.
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FI6. 15--A schematic of the computers and the data acquisition system.
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FIG. 16--A schematic of the REALTIME data management network.
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This analysis program did track finding, calculated tracking efficien-
cies, and generally analysised quantitieé used in monitoring the LASS
harduaré.

Using the 1BM2250 graphics terminal in the LASS control room exper-
imenters could interact with this REALTIME network. Efficiencies, resi-
_duals, and uwire hits could be displayed for any device in the LASS spec-
“trometer. Histograms and plots of interesting quantities could also be
defined and disp{;yed interactively. At the end of each run ( approxi-
mately 1 tape of data) several hundred lines of efficiencies, and histo-
grams were routed from the IBM370/168 through the 1BM1800 computer, and
printed out in the line printer in the LASS control room. This output

allowed the monitoring of the LASS harduware throughout the data taking.
2. 1BM1800

As a backup to the IBM370/168 data acquisition system an IBM1800
computer and two low density (800 BPI) tape drives were located in the
LASS control room. These tape drives and the 1800 computers uwere all
controllied by LASS physicists. When using this system buffered events
in the PDP11/20 were transfered usiné DMA to the 1BM1800. The 1800 then
urate the event out to tape, and also processeé the event through a very
simple monitoring program. At the end of several runs (several tapes
worth of data) histegrams, and relevant numbers were printed out on the
line printer. This printout was the sole monitoring information availa-
ble when data was taken using the 1800 system. The total amount of data

stored using the 1800 computer during the data taking in this experiment
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amounted to ~ 3 % of the total number of events uritten to magnetic

tape.

_63_



Chapter IV

TRACK RECONSTRUCTION AND FITTING

Track reconstruction, and fitting refers to the process of recon-
"structing event topologies from the raw data events uritten to magnetic
tape. The endégint of this process was a totally reconstructed event
consisting Af momentum three vectors for the incident beam particle, a
fitted vertex, and the momentum three vectors and charge of each outgo-
ing_interaction particle. Track reconstruction and fitting was per-
formed by the LASS FORTRAN track finding and fitting routines '?. These
FORTRAN routines are very complex and «ill only be discussed briefly in
the next feuw subsections. First a discussion of the coordinate and
track parameterizations wused in this FORTRAN production code will be
discussed.

The first step in this LASS production program uas the unpacking of
the rau data events from magnetic tape, and the transformation of this
raw data into physical coordinates in the LASS spectrometer. The coor-
dinate system wused, 1in this process and the all the LASS production
routines, uas identical to the cartesian coordinate system discussed in
the footnote on page 12. The origin of this cartesian coordinate system
was chosen arbitrarily to be a point at the upstream face of the sole-
noid magnet at the exact central axis of the solenoid.

Once these physical coordinates had been calculated, track finding

and fitting routines uere used to reconstruct event topologies. Track
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finding and fitting was done in the three spectrometer regions (beam,
solenoid, and dipole) separately.

The beam region was a magnetic field free region to a very good
approximation. Thus beam particles were assumed to travel in straight
line trajectories +from the 8¢ hodoscope until they interacted,iin the
liquid hydrogen target. Beam particles were parameterized geometrically

“in this region as:

»
I

Xy + (z2—zp) dx/dz
Iv.1
Yy = ¥o + (z—2,) dy/dz

Beam track finding and fitting routines thus determined xo,yo.dx/dz, and
dys/dz at a reference z position 2zp. This information, combined with the
P-hodoscopes momentum measurement, gave the three momentum and position
of the incident beam particle.

Magnetic fields in both the twixt region and the dounstream region
were weak enough so that to a very good approximation energetic dipole
crossing particles traveled in straight line trajectories in these
regions. Thus tracks were tit geo&etrica]ly to straight 1lines in the
tuixt, and the dounstream regions. Dipole tf;cking information in this
experiment was used to accurately measure the absclute momentum of
dipole crossing tracks. Position and angle measurements of these tracks
came from the solenoid fitted tracks linked to these dipole crossing

tracks.
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The sclenoid field, Bz, was highly uniform throughout the tracking
region of the solenoid. To a very good abproximation charged particles
traveled in perfect helices through the solenoid. Solenoid tracks uere
thus parameterized geometrically 1in the wuniform field region of the

solenoid as:

e
|

= Xo + R cos( ¢y + (2—2,) d¢/dz )
Iv.2

y = yo + R sin( ¢, + (z—2;) d¢/dz )

Solencid track finding and fitting routines thus determined xg, vo» R,
désdz, and ¢ for each track at a given reference z position z4 . The
relationship of these quantities to the solenoid track’s momentum was

quite easily derived to be:

pL=qBZ PT=quR

( d¢) Iv.3
dz Where q = 0.02098 CeV/(Kgauss—M)

The charge of the +track could also be determined by the turning direc-
tion of it’s helical trajectory. Thus the three momentum, charge, and

position of each fitted solenoid track could be determined from these

fit parameters.
A. Unpacking

In reconstructing a particular event, the production job first

unpacked each harduare device’s rau data which had been stored on
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magnetic tape. The raw data was then transliated into physical coordi-
nate positions in the spectrometer.

The raw data for the cylindrical spark chambers consisted of the
wire numbers of each wire hit 1in the separate spark chamber planes.
Since the cylindrical spark chambers were very noisy it was first neces-
sary to discard hit wire numbers, which were on a hot wire list. In
"each plane adjacent wires were then clustered together. In the cylin-
ders tuo clusterg-surrounding a dead wire were also considered as a sin-
gle cluster. The centroid of the clusters were then used to calculate
the cylindrical coordinate wusing known uire spacings, and the chamber
alignment constants.

The rau data for the CD chambers consisted once again of the wire
numbers of each hit wire in the separate spark chamber planes. In each
plane adjacent wires were clustered together. Two adjacent clusters
with a single nonhit wire in between were also added together to
form one big cluster. Using the centroid of these clusters CD coordi-
nates uere then calculated using the known wire spacings, and the align-
ment constants for chamber offsets. Small nonlinear corrections to the
coordinate positions were also made at this point to account for nonli-
nearities in the wire cloth plane uif; spacings.

The raw data for the PWC chambers consis;ed of the wire numbers of
each wire hit in separate proportional wire planes, as well as the eight
bit time slots discussed in the PWC readout section. At this stage in
the processing the eight 25 nsec time slots for all PWC wires hit,
except in the beam chambers, had a 100 nsec time mask applied. Hire

hits with no bit set within this 100 nsec time mask uwere rejected. The
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beam chambers had a slightly larger time mask of 200 nsec applied.
Adjacent wires passing these timing criteria were once again clustered
together. Using the centroid of these clusters, PWC 000(dinates uere
then calculated from the known wire spacings, and alignment constants
for the chamber offsets.

The raw data for the MS. chambers consisted of a +time measurement
‘for each wire hit 1in the separate MS spark chamber planes. This time
measurement consisted of the time delay in the arrival of the wire hit
signal With respect to the arrival of a fixed fiducial along an MS cham-
ber wand. Using the rate of travel of an MS pulse along an MS wire in
the wand, as well as alignment constants for chamber offsets and fidu-

cial positions, the MS coordinates uere then calculated.

B. Match Points

Match points consisted of comhinations of two or more associated X,
Y, E, or P coordinates in a single chamber crossing to form a three
dimensional point in space. These match points were used in the beam
track finding algorithm, as well as both cylindrical and plane solenoid
track finding algorithms.

Match points in the cylindrical spark ;hambers consisted of all
possible combinations of left and right s?anting wires in the five 8z
readout spark chamber gaps. These combinations lead to 6z points at
fixed radii. The only requirement on these tuo way match points uas
that the calculated z crossing of these two wires had to be within the

active area of the cylindrical chambers.
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The solenoid PWC plane match points were found by first finding all
XY match point combinations in a given chamber. The projections of the
xy coordinates into the E plane then had to be associated within errors,
with E coordinates in order to form three way match points. After stor-
ing away these three way match points the production program then.stored
away all left over two way match points (XY,EY,EX). It was necessary to
“use two way match points in the solenoid track finding algorithms in
order to account for PWC chamber inefficiencies. The beam chamber match
points were calculated in the same manner as above but in this case two,
three, and four way match points uwere also possible.

The ¢D match points were found exactly as the PUC matchpoints.
Because of the large number of extra hits in these chambers only three

and four way match points were stored auay.
C. Beam Track Finding

The first track finding program called 1in the LASS production code
was the beam track finding program. These routines uere called first
since the beam track finding code was extremely fast, and if no good
beam track uas found by this code tHe production of the specific event
could be aborted. ‘

Initial trial candidates for beam tracks were formed by calculating
all possible combinations of one match point from the upstream beam PUC,
and one match point from the dounstream beam PWC. Once one of these
trial candidates had been calculated coordinate associations with this

line uWere made in the upstream beam PWC, and the dounstream beam PWC.
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Using these associated wire coordinates, a linear least squares fit uas
performed yielding a new straight Tine fit to the trial beam track can-
didate. The old coordinate associations wuwere then checked once again,
and if any points needed to be discarded, the least squares fit process
was repeated. This process was repeated until either a track héq been
found with seven, or more associated coordinates; or else the track had
-less than seven coordinates in which case a new trial track line uas
tried. -

Once a beam track had been found by this proceedure three more
requirements were made before its parameters were stored auway. The
first requirement was that the beam track had to have at Tleast one in-
time-9¢ or XY scintillation counter firing along the projected beam
track. The second requirement was that the P-hodoscope could have one
and only one momentum bin hit. This P-hodoscope bin was then used to
caleculate the momentum of the beam particle. ‘The last requirement on
the beam track was that it did not share a large number of coordinates
with any previously found beam track.

When all these criteria had been met the fitted beam track parame-
ters, beam momenta, and error matrix (from the least squares fit) wuere
stored away for future use. More than one beam particle could be stored
auay for a given event. In this analysis thoﬁgh. the best corroborated

beam track was always used as the beam particle.
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D. Dipole Track Finding

The production code’s dipole track finding a]gorithm42° began by
finding and fitting straight line tracks in the dounstream region. This
was done by first calculating various trial frack candidates. Ia.form-
ing trial track candidates, . sets of three coordinate one dimensional
"lines uere first formed in the X, Y, E, and P coordinate projections.
Combinations of these projected lines were then added together, in a
similar manner to match point making, to create the final three dimen-
sional trial track candidate lines.

Once one of these trial track candidates had been calculated, coor-
dinate associations with this line were found in the four dounstream MS
chambers, and the JHdown PWC. If enough coordinates were found a linear
least squares fit was then performed using these coordinates. The
straight line fit resulting was then wused as a trial track candidate,
and the process was repeated until two sucessive interations yielded the
same coordinates, or else the trial track was rejected.

Several requirements were placed on the resulting fitted track
before it was accepted as a solid dounstream track. First no more than
four coordinates could be missing in( the final least squares fit. The
track also had to have at least two in-time H}ts out of three possible
hits in the good time resolution Qevices in the dounstream
(HA, HB,JHdouwn). Criteria to guard against duplicate tracks were also
applied. The proceedure outlined above was then repeated until all of

the trial track candidates had been exhausted.
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Once all dounstream tracks had been found one of these tracks was
chosen, and extrapoled across the dipole into a particular x coordinate
in the tuwixt region. A modified impulse approximation was used to deter-
mine the resulting 1line through this x coordinate in the twixt region.
This twixt line then became a trial track candidate in the tuixt region.
. Just as in the douwnstream track finding, coordinate associations and
‘least squares fits then uere per%ormed interatively until either the
tfial track was ;;jected, or the trial track was accepted. If the tria)
track was rejected the dounstream track was once again extrapolated
across the dipole to a new x coordinate, and the process uas repeated
unti] either a good tuwixt join track was found, or all the possible x
coordinates in the twixt had been tried.

If a track was accepted various requirements were placed on this
track before it was considered a good tuixt joined track. The track
could be missing no more than eight possible coordinates in the tuixt
region. Two in-time points were also required out of the three good
time resolution devices in the tuwixt (TOF,JHup,JHxy). Cuts to guard
against duplicate tracks uwere also applied.

Once a good tuixt track had been found in this extrapolation pro-
cess, the actual momentum of the pa?ficle uhigh formed this twixt doun-
stream joined pair was computed. An interative fourth-order Runga Kutte
stepping proceedure, busing a dipole magnet field map, was used to do
this final dipole crossing computation. The twixt and douwnstream tracks
were required to link to a high degree of accuracy in this process. The

momentum of this joined track pair was thus calculated.
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The extrapolation proceedure outlined above was continued until all
joined twixt and dounstream track pairs had been found. It was then
necessary to extrapolate each of these joined tracks back into the sole-
noid. A fourth-order Runga Kutte stepping proceedure, with a twixt mag-
netic field map, was used to extrapolate each track pair thro;gh the
solenoid fringe field, and into the solenoid tracking region. Using the
“previously defined helix convention, trial helices were calculated in
the solenoid for these extrapolated tracks. Coordinate associations uwere
then made with each trial helix, and a chi-square fit to this helix uas
performed. New associations to this fitted helix were then made, and
the process was repeated until either the joined track had a solid sole-
noid track joined to it, or no solenoid track was found. Various crite-
ria on the number and type of coordinates on each solenoid track were
also required in order to assure a good solenoid track.

In this data analysis, only joined downstream tuwixt track combina-
tions linked to a solid solenoid track were used. For these tracks par-
ticle momenta, solenoid coordinates, and various other useful quantities

uere stored away.
E. Solenoid Track Finding

The solenoid track finding in this production job was separated
into two algorithms; the cylindrical track f%nding, and the plane track
finding. Both algorithms found trial helices using the same basic prin-
ciple. It is easily shoun that a helix projects inte a circle on a

plane perpendicular to its axis, and for any helix d¢/dz is a constant.
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In calculating trial helices both algorithms first chose three match
points in separate solenoid chambers. These three match points then
exactly determined the projected circle of a helix. Once this circle
had been calculated, the change in ¢ with respect to 2z was calculated
between the first and second match point, and then between the second
~and third match points. If the resulting change in ¢ with respect to z
"was found to be constant uwithin tolerences, a helix was calculated and
the helix uas used as a trial track candidate. If the change in ¢ with
respect to 2 was not found to.be constant, then the trial helix wuas
rejected and a new combination of three match points was tried.

_In calculating these trial track candidates, the cylindrical track
finding routines tried all possible combinations of three chambers from
the permutations of the five ¢z cylindrical spark chambers, and the CD1
spark chamber. In each combination of three chambers, all combinations
of three match points one from each chamber were tested as trial candi-
dates. As well as requiring d¢s/dz to be constant, the cylindrical
algorithm required that each trial track candidate have an associated
hit in the cylindrical PWC. This assured that the found track would be
in-time with the event being reconstructed.

In calculating trial track canﬁidates, ‘the plane track finding
routines defined six different sets of three s;lenoid chambers. In each
set all combinations of three match points, one from each given chamber,
were tested as trial track candidates. As uell as requiring d#/dz to be
a constant, the planar algorithm made two more requirements on the trial
track candidates. The first requirement was that the radius of the

trial track candidates helix had to be greater than 2.5 cm. This
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requirement saved time by rejecting tracks which would have been so
poorly measured as to be useless. The sécond requirement was that the
trial track candidate’s helix did not rotate more than 180 degrees bet-
ween two consecutive solenoid planar chambers.

Once a trial track candidate’s helix had been found both algorithms
then found associated coordinates in the cylindrical PWC, the cylindri-
"cal spark chambers, the CD spark chambers, and the solenoid PWC’s. 1f
enough coordinafgé were found, a helix fit program then used these coor-
dinate to perform a fit. The helix parameters resulting were then used
as a trial track candidate and, the coordinate associations and fitting
process was repeated. This process continued until either the track was
rejected by various criteria, or two sucessive interations yielded basi-
cally the same coordinates. buplicate track cuts were also made before
this track was defined as a solenoid track.

The helix fitting program, used in this interative proceedure, fit
the associated coordinates to a projected circle, and then fit the coor-
dinates separately to obtain d#/dz. This was done mainly for the reason
of speed. Fitting to a projected circle and dé/dz separately allous a
linearization of the helix fitting program. On the Jlast interation
though a full nonlinear chi-square ;it to these associated coordinates
was performed.

The process outlined above was repeated until first all the cylin-
drical tracks had been found, and later all the solenoid plane tracks
had been found. Tracks spiraling out of the cylinders, and down through
the plane chambers could be found using either algorithm. For the

resulting fitted solenoid tracks the helix parameters, solenoid
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coordinates, and various other useful quantities were stored away for
later use,.

It should be noted that match point poisoning was used in the sole-
noid track finding algorithms. When a particular track was found, match
points associated with this track wuwere effectively removed from the
match point banks. This removal stopped these match points from being
used in calculating a trial helix, but did not stop the coordinates mak-
ing up this match point from being used as coordinates on tracks found
later in the given event. This match point poisoning was essential in
speeding up the track finding programs. The match point poisoning also
determined the call sequence of the dipole, cylindrical, and plane track

finding programs. This call sequence was chosen for maximum processing

speed.

F. Vertex Finding

At the end of the track finding and primary fitting of a given
event, there existed a single beam track and several solenoid helices
found either in the dipole fitting routines or the solenoid fitting
routines. It was then necessary to associate this beam track, and the
several solenoid helices uwith a vertex structure defined by the given
event’s topology. In the K'p » K n*n topology of this analysis, only a
single primary vertex with two outgoing particles was needed. Thus only
this simple vertex topology will be discussed here. In this experiment,
vertex association was performed at the end of the production job by a

complex multi-topology vertex finding program.
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Primary vertices uere found by finding a point in space which min-
imized the sum of the squares of the distances from this point to each
track (including the beam). A vertex was then defined, 1if this sum
divided by the number of outgoing interaction tracks was less than 4
cm. The vertex finding program first attempted to form a vert;x with
‘ all the tracks present in a given event. I1f the above criteria was not
‘met, all vertex combinations with one track rejected were then tried.
This proceedure was repeated until a vertex was defined. If more than
one set of vertex associations was possible with a given number of out-
going tracks, the best vertex according to the distance sum was chosen.
Cuts were then made to assure this vertex uwas inside the liquid hydrogen
target. In the final K'p » K'm*n event sample, events with a beam track
forming a primary vertex with two outgoing tracks uwere chosen.‘ The tuo

outgoing tracks uwere also chosen to be charge conserving.
G. Geometrically Constrained Track Fitting

once the final event topology uas chosen, it was possible to refit
an entire event constraining the beam particle and the tuo outgoing
solenoid tracks to meet at a common ;ertex point. This final fitting
was performed by a FORTRAN fitting routine ;alled MVFIT. MVFIT wuas
designed to do geometrical as well as kinematically constrained fitting
to many complicated event topologies. In this analysis MVFIT was used
to geometrically constrain the K'p » K n*n two prong events. The input

values to MVFIT were the beam fit parameters, the beam fit error matrix,

and the solenoid coordinates which were stored for each track. MVFIT
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then performed a chi-squared minimization of these coordinates with res-
pect to two helices constrained to the same vertex point. Chamber sig-
mas were also determined (see section 1I), and fed into this program.
These sigmas were corrected by MVFIT for multiple scattering, and uere
then used to properly normalize the chi-sgquare sum. The contribution of
the beam to this chi-square sum uwas calculated using the closest
'approach of the beam particle to this constrained point. The beam con-
tribution to th;‘chi—square was then properly normalized by using the
error matrix of the beam track.

As uwell as outputting the fitted track parameters, MVFIT also out-
put an error matrix for these track parameters, and a fitted vertex
position. Elements of the track parameter error matrix were used later
in this analysis in calculating the expected momentum resolution for
individual tracks. As will be explained in the resolution cut section
of chapter V, cuts were made on these expected resolutions in order to
get rid of very poorly measured tracks.

The constrained fit results gave the best estimate of each solencid
track’s parameters. At this point the three momenta of each interacting
particle uas calculated by MVFIT. First the incoming beam particle three
momentum was corrected for energy Iéss in the liquid hydrogen target.
Next the total momentum was calculated for all solenoid tracks that uwere
not linked to a dipole track. The three momentum of these tracks uere
then calculated. Finally for the set of dipole tracks linked to a sole-
noid track, the total track momentum was taken from the previous dipole
crossing calculation. Using angles from the new solenoid constrained

fit, the three momenta of these dipole tracks were then calculated. The
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vertex banks swere then filled with the new constrained fit vertex
values. As before the charge of the tuoboutgoing particles was deter-
mined by the rotation sense of the given particle’s helix.

Assuming the event fit was a K'p = K-uw*n event, the positively
charged track was defined as the pion and the negatively charged track
- was defined as a kaon. Using these identifications, energy loss correc-
.tions were made to the interaction particle’s three momentum te account

for energy loss in the liquid hydrogen target and target jacket.
H. Alignment

In the unpacking subsection of this chapter, it was stated that
coordinates uwere calculated using known alignment constants for chamber
offsets. This was a gross over simplification of the alignment process,
but since spectrometer alignment is not related directly to the track
finding and fitting processes, its discussion was left until after these
subjects had been presented. Actually chamber alignment was performed
before the data was processed through the LASS track finding and fitting
production code. i

The starting point for the alignment ofn all devices in the LASS
spectrometer was an optical survey done wusing a transit before this
experiment was run. Using these optical constants it wuwas possible to
start a self consistent computer tracking and fitting alignment of the
spectrometer. The z constants fof the spectrometer’s devices uwere taken
in this alignment process to be at their optical survey positions. Thus
this proceedure only modified the x and y chamber shifts given by this

survey.
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In the first step of the alignment process beam particles (73)
triggers, taken with both the solenoid and'the dipole magnets off, were
analysed. Beam particles found and fitted in the beam tracking routines
were first extrapolated linearly through the six solenoid PWC planes. If
18 associated coordinates (X, Y, and E hits for 6 chambers) uer;—found
in the solenoid, a least squares fit was then performed to these 18
"coordinates. The resulting line was extrapolated back into the beam
chambers where residuals were calculated in the nine beam PUC wire
planes, as uell as the 64 hodoscope. A plot of the missing XY counter
hits was also made in order to align this hodoscope. Residuals were
a]so_calculated in the 18 solenoid PWC planes, and extrapolating the
least squares fit line into the twixt region residuals uwere calculated
in the four twixt PUC chambers. Using the calculated residuals for hun-
dreds of such events all the PKC chambers in the beam, solenoid, and
twixt region had their offset constants shifted. This straight through
alignment proceedure was then repeated once again. This proceedure uas
repeated until an internally consistent set of alignment constants uas
obtained for the beam, solenoid, and twixt PWC chambers, as uell as the
8¢ and XY scintilation hodoscopes.

In the second step of this proéeedure the field off beam particle
triggers were once again used. Fitted beam p;rticles were first extra-
polated into the solenoid and twixt PWC plug chambers uwhere coordinate
associations were found. If all these planes had coordinates, a least
squares fit wuwas then performed on these coordinates yielding straight
line track parameters. This fitted straight line was then extrapolated

into the dounstream region. In the downstream region residuals uwere
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then calcutated for the four downstream MS spark chambeEs, as uwell as
the JHdouwn PUWC. Residuals were also calculated in the beam, solenoid,
and tuwixt PWC chambers. Using these residuals for several hundred such
events, the alignment constants were once again shifted. This .second
proceedure was repeated until a consistent set of alignment constants
" was found for these chambers. |

The CD spazﬁ chambers,and the MS1T and MS27T gspark chambers could
not be aligned by this proceedure since they had styrofoam plugs in the
beam region. The MS chambers in the dounstream also had plugs in the
beam region, but with the dipole off fhe beam did not travel through
these plugs. These CD, MS1T, and MS2T spark chambers uwere aligned by
using field off high angle tracks. The alignment of these chambers was
made consistent with the rest of the spectrometer by calculating residu-
als, and calculating neuw alignment constant shifts. Using these high
angle tracks, the z positions of all chambers in the system were also
checked by looking for correlations between track angles and solenoid
residuals over several hundred events.

As the last step in the planar chamber and hodoscope alignment, the
solenoid and dipole magnetic field on data was used. Particles were
tracked and fitted throughout the spectrometer, and residuals were then
calculated for several hundred events. only very small shifts in the
planar chamber constants were necessary due to turning on the magnetic
fields (E X B effect).

The proceedure cutlined above aligned every device in the spectrom-
eter, with the exception of the cylindrical chambers. The cylindrical

chambers were aligned separately from the plane chambers and hodoscopes.
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The cylindrical chamber’s external alignment constants consisted of a
reference point in space and a set of Euler angles for the PWC cylinder,
and a reference point in space and a set of Euler angles for the c}lin-
drical spark chamber package. The internal constants consisted. of a ¢

rotation angle about the cylindrical axis for each separate cy]indrical

wire plane.
Internal constants for the cylinders were determined by first using

high angle field off data to calculate and shift constants until a con-

sistent set had been found. This proceedure of calculating, shifting,

and then recalculating was then repeated using solenoid on data. There
were shift differences seen as large as 1.5 mm caused by turning on the
solenoid magnetic field. These shifts were a consequence of the uell

knoun E X B effect seen in all spark chambers place in high magnetic

Lialde
FTi1eIrus.

The c¢ylindrical external alignment constants were determined by

using field on high angle tracks. Tracks with a large number of associ-

+ad aenl 1 - v ¥ 3 -
ated solenocid plane coordinates were fitted using only these plane coor

dinates. Tracks uwere then extrapolated back into the cylindrical cham-
bers. A chi- square sum of the difference between these extrapolated
lines and the chamber wire hits for several hundred events wuwas then
formed. This chi-square sum was then minimized with respect to the
external cylindrical constants. The results of this minimization uere

used to fix these cylindrical external alignment constants.
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1. Calculation of Plane Sigmas

In each of the chi-square fitting routines meantioned in this chap-
ter, a set of sigmas were needed for the fitted chamber planes in order
to normalized these chi-square sums. These sigmas for most chambers in
- the system uere set to first order by merely plotting tracking residuals
4for these chamber planes for a set of well corroborated tracks, and then
calculating sigm;; from these residuals. The chamber sigmas calculated
in this manner Wwere quite good enough for normal track finding and fit-
ting purposes. The fit error matrices from both the final beam chi-
square fit, and the MVFIT two prong vertex constrained fits though uere
used to simulate track resclutions for making resolution cuts (see chap-
ter V section E). The resulting fit error matrices in both cases were
very sensitive to the exact value of these chamber sigmas. Thus the
sigmas for the beam chambers, and the solenoid chambers had to be calcu-
lated more carefully.

In calculating the sigmas for the beam PWUC planes, a set of several
hundred beam tracks with coordinates in all nine beam PHC planes were
used. Residuals for these tracks uere then plotted for each plane sepa-
rately by leaving out this given plane in a Ijnear chi-square fit, and
then calculating the distances from the coordinate to the resulting fit
line. The plane sigmas obtained from these- residuals were guaranteed to
give a properly calibrated beam track error matrix, when they were used
to normalize the beam track chi-square.

The calculation of the sigmas for the solenoid chamber planes uwas

done using the standard Kwn data sample. Residuals uwere first plotted
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for these Kmun events in the solenoid by alternately leaving out each
given solenoid plane in the full MVFIT ve}tex constrained two prong fit
to these events. The differences betuween the fitted tracks, and the
track coordinates 1in the left out solenoid plane were then plotted.
These residuals were used to calculate sigmas. - The calculated éigmas
were also checked for sensitivity to cutoff parameters in this calcula-
‘tion, and were found to be insensitive.

Once these._golenoid sigmas had been calculated they were used as
input to the Monte Carlo job, which calculated fitted tracks in exactly
the same manner as the data job (see Monte Carlo section). In perform-
ing this part of the study the Monte Carlo was throun with the best
estimate of the Kmwn physics distribution available. Sigmas were then
calculated in the Monte Carloc job and compaired with the data sigmas.
torrections were then made to the Monte Carlo input sigmas, and neu
Monte Carlo output sigmas were calculated. This process was repeated
until the Monte Carlo output sigmas matched the data sigmas. The final
Monte Carlo input sigmas thus gave the best estimate of the solenoid
chamber sigmas.

The chamber resolutions presentgd in chapter 11 for the solenoid
devices were the sigmas calculated in this manner. As a final check of
these sigmas, the Knn data sample wuas passed through MVFIT using these
solenoid plane sigmas as the input sigmas. - A histogram of events as a
function of confidence level from this fit was then seen to be quite
flat as would be expected. This set of solenoid sigmas then guaranteed a

properly calibrated MVFIT track parameter error matrix.
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Chapter v

DATA PROCESSING AND SELECTION

In the last chapter, a brief description of the internal workings
_of the LASS track finding and fitting routines was presented. In this
chapter, an ové;Qieu will be given of how these routines uere used to
process, and select a final K'p = K- n*n event sample from the ~40 mil-
1ion events written to magnetic tape during this experiment. Kinemati-
cal variables wused to describe the K'p » K'u*n reaction will be dis-

cussed. Finally rau data plots will then be presented and discussed for

this final data sample.
A. Data Processing

Shoun in figure 17 is a schematic diagram of the data processing
chain used in this analysis. In this processing, raw data was first
read from tape, and then passed thrqugh the LASS production job. This
production job called the unpacking, the track‘finding, the primary fit-
ting, and the vertex finding routines described in the 1last chapter.
Once raw data for a given event had been processed through this produc-
tion job, fitted track parameters existed for the beam particles and all
outgoing charged interaction particles, as well as an associated vertex.
These resulting parameters were then written to magnetic tape to form a

primary data summary tape (DST).
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Sample Size Type of Failure or Cut Sequential Percentage Losses

42 x 10° events

\/

PRODUCTION JOB software trigger failures 84.0 X
- software fiiter raw data unpacking failures [ 24
- track finding beam track reconstruction failures 8 X 16.0 X
— event reconstruction — . .
event reconstruction failures 2%
Data Summary 4 x 10° events
Tapes (DST)
EVENT FITTING JOB loose missing mass cut 308 X
- topology selection topolugy selection failures 560 X 89.9 X
-~ geometrically vertex cuts 28 % ’
constrained fitting event fitting tailures 0.7 X%
405,081 events
K EVENT SELECTION JOB 0.7 < u" < 2.3 GeV cut
E 60.0 X
~ kinematical selection 0.0 < |t} < 0.2 (GeV/c)" '
- PASSMC cuu‘ (:line!:l:UCAl PASSMC kinematical cuts 878 X 738 X
and geometrical cuts) PASSMC geometrical cuts 6.0 X :
Km Physica 42,355 events
Data Sample
10-80 3942461

F16. 17--A schematic diagram of the data processing chain. The sequen-
tial percentage of events removed by the major processing cuts
are shoun on the far right. The number of events left after
each stage in the processing are also shoun.



In the processing of this data, only raw events tagged as T0 trig-
gers uere used. The 40 million raw data events on magnetic tape were
subdivided into blocks of events called runs. Each run "consisted of
approximately one tape’s uworth of data, and represented about one hours

data taking on the LASS spectrometer. There uwere nearly 1000 good runs

by the production job, and uritten to primary DST separately.

The only major data cut imposed by this production job on the rau
data was a two prong softuare filter. As was meantioned previously, the

40 million events written to magnetic tape during this experiment

included almost the entire

iy

p inelastic cross section, The processing

time involved in fully analysing these events was quite large, and the

majority of these events were not tuo prong events. Thus to speed the
analysis of a tuo prong data sample from these 40 million raw events, a

software filter, wusing raw multiplicities in the solenoid PWC’s, uas

devised.

“+

Shoun in figure 18 is a logical diagram of this software filter.
In this diagram 31.5X refers to the number of clustered wuire coordi-
nates in the 1.5 PUC X readout wire plane. Similarly JPWC CYLINDER
refers to the number of clustered wire coordinates in the proportional
cylinder for this given event. This software filter selected ~ 15 % of
the raw T0 events, and these rau selected events uwere then processed
through the rest of the production code.

A separate study was later made compairing this software filtered

processed data sample with several unfiltered fully processed runs. The

efficiency of this softuare filter for selecting two prong events uwas
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SI.5X<2 e SI5Y<2 o=
1 NO

ZPWC Cylinder 23 "
l NO

SI1.5X+Z1.5Y>6 ——>
| YES
l NO

«— SI.5X+31.5Y<4

YES l "

22.5X+22.5Y+322.5E>9 o=

[ no

S3.5X+33.5Y+2X3.5E>9 —*

juang buiog

NO

Passing Event
9 — 80 - 3942A26

FI6. 18--A logic diagram of the software filter,
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found to be approximately 80 %. The filtered and unfiltered k'p + K u*n
data samples were also carefully compaired 1in order to check for possi-
ble biases imposed by thfs tuwo prong filtering process. No notable dif-
ference between the two data samples was seen.

The production job in this analysis uas protected against t;o gen-
eral types of program failures, which made events impossible to analyse.
-These failures were first noted by the production job, and then the
associated events uwere discarded.

The first general type of failures were the unpacking failures
(KFAILS). If the production job was unable to unpack a given event for
any reason, processing of the given event was then terminated. Unpack-
ing failures were generally due to some hardware failure in a given dev-
ice’s read-in system during the experimental data taking. For instance,
an MS chamber was missing a fiducial spark, or a given device’s data was
garbled. Protection was also made here for possible overflouw of software
storage banks used to store the rau data during processing.

The second general type of failures were the processing failures
(IFAILS). 1f the production job was unable to analyse an event for any
reason processing of the given event was terminated. These failures
were generally due to an attempt to “overflow some storage bank in fhe
production code. A typical error of this tyﬁé was the program finding
more tracks than it was able to store away }15 tracks was the set maxi-
mum) .

After the beam track finding and fitting routines were called
approximately 8 % of the events passing the softuare filter requirements

were found to have no reconstructable beam track. The events with no
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reconstructable beam tracks were also discarded at this point in the
data processing. Shouwn in figure 17 are the percentages of events pro-
cessed by the production job which were rejected at each point 1in the
production job.

At the end of the production job’s processing of a given run,
scaler information, and production failure information was wuritten to

4the primary DST. This information was necessary for calculating the

reaction c¢ross ;;ction for this experiment. Along wuwith the scaler
information and the failure information, a production job monitor record
was also written +to both the DST and to hardcopy paper output. This
production monitor record consisted of 804 important numbers such as
chamber efficiencies, average number of tracks/event, and chamber resi-
duals for the given run. These 804 numbers uere primarily used to moni-
tor the output of the production job. These production monitor records
were also used in conjunction with the loghooks written during the data
taking to discard bad runs. Bad runs uwere runs which had some harduare
problem during this hours worth of data collection which adversely
effected track finding. Such runs were discarded outright. These bad
runs amounted to only a small fraction of the runs processed through the
production code in this experiment.

After all the +~1000 raw data tapes had been processed through the
production job, approximately 50 high density magnetic tapes of primary
DST data were left. These primary DST tapes carried all the information
necessary for event normalization; as well as event topologies, primary
fit quantities, geometrical quantities, and solenoid coordinates for

each processed event. At this stage in the data processing, no attempt
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had been made to select out the K-p =+ K n*n event topology except for
the rough tuo prong cut imposed by the software trigger.

The next step 1in the data processing chain was event topology
selection and geometrical fitting. Both of these chores uwere done by
the fit job (see diagram 17). The fit job first read events féom the
primary DST. Rough kinematical cuts were then made to extract the K'p -
"K-1*n two prong data sample. The first requirement made on these tracks
was that they had to have a primary vertex consisting of a beam track
and exactly tuwo charged outgoing tracks. Charge conservation was also
required on these tuwo outgoing charged tracks.

After these rough kinematical cuts had been made, MVFIT was called
to perform geometrically constrained fitting on these tuwo prong charge
conserving events (see chapter IV section 6 for a description of MVFIT).
For a small percentage of events passed to MVFIT, the chi-square minimi-
zation process in MVFIT did not converge. These events uWere discarded.
After MVFIT processing a confidence level cut was also imposed on the
constrained event fits. Events with MVFIT confidence levels of less
than .001 were also discarded.

Using the resulting fit parameter from MVFIT, a vertex cut was then
imposed. The fitted vertex uwas req;ired to be inside the liquid hydro-
gen target. The z coordinate was required to Be in the range 18.8 cm to
107.6 cm, and the xy position of this vertex was required to be inside a
radius of 2.3 cm. Using the MVFIT three momenta of the interaction par-
ticles, a cut was also made on the missing mass opposite the tuo charged
particles, assuming that the negative particle was a kaon and the posi-
tive particle was a pion. This missing mass squared was required to be

in the range from -0.5 GeV? to 2.5 GeVZ,
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After the processing of a given event through the fit job, all
events passing the fit job cuts uere uriften out to a mini-DST tape.
The record Written to this mini-DST for each event was very small con-
sisting of less than 60 32-bit IBM words. This 60 word record contained
the kinematical variables, beam track three momentum, the two outgoing
particle’s three momentum, and various geometrical quantities needed to
‘define the final event sample. After all the primary DBST data was ana-
lysed through th;‘fit job and events had been rejected, ~450,00 events
had been uritten to this mini-DST.

This single mini-DST tape was used as the input tape to all the
data analysis routines used in this Kmn analysis. Before processing
these events through each analysis job, a final set of event cuts uere
made in a routine called PASSMC. This subroutine made all the final
kinematical and geometrical cuts which were necessary +to define the
final K'p = K 1*n data sample. Before fully describing these PASSMC
data cuts, it 1is first necessary to discuss the kinematical variables

used to describe this K*p » K~n*n final state.
B. Kinematical Variables

At the end of the fit job there existed geometrically constrained
charge conserving two prong events. It was then necessary to isolate
the K'p =» K m*n events in this data sample from all other competing tuo
prong reactions. This uas done by identifying the tuwo outgoing charged
particles in a given event with a particular reaction hypothesis (K'p ~»

K-p, Kp= Knu*Xx®, etc.). For this particular hypothesis the MVFIT
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three momenta of the beam and the two outgoing charged particles could
be used to calculate standard kinematical variables. For instance if
the reaction K-p + K 7*X% was assumed, the negatively charged particle

in a given event uas identified as a kaon, and the positively charged

particle as a pion. The missing mass squared opposite the K w* system
was then calculated using standard four vector products as:
2 _ we _ _ _ 2 V.1
MM® = My = ( Ppeem * Ptarget Pg- Po+ )

K-n*n final state (see the next section).

Once the K-m*n final state data sample was selected it was neces-

ary to define kinematical vari

0

ables to fully describe this data in the

following analysis. Six variables were needed to fully determine this

tuo prong reaction. In the following analysis, the six variables chosen

+n ¢
t0 8§

s - the center of mass energy squared of the
K- beam particle plus the p target parti-
cle

¢1ab — the laboratory ¢ angle of the missing neu-
tron with respect to the laboratory carte-
sian coordinates

M(Kn) the invariant mass of - the outgoing K-mw*

system

t’=t-tmin - where t is the 4-momentum transfer squared
betueen the K- beam particle and the out-
going K n* system, and tmin is the minimum
kinematically allouwed value for {tl

cos8j, $; - where cosfj; and ¢; are the Jackson angles

defined in the center of mass of the K-71*
system 2' (see figure 19)
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FIG.
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19--A diagram showing the definition of the t-channel helicity or
Jackson angles, 6; and #35, in the outgoing X 1t center of mass.
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Since this experiment was run at a nearly fixed incident beam momentum,
s to a good approximation was a constant. Without a polarized target,
the physics was also independent of ¢]ap. Thus there uwere four inter-
esting variable left. These four variables will be used to describe this
K'p » K m*tn data in the following analysis.

These kinematical variables were all calculated in the standard
'manner, with the exception of t, using the MVFIT geometrical constrained
and energy loss ;;rrected three momenta. For instance using these three
momenta and the K- n* particle associations, momentum four vectors could

be calculated for the outgoing K- and w* particles, and the invariant

K-n* mass computed using the standard four vector product:

Mlz(rr= ( Py + Py )2 . V.2

Once the final K*p » K n*n data sample wuas chosen it would have
been possible to add one kinematical constraint to this final data sam-
ple, since the missing mass opposite the outgoing K- and w* was knoun.
Imposing this kinematical»constraint, in MVFIT fitting, did not change
any of the four interesting variab]es! for given events, noticeably uith
the exception of t. Thus kinematically constrained fitting was not per-
formed on the final data sample. A nonstandard calculation of t uas
used though, which imposed this constraint explicitly. The result of
this t calculation versus a full blow kinematically constrained ¥fit
agreed to a feu tenths of a percent. The resclution on t calculated in
this manner uas far better than the resolution in t calculated by the

conventional four momenta product calcutlation.
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€. Selection of the Final Kmn Event Sample

As was meantioned previously, the single mini-DST tape formed the
input data to all physics analysis programs used in the following data
analysis. A routine, PASSMC, was called 1in each analysis prog}am to
reject bad events before any data analysis was performed. The PASSMC
data cuts could be classified into three basic types; kinematic cuts,
trigger cuts, agg geometrical cuts.

The main purpose of PASSMC was to define a final K-"p = K-1*n data
sample. A secondary purpose of this routine was to define clean kine-
matical, geometrical, and trigger cuts on the data sample to make possi-
ble the Monte Carlo acceptance correction calculations uwuhich wuwill be
discussed later. By imposing PASSMC cuts on both the Monte Carlo events
as well as on the mini-DST data events, identical f{final cuts were
assured on both event samples.

The primary kinematical cuts imposed in PASSMC were a missing mass
cut, and an elastic cut. The missing mass cut required the missing mass
squared opposite the two outgoing charged tracks, assuming a K'p » K m*n
reaction hypothesis, to lie in the range 0.2 GevZ to 1.1 GevVZ for each
event. This cut served to select the neutron recoil K-uw*n final state
from other possible charge conserving two prong reactions. The elastic
cut served to remove the major source of background in the resulting
sample. Elastic events in this program were defined by the requirements
that; 1) the outgoing K- particle had to have a momentum greater than
8 GeVsc, 2) the missing mass squared opposite the outgoing K- particle

had to be in the range -2.0 Gev? +to 5.0 GeVZ, and 3) the missing mass
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squared opposite the two charged outgoing tracks, assuming an elastic
hypothesis, had to be in the range -0.2 GeVZ to 0.2 GeVZ. Events satis-
fying these conditions uere rejected. This cut also removed most of the
diffractively produced K°p - K nlp events. Background K-p - KOXO »
p¥n-X0 events were also cut from this data sample in PASSMC by reﬁoving
events with a two prong invariant mass, assuming this Ko decay hypothe-
.sis, in the range .482 GeV to .513 GeV.

Trigger cuts were imposed in PASSMC to put more stringent require-
ments on the definition of an event trigger. First the trigger hole in
the PWC 1.5 trigger requirement was increased from 3.2 cm to 3.6 cm, A
cluster cut was also imposed on these associated points in PWC 1.5 x and
PHC 1.5 y planes such that if the K- and 1* coordinates uwere closer than
.3 cm in a given plane, they uere treated as a single hit in forming
this trigger requirement. Events were then required to have associated
coordinates on the K- and 7m* tracks which satisfied the main T0 trigger.

The last set of cuts imposed on the mini-DST data sample by PASSMC
was a set of geometrical cuts. These cuts uwere performed separately on
each of the two outgoing tracks. The first cuts made on these tracks
were cuts on their expected momentum resolution calculated using the
MVFIT error matrix. These resolution cuts will be described in greater
detail at the end of this chapter.

Next geometrical cuts were made on those tracks found in the dipole
track finding routines. The dounstream line of each of these tracks uas
extrapolated to the downstream face of the dipole magnet, the MS4D spark
chamber, and the HA-HB scintilation hodoscope. Aperature cuts were then

made at each of these three devices. Events with a dipole track outside
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of any of these aperatures uwere rejected. Events uere also rejected if
a dipole track extrapolated into the LP3 veto scintilation counter.

The last set of geometrical cuts was made on events found using the
cylindrical and plane track finding routines. Cuts were first imposed
which rejected solenoid tracks uith helical radii smaller than a given
o minimum. A cut was also made imposing a minimum forward 6 angle on any
"solencid found track. Lastly a cut was made imposing a minimum longitu-
dinal momentum o;-these solenoid tracks. This last cut effectively dis-
carded events with helices containing multiple turns between consecutive

solenoid plane chambers.

~Shoun in table 6 is a list of the PASSMC cuts imposed on this data,
Wwith the percentage of mini-DST events rejected by each of these cuts.
As well as the PASSMC cuts, the final data was also restricted to a 1t”]|

region less than .2 GeVZ2, This restriction served to isolate the pion
exchange portion of this reaction as will be described later. Mini-DST
events not rejected by this set of standard cuts then formed the stan-
dard K'p » K n*tn data sample used in the rest of this analysis. With
all these cuts imposed, this standard K*p » K n*n data sample consisted

of 42,355 events in the Km invariant mass range from 0.7 GeV to 2.3 GeV,.
D. Raw Kmn Data Distributions

To conclude this chapter a feu raw data plots will be shoun. The
data sample used in producing these plots consisted of the standard Kmn

event sample discussed in the last section. In figure 20 1is shoun an

invariant Kr mass histogram of this standard event sample. The most
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TABLE 6

PASSMC Cuts

Typical Percentage
Cut Type of Data Lost

Kinematic Cuts -

1) Elastic CUt ...ttt rnncnns 25.1 %
2 T | C 1 1 R 41.8 %
3) KO Cut oottt ittt et .8 %

Trigger Cuts and Target Cuts -

1) PWC 1.5 active area cut ......... .6 %
2) More Stringent 70 trigger ....... 1.7 %
3) Target Cuts .....vviiivenninnnns 1.0 4
Geometrical Cuts (Dipole Tracks) -

1) Dipole Aperature Cut ............ .2 %
2) MS4D Active Area Cut ............ .3 %
3) HA-HB Active Area Cut ........... <.1 %
4) LP3 Veto Requirement ............ <.1 %
Geometrical Cuts (Solenoid Tracks) -

1) ]6]<.03 radians .....oiiiiiinannn <.1%
2) Helical Radii ¢ 3.0 cm .......... .1 %
3) P <(.035 P + .030 GeV) ........ .3 %
4) P € .350 GeV/C .. iireieronannens <.1 %
5) op € .500 GeV/c ...t 2.0 %
6) 0p/P € L100 oeveniieiieaans <.1 %
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FI16. 20--A histogram of the K n* invariant mass for the standard K'p =
K-n*n data sample.
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striking features in this histogram are the tuwo sharp peaks correspond-
ing to the K*(895) and the K*{(1430) resonances. There is also some hint
of structure in the mass region around 1.8 GeV, but besides this hint,
there is little evidence for any other resonances besides the tuo well
known leading K* resonances.

A great deal more structure is revealed when another dimension is
"added to this Km invariant mass plot. Shown in figure 21 is a projected
three dimensionér plot of the Kv invariant mass versus cos§;. The
heighth of this surface gives the number of events per bin arbitrarily
scaled. The data sample used to produce this raw data plot consisted of
thevstandard data sample with looser missing mass and t/ cuts imposed
(0.0 GeVZ ¢ MMZ ¢ 2.0 GeVZ, [t7]<1.0 Gev2). The K*(895) 1is once again
clearly visible as a ragged wall in the low mass region of this plot,
and at slightly higher mass sharp peaks in the forward and backuard
cos8; regions are indicative of the K*(1430) resonance.

Besides the two well known leading resonances interesting high mass
structure can also be seen in this plot. One of the most prominent
struqtures in this high mass region is the steep forward peaking ridge
in the very foruard cos8; region extending from the K*(1430) resonances
up to very high Kw mass. This ridge“becomes steeper as one increases in
mass, and is indicative of K n* diffractive scattering. The fall off of
this ridge at high mass is due to the limited acceptance of this experi-
ment’s trigger (see chapter VII section B.?). The foruard ridge in this
plot has a broad peak at a Kw invariant mass near 1.70 GeV. This peak
combined with a broad bump at an invariant Knr mass of 1.80 GeV and a

cosfj of around -.5 could be considered to be indicative of the K*(1780)
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FIG. 21--A projected three dimensional plot of cosf;j vs the K u* invari-
ant mass. The vertical scale represents the number of events
per bin. There are approximately 1000 events in the highest
bin on this plot.
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resonance. At higher masses there also seems to be a great deal of
structure in both the forward cosf; region'from 0.0 to 0.7, and also in
the very backuard cosB; region. 1In any case it is clear that there is a
great deal more structure 1in this data than a simple Ku invariant mass
histogram would indicate.

A slightly different way of viewing this data is shoun in figure
S22, These eight Km invariant mass histograms consist of data from dif-
ferent consecutive cos§j bands each with a width of .25.  The data sam-
ple used to make this plot consisted of the standard Kv data sample with
the normal missing mass and t/ cuts applied (0.2 GeV2 ¢ MMZ ¢ 1.1
Gevf,lt'l<0.2 GeVZ). The change of apparent mass and width of the reso-
nance structures is dramatic in the different cos8; slices. In particu-
lar the K*(1430) peaks at ~1.430 GeV 1in the forward and backuward cos8;
direction, but peaks substantially lower near cos6j; equal to zero. This
effect will be shown later to be due to S wave and P wave interference.
Interference effects are so strong near the K*(1780) resonance region
that here the mass and width of this invariant Kuw mass bump varies
rapidly with even small changes in cosfj.

It is clear that in order to understand the angular structure of
this data a more sophisticated analygis must be performed. The follou-
ing chapters will present a more sophistica%ed analysis of this Kmn

data.
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22--Eight K-w* invariant mass histograms in consecutive cos8;

slices for the standard K*p -+ K-w*n data sample.
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E. Track Resolution Cuts

In the following analysis a good understanding of the spectrometer

resolution was required for several purposes; 1) to understand and cor-

ect § Knn data sample, 2) to

final resonance widths for resolution smearing in mass, and 3) to remove

and correct for Kun events with poorly measured tracks. For the first

two purposes the spectrometer resolution uas calculated using the Monte
Carlo as Will be described in chapter VII section B. For the last pur-

nce raconlutinan cute were
gge resciutio ts ere

u n cy erformed on

v both the Kun data samp

he Kun nple,

¥

? h and the
Monte Carlo event sample, as will be described in this section.

In the final event sample, there were certain types of tracks found
in the solenoid track finding and fitting routines uhich had extremely
poor momentum resolution. An example of such a track would be a high
momentum forward K- particle with very little transverse momentum, which
decayed before reaching the dipole. Such tracks traveled 1in nearly
straight Yine trajectories, and the absolute momentum of these tracks
were thus very poorly measured. For such tracks the momentum measurement
was often so poor that the associated event added no useable information
to this analysis. The Monte Carlo simulation\of such events uwould also
have depended on the extremely fine details of the chamber resolutions.
Thus in this analysis events containing these poorly measured tracks
were cut both from the Monte Carlo event sample, and the data event sam-
ple.

To remove these tracks, the MVFIT output correlated error matrix

described earlier was used. This error matrix contained the correlated
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errors ({xgXgYr»<{XoYo0Y:{xoR>,etc) of the track parameters
(Xo,YosR,d#/dz,$9) for each of the two tracks fitted in this vertex con-
strained fit. Propagation of error formulas were then used to derive
the momentum error on each solenoid track in terms of the associated
track parameter’s correlated errors. The resolution error on a given

track in terms of its track parameter’s correlated errors was given by:

PP - q® B? g R® (9% <dRdR> - 2 R <dR4(P)>
- 2 d dgy
{1+ R (3 (&
— 1 <d($®)d()> % v.3
°
Op = Vv <dPdP> Where q = 0.02998 GeV/(Kgauss—M)

Monte Carlo and data events were then rejected in the subroutine PASSMC
(see chapter V section C) if the given event had a solenoid track with a

op greater than 500 MeV, or a op,/P greater than 10 Z%.
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Chapter VI

MOMENTUM CALIBRATION, BACKGROUNDS, AND NORMALIZATION

4_A. Momentum Calibration

In order to assure proper experimental mass values for the Kw reso-
nances fit in this analysis, if was necessary to check the calibration
of the three momentum measuring systems in the LASS spectrometer; 1) the
beam, 2) the solencid, and 3) the dipole. For the solenoid and the
dipole magnets this calibration factor was defined by respective mag-
netic field constants. In the beam hodoscope this momentum constant was
defined by bin constants for the eleven P-hodoscope momentum bins.

The first step in this process of momentum calibration was to check
the dipole and solenoid magnetic field constants, which had been mea-
sured previously using magnetic probes. These constants uwere checked by
performing fits to inclusive K% » n*n~ events. In this study the n*w-
invariant mass squared of these K6 decay events were fit to a Gaussian
term plus a simple polynomial background. Two separate fits were per-
formed. The first used events where both decay products had been mea-
sured in the solenoid. This fit then tested the solencid magnetic field
constant. The second fit made use of events where both decay products
had been measured in the dipole. This fit then tested the dipole mag-

netic field constant. The tuwo fits yielded the following values for the
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fitted K° mass:

2-solenoid tracks 496.7%+2.0 Mev

2-dipole tracks 487.1*1.0 MeV

where the errors are conservative estimates of the systematic errors
_present in the fits. The fits were shoun to be insensitive to the exact
form of the pol;homial background used. These fits are seen +tfo agree
quite well with the accepted value of 497.7x.1 MeV for the K° mass 3.

Once we were fairly confident about the dipole and solenoid mea-
sured magnetic field constants, the P-hodoscope was then calibrated with
respect to the dipole magnetic field. Tau decays of beam kaons (T4
triggered events), with all three decay products measured in the dipole,
were used in this process. For each tau decay event, the three momentum
of the three decay products were added, and the resulting momentum was
corrected for energy loss in the spectrometer. The dependence of these
corrected momenta versus the eleven P-hodoscope momentum bins was then
fit yielding the bin constants for each P-hodoscope bin.

A final check on the momentum calibration of the beam, the sole-
noid, and the dipole was provided by a fit to the K'p » K-n*X? missing
mass squared spectrum shown in figure 23. In performing this fit, the
missing mass shape used to fit this missing mass squared spectrum uas
generated using Monte Carlo events. The exact proceedure used 1o per-

form this fit wWill be discussed in detail in chapter VII section B.7.
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-A missing mass squared plot with a Monte Carlo fit superim-~
posed. The symbol e represents the fitted Monte Carlo missing
mass squared plus a linear background term. The data is repre-
sented by the error bars. The error bars represent the statis-
tical errors on the Monte Carlo spectrum and the statistical
errors on the data added in quadrature.
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The results of this fit gave a value for the neutron mass of:
945.4%3.0 MeV

where the error on this quantity is statistical in nature only. - This
fit value is thought to be quite consistent with the accepted value of
" 940 Mev for the neutron mass within systematic fitting errors.

B. Backgrounds

_ As was mentioned in the last chapter, various kinematicai cuts were
used to isolate the K w* final sample from other possible charge con-
serving two prong reactions. bue to resolution smearing and misidenti-
fications, a small number of background events invariably passed these
kinematical cuts. Shoun in figure 24 is a plot of the missing mass
squared opposite the K u* using the standard K 7*n data sample with a
very loose missing mass cut imposed. In this plot it is seen that the
missing mass structure is quite different above and belou the mass of
the neutron. It is thus easiest to discuss possible background reactions
which contribute in the lou missingemass region, and the high missing
mass region separately. ‘

vVarious reactions could possibly contribute to background events in
the low missing mass region (K*p » K"p, K'p » w*n-n, K'p = Kon"p, K-p -
K-m%p). The targest source of possible background events in this lou
missing mass region was the elastic events. As was mentioned in the

last chapter the elastic events, as well as the charge exchange Eiidecay
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FIG. 24--The missing mass squared spectrum wWith a folded missing mass
squared spectrum superimposed. The symbol @ represents the
lower portion of this missing mass squared spectrum folded
about the neutron mass squared.
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events, uwere removed explicitly by the PASSMC cuts. A Monte Carlo study
was used to shouw that the elastic cut also effectively removed all K'p »
K n°%p background events. The only other possible source of background
in this 1lou missing mass region came from the reaction K'p »_Ebn'p.

mamden ol s
uiiieites sutnt

~a [ T o Tl d
ve v 1 L L

events would feed 1into the small t/ region in which this data uas

selected. Thus in this low missing mass region there uwere extremely few

background events.

In the high missing mass region, a large number of reactions could

macmathly
PSSO

ntribut =+ K w*A%, K-p = A%%K°K?

’ [

» A0 qt, K-p » KO7"m*n, K°p » K n%7%n,etc.). The standard missing mass

cut (0.2 GevZ < MMZ ¢ 1.1 Gev?) imposed on this data removed most of

these back
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the fact that all events containing nonneutral decays of excited baryons

were rejected in the event topology selection. Tight vertex require-

ments also served to supress K° and lamda decays as backgrounds in the
final Kmn data sample. We have used tuo separate methods 1in order to
estimate the amount of background present from these high missing mass
background events in our final Kmn dgta sample.

The first method is demonstrated in figurg 24. Using the fact that
there was very little background in the low missing mass region, and
that resolution smearing was very nearly symmetric in the missing mass
squared, the low missing mass spectrum was folded over the upper missing
mass spectrum at the neutron mass squared. Making the standard missing
mass cut (0.2 GeVZ ¢ MMZ ¢ 1.1 GeV2), and subtracting the folded spect-

rum from the actual data spectrum, the results were consistent with no

background within statistical errors.
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In the second method the leading edge of this missing mass squared
spectrum was fit to a Monte Carlo missing(mass squared spectrum plus a
constant background (for a description of the fit see chapter VII sec-
tion B.7). The results of this fit predicted a contamination of eight
percent background events in the final K n*n data sample. This e;timate
is very conservafive since most of the background implied by the fit was
“in the constant background. This linear background was more likely due
to a slight misuﬁaerstanding of the resolution in the Monte Carlo simu-

lation of K 1*n events, than due to actual background events.

€. Normalization

In order to calculate cross sections from the observed number of
events in this experiment, it was necessary to correct the measured num-
ber of 1incident kaons and the observed number of Kwn events for bheam
losses and event losses. Losses which depended on the specific geometry
of a given event wuere corrected for in this analysis using the LASS
Monte Carlo as will be discussed 1in the following chapter. Shoun in
table 7 is a list of these losses taken into account by the Monte Carlo.
The Knn data fits shouwn in the fo1lohing chapters uere explicitely cor-
rected for these acceptancé losses., Besides tgese Monte Carlo corrected
losses, tuwo other types of geometry independent losses had be to cor-
rected for in order to calculate cross sections for this data; 1) run
dependent losses, and 2) run independent losses. Shoun in table 7 is a

list of these correction factors, and an estimate of the systematic

errors inherent 1in each correction. To calculate the run dependent
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TABLE 7

Normalization Corrections

Co

rrection Type

Correction

Value

Systematic Error
Estimate

MONTE

1D,
2)
3)
4)
5)
6)
7)

Run D

1
2)
3)
4)

CARLO

Geometry

Trigger

Tracking Efficiency
Secondary Absorption
Secondary Decay
Resoclution Cuts
Kinematical Cuts

ependent Factors
Target Density

Beam Deadtime/Doubles
Trigger Deadtime

Program Failures
KFAIL Errors .08 %
IFAIL Errors .06 %

Beam Reconstruction
Failures .02 %

Run Independent Factors

1
2)
3)
4)
5)

K- Decay in Beam

K- Absorption in Beam
Vertex Cut

MT Target Subtraction
Softuare Filter
Inefficiency

.07082 gm/cm?

1.025
1.010

.84

.028
.044
.016
.00

-— b b

1.18

.0028 gmscm3
.013
.005

H+ I+ I+

.10

.003
.005
.010
.01

i+ 1+ 1+ 1+

1+

.06

TOTAL EXPOSURE

1004 events/pb
Systematic Error Estimate

¥12.5 %
¥24.5 %
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factors, this experimental normalization was calculated and added on a
run to run basis. The target density for each run, as was discussed
earlier, was measured on a run to run basis using a platinum resistor
lTocated at the front of the 1liquid hydrogen target. The other run
dependent factors were calculated using the output monitor and scaler
information from the production job. The correction values shoun in
figure 7 have been averaged in this manner over approximately 1000 runs.

The system;;ic error estimate for this normalization has been cal-
culated in two ways. In the first method the systematic error estimates
of each of the correction factors have been added in quadrature. This
addition assumes that the systematic errors uwere uncorrelated, which is
not a well justified assumption. The second method of calculating the
total systematic error was to add the individual systematic errors.
This method assumes the opposite extreme that all the systematic errors
were totally correlated. The actual systematic error is probably some-
where in betueen these tuo extremes. In the rest of this thesis the
systematic error quoted will be the error calculated by adding these
errors in quadrature.

Taking into account all the correction factors listed 1in table 7,

one acceptance corrected event in the follouiqg chapters corresponds to:
$0.00100+0.00012 microbarns/(acceptance corrected event)
Figure 25 shous the total cross section calculated in this experiment **

for the reaction K- p » K w'n versus other experimental measurements of

this total cross section at different incident beam momenta 22, The
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FIG. 25--A sample of total exclusive cross section measurements for the
reaction K'p - K n*n versus K- beam momentum,. The cross sec-
tion measured in this experiment is represented by the symbol a
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total K'p » K 7*n cross section calculated in this experiment is seen to

agree quite well with these other experimental cross sections.

*%* gince wWwe have performed acceptance corrections to our data only in
the region 1t71<0.2 GevZ and 0.80 GeV ¢ M(Kw) < 2.3 GeV, when calculat-
ing the total cross section it was necessary to correct for the number
of events outside of this range. In t’ we have assumed an e 8%t distri-
bution and thus corrected our data using t/ integrals. In mass we have
performed this correction using the average value of the percentage of
events seen in the given mass range from a 10 GeV and 16 GeV experiment;

M. 6rassler gt al., Nucl. Phys. B125, 189 (1977)
and also a 14.3 GeV experiment;

M. Spiro et al., Nucl. Phys. B125, 162 (1977).

1
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Chapter Vi1

ANGULAR MOMENTS ANALYSIS

The central aim in this thesis was to extract the K* resonance
" structure from our standard K'p » K'1t*n rau data sample. As was shoun
using the raw k; invariant mass plots, this extraction entailed the
understanding of the angular dependence of the Kun data, as well as the
invariant mass structure of this data. The selected Kwn data sample
presented in these K7 invariant mass plots was also biased by the vari-
ous acceptance losses present in the LASS spectrometer. It was thus
also necessary to correct this observed raw Km data for acceptance
losses before the K* resonance structure could be fully understood.

The observed distribution function of the rau Kun data sample, P,
was related to the Kwn physics distribution, I, by an acceptance func-

tion A:

P(My,. t', cos 8, ;) = A(Mg,. t', cos 8;, ¢;) I(My,, t', cos 6, ¢;)  YII-1

The kinematical dependence of each of these three functions is fully

described by the four kinematical variables; M(Kw), t’/, cos®j, and ¢;.
In this chapter, a parameterization is first presented for the phy-

sics distribution I. The tuo methods used to fit this parameterization

to the raw data are then presented. A discussion is then given on the
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general structure of the Monte Carlo program used to calculate the
acceptance function A. The method wused to calculate this acceptance

function is then discussed. Lastly, acceptance corrected fits to-this

K'p - K n*tn data uwill be presented.

A. Angular Moments Fitting Methods

In this analysis, the Kwn physics distribution function, I, wuas

parameterized by expanding this function in spherical harmonics. Thus:

Q. x) = ), (4m) 72 (%) Y,,(0)
lm
- » VII.2
X = MKTT' t'
(1 = cosf, ¢;

where the ti1m(x) terms are here defined as the acceptance corrected
angular moments. This parameterization summed to all orders in 1 and m
is quite general, but several restrictions were made on the above sum in
this analysis. |

First parity conservation is knouwn to rule ocut the presence of the
imaginary parts of any spherical harmonics in the above sum 23, Apply-

ing this restriction to the spherical harmonic sum yielded:

o0

(0,%) = D) (4m) V2 (%) (2~ Omo) Re(Y1(0)) viI.3

1 m20
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where &pmo 18 a Kronecker delta, and the sum over m is restricted to only
positive values of m.

The assumption was also made in this analysis that all values of 1
were less than some lusx in the above sum. Likewise all valugs of m
were limited to less than some mpax- only terms with m equal to zero
would have been present if the K'p = K n*n reaction had been mediated
.solely by pion exchange. This was approximately true at small t/
(1t71¢0.2 Gevz);’ and 1in the later fit process it was shoun experimen-
tally that very few m terms uwere needed to describe this Kmn data. The
restriction on 1 came from the observation that at lou Kuw invariant mass
no high spin objects rgsonate in the outgoing Kv system. The physics
under these circumstances should be representable by a finite number of
I terms. This was indeed found to be the case in later experimental
data fitting to the angular moments, timi(x).

Fits to this spherical harmonic sum using the standard Kmun data
sample were performed in small M(Kn) and t’ bins. Integrating I(f1,x),

t1m(x), and P(fR,x) over a given small bin, the following functions

could be defined within this bin:

Q) = fﬂ I(Q, x) dx
P(Q) = /Z’? P(Q, x)dx VII.4

tm = fAm tim(x) dx
At
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where the integral over dx refers to the integral over this small M(Kn)
and t7 bin. With these definitions, and the 1 and m restrictions from

the previous paragraph, the spherical harmonic sum became:

lmn mmx

1(0) =E (4m) 24, 1 (2 = 6,0) Re(Y, () - VIL.S

1 m20

Awithin this given M(Km) and t/ bin an acceptance function was then

defined by the equation:

P(Q) = A(Q) I(Q) VII.6

The fitting of the physics distribution, I, then reduced to fitting the
constant tim’s, using equations VII.5 and VII.6, to the standard Kmn
data sample within these small M(Kn) and t“ bins.

Theoretically given an extremely large sample of Kun events, the
data could have been sliced into an extremely fine M(Kw) and t’ grid,
and the t1n’s would then have been fit in these small bins. Due to the
finite statistics of this experiment though, fits to the rau Km data
were performed in tuwo different ways depending on the physics that
needed to be extracted. To extract the mass dependence of these angular
moments, tim» a single t’ bin was chosen (1t71<0.2 GeV2), and the Kr
invariant mass was binned in multiple small mass bins (typically 40 MeV
wide). To extract the t/ dependence of these moments, the opposite
approach was taken. The rauw Knn data was first binned into large mass
bins (typically 120 MeV wide), and these mass bins uwere - sliced into

small t” bins (typically .02 GeV2Z wide) in the other dimension. The
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tim’s in both cases were then fit as constants within these given mass
and t’ bins, and the desired dependence of these angular moments uwas
then plotted.

In this analysis, tuo separate methods were used to fit the accep-
tance corrected angular moments, within these small M(Kw) and t/ bins,
to the raw Knn data; 1) the maximum likelihood method, and 2) the

4moments method. Both methods were shoun to give the same corrected

angular moments for this data within errors. These methods will be des-

cribed in the next two subsections.
1. Moments Fitting Method

The first method used to fit the acceptance corrected angular
moments, tim» to the raw Kwn data in a given small mass and t/ bin was
the moments method. 1In order to discuss this fitting method it is first
necessary to manipulate a few equations. By substituting equation VII.S
into equation VII.6, multiplying by (2-Smo)Re(Y1,m: (1)), and integrating
the result over 4m in the Jackson angles, equation VII.6 becomes:

1

S (4m) V2 (2 = 6,0) (2~ ) S Re(¥,(@) Re(¥y () A®) a0

1 m20

VII.7

tim = f P(Q) (2~ 6,0 Re(Y,o(0)) dO
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Defining the matrices:

Apym = f (4m) Y2 (2 = 80) (R = 6o) Re(Y)5(Q)) Re(Yy oy (Q))

VII.8
A(Q) dQ
—_ V1.9
My = f P(0) (2 — 6,,6) Re(Yy m(0)) dO
Equation VII.7 then reduces to the simple form:
lmnx mmx
S A b = My VII.10

1 m20

This simple equation forms the basis of the moments fittfng method.

In practice the integral Aiml,m» Were calculated using Monte Carlo
events, as Will be discussed in section € of this chapter. The Mimlsm»
integrals were calculated by using the rau data sample passed through

final Kwn data cuts:

N
~ .1
Myg = D) (2=8,0) Re( Yym(@)) i
i=1

where the sum was over the N Knmn data events in the given small M(Km)

and t7 bin.
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With the Aimirmr» and Mi,m matrices determined, equation VII.10
consisted of N equations in M unknouns. A solution for the tjy’s uas
possible as long as the number of equations was greater than or equal to
the number of unkouns.

Once the tin’s had been calculated using equation VII.10 it was
necessary to calculate the statistical error on these angular moments.
AThe correlated statistical error, Dimlsm-» on the matrix My was given

by the expression:

N
Dlml'm’ = E (zbdm'o) Re( Yl'm'(ni)) (2"6m 0) Re( Yl m(ni)) VII.12

i=1

The error matrix Dimlsmr could then be transformed to give the error

matrix E for the tim’s. In matrix notation:

E=A-1D(A—1 )T VII.13

Since the matrices A and D uere easi?y calculated, the ti1, error matrix
was thus determined.

In practice the solutions to the determined set of equations VII. 10
in this analysis uere calculated using a modified version of a FORTRAN
program developed by G.W.Brandenburg 2%, The raw Kmwn data sample from
the mini-DST, in a given small M{(Kn) and t7 bin, was {irst passed
through the final data cuts in the routine PASSMC in this program.

Passing events were then wused to calculate the M1y matrix. The
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acceptance matrix Aiml,>m, which had been calculated using Monte Cario
events, was then read into the program. Using matrix inversion techni-
ques the determined set of equations VII.10 was then solved. In per-
forming this calculation, an exactly determined set of equatiqns was
always used since no extra information could be gained by overdetermin-
ing this system of equations 25. Equations VII.12 and VII.13 were then
"used to calculate the error on these resulting angular moments. The
moments fitting wﬁethod thus calculated the tin’s, and the tipn error
matrix for each given mass and t’/ bin.

The moments fitting method was mainly wused in this analysis as a
secondary check on the angular moment fits produced using the maximum
iikelihood fitting proceedure (see chapter VII section F). The final
angular moments fits performed in this analysis used the maximum likeli-

hood fitting method.
2. Maximum Likelihood Fitting Method

The second method used in this analysis to fit the acceptance cor-
rected angular moments, t)m, to the raw Kmn data within a given small
M(Kn) and t’ bin, uas provided by the maximum‘likelihood method. Once
again it is necessary to manipulate a feu equations before discussing
this proceedure. Defining the expected number of Kmn events in a given

small M(Kn) and t/ bin by:

F =/ A@) Q) d0 VII.14
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The likelihood distribution function for the N Kwn data events in this

bin is given by the expression:

N
N
L:[ HE(Q_I):I F eF VII. 15

. F N! , o

i=1
" where the term within the brackets is merely the normalized probablity
of the given event distribution, and the term outside of the brackets is
the Poissonian probability for the overall normalization of 1(f1).

Nou the acceptance function A(f}) can be expanded in spherical har-

monics as:

AQ) = D Vi ay, Re( Yin(0) + VAT s Im( Yy(0) VII.16
1 m20

Performing some algebra and making use of the orthagonality properties

of spherical harmonics, the following loglikelihood function results:

N 1mu Mynax B lmu Mpayx
w = 10g®) =Y 108(Y) tin @~6p0) Re(Win(@ ) = 2 tim 2 VIL.T7
i=1 1 m20 ) 1 m20

Where the sum is over the N Kmn data events within the given M(Kn) and
t’ bin. This function forms the basis of the maximum likelihood fitting
method. The most probable value of the t)n terms was found by maximiz-

ing this loglikelihood function. The aipn’s uwere calculated by Monte
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tarlo techniques, as will be described 1in section C of this chapter.
Note that the imaginary acceptance moments, S1m» did not have to be
known, and the real acceptance moments, ajm» needed to be knoun to order
Imax and mpax» in order to calculate this loglikelihood function.

Now finally the error matrix E for the tin’s was given in matrix

notation by:

Bopic(piy VII.18
uhere:
_— ow VII.19
Ot 0ty
and:
N
- (2—60) Re( Y(Q) ) (2—840) Re( Yym () )
Cimim' =
i1 loax Mimax 2
1:
E e (B=6pm0) Re( Ypme() ) % VII.20
1"m"20

The maximization of the loglikelihood function in practice was per-
formed by one of tuo programs. The first program was a modified version
of a maximum likelihood fitting program developed by G.W.Brandenburg 26,
This program was built around a FORTRAN minimizing program called
OPTIME 27. The other minimizing program used to perform these loglike-

lihood minimizations was written specifically for this analysis using
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the FORTRAN minimizing package MINUIT 28, Both programs read the rau
Krn data sample from the mini-DST, for a inen small M(Kw) and t“ bin.
Final data cuts were then imposed by calling the routine- PASSMC des-
cribed earlier. The acceptance moments, aim, which had been calqulated
using Monte Carlo events, were then read into this program. Using these
acceptance moments and the passing data events, the loglikelihood func-
.tion was calculated. This resulting loglikelihood function wuwas then
minimized as a f;;ction of the tinm’s. The MINUIT minimization package
had the advantage that it could handle non-parabolic errors, but it ran
much slower than the OPTIME package. Both programs gave identical
tim’s, and the estimated errors were also shoun to be parabolic using
the MINUIT maximum likelihood fitting program. Thus the OPTIME package
was used to perform all the final angular moments fits in this analysis.
The tim’s and the tip error matrix for a given M(Kn) and t’ bin uere

thus calculated.

B. Monte Carlo

1. Overviewu

In order %o calculate the acceptance integrals aiml,m- and aim,
used in the acceptance corrected angular moments fits, a Monte Carlo
program was used to mimic the LASS spectrometer acceptance. The general
idea beh?nd the LASS Monte Carlo uwas to generate K°p » K n*n events,
and then track these events through the LASS spectrometer simulating all

sources of event losses in this Kun analysis. This program calculated
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losses in the LASS spectrometer, and the track finding, track fitting,
and event selection routines due to: |

1) geometrical losses

2) trigger inefficiences

3) secondary absorption

4) secondary decay

5) track reconstruction efficiency

6) resolution cuts

7) kinematical cuts

8) PASSMC cuts
A set of Monte Carlo events was then uritten to magnetic tape with each
event tagged as passing or failing the event 1loss cuts in this Monte
tarlo.

The LASS Monte Carlo consisted of multiple complex FORTRAN subrout-
ines. These subroutines performed basically four functions in this
Monte Carlo; 1) event generation, 2) geometrical tracking, 3) event
reconstruction simulation, and 4) track resolution simulation. Each of
these basic sections of the LASS Monte Carlo will be discussed briefly
in the next feu subsections, For a more complete discription of these
Monte Carlo routines see reference 29. At the end of this Monte Carlo
section checks on the Monte Carlo’s ability to simulate the experimental
acceptance in this analysis will be presented. Finally the results from
Monte Carlo event processing will be used to generally discuss the
experimental acceptance and the spectrometer resolution for this analy-

sis.
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2. Event Generation

The LASS Monte Carlo event generating routines were uritten in
order to produce a K'p = K'n*n event sample with a distribution as close
to the actual physics distribution as possible. The first step inievent
'.generation for a particular Monte Carlo event was the creation of a beam
particle, and an interaction vertex. Kinematical parameters of a beam
kaon in these Monte Carlo routines were set by reading the fitted posi-
tion and three momentum, of a processed special (T2) beam trigger, from
magnhetic tape. A randomized proper mix of these processed data beam
tracks had been stored on magnetic tape, so that an unbiased Monte Carlo
beam phase space matching the beam phase space of our selected Kwn data
sample was assured. Once a Monte Carlo beam particle had been calcu-
lated, this beam particle was then extrapolated into the LASS liquid
hydrogen target, where an interaction vertex was calculated using a ran-
dom generating function. This random generating function was defined to
throw a random 2z value within the target such that for multiple throus
an absorption corrected z distribution was seen within the target.

Once the beam particle and vertex had been created for this given
Monte Carlo event, it was necessary to define the Kwn final state parti-
cles produced at this vertex. In producing this final state, the labo-
ratory angle of the recoil neutron about the incident beam direction was
calculated randomiy. This left the four kinematical variables; M(Km),
t’, cos8j, and #; to be calculated for this event. Monte Carlec events
in this analysis uere aluways generated in the small M(Kw) and t/ bins in

which a given angular moments fit was to be run in. The invariant mass
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of the K-n* Monte Carlo event was then generated randomly within the
given M(Kn) and t/ bin. The t’/ distribution for this event was produced
within this M(Kn) and t/ bin, using a random generating function. Vari-
ous nonflat distributions in t/ were throun during this analysis. These
will be described in more detail in chapter VII section D. Findliy the

- + >
n angles of the out K= and 7* particles uere

were generated usin

[s]
LRE A

another random generating function, which was defined to throw an angu-
lar distribution described by the latest acceptance corrected angular
moments fit in the given M(Kw) and t/ bin. 1t should be noted that t’,
M(Kw) and the Jackson angles uere all generated independently of each
which was a very good approximation to the physics within each
given M(Kn) and t/ bin.

once the four kinematical variable had been generated for this
event, the four momenta of the outgoing K~ and n* particles were calcu-
lated from these variables. Since the recoil neutron was undetectable
in the LASS spectrometer, this particle was ignored in the rest of thé
Monte Carlo processing. The generated four momenta of the K- and 7wt
particles were then energy lossed to correct for energy losses in the

liquid hydrogen target and target jackets. Thus at the end of the Monte

Carlo event generation routines, a Monte Carlo event had been defined.
3. Geometrical Tracking
The next job of the LASS Monte Carlo was to define geometrical tra-

jectories of the K- and w* Monte Carlo interaction particles in the

spectrometer. Particle tracking in the solenoid magnet consisted of
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calculating track helices using each particles four momentum. These
helices were then extrapolated to the dowunstream end of the solenoid
where a fourth-order Runga Kutte stepping proceedure, with a magnetic
field map, uas used to track the particles across the solenoid.fringe
field and into the tuwixt region. Tracking in the tuwixt region was done
assuming straight line trajectories, and once again a fourth-order Runga
Kutte stepping proceedure, with a dipole magnetic field map, was finally
used to track Monte Carlo particles across the dipole and into the doun-
stream region. In the dounsteah region tracks were once again extrapo-
lated as straight lines.

- Both tracks in each event were checked for collisions with the phy-
sical boundaries of the spectrometer (solencid walls, dipole walls,
chamber apertures, etc.) during this tracking proceedure. The geometri-
cal tracking of the given particle was stopped if its track intersected
any one of these solid physical boundaries (total absorption wuas
assumed). Two random mechanisms could also stop the geometrical track-
ing of a particle in this Monte Carlo; 1) particle absorption, and
2) particle decay.

Particle absorption was taken into account in this Monte Carlo by
first dividing the spectrometer into four sectjons; 1) the cylindrical
chambers, 2) the solenoid plane chambers, 3) the C1 Cherenkov counter,
and 4) the dipole chambers. An absorption probability was calculated
for each of these sections according to the amount of material a parti-
cle would pass through in traversing these sections. As a particle uas
tracked past each of these positions, a random number was throuwn; and

this random number, combined with the absorption probability, defined
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whether the geometrical tracking of this particle was stopped at this
position or not.

Absorption of interaction particles in the liquid hydrogen target,
or target jackets was treated slightly differently. The probability of
each particle being absorbed in the target, and target jackets was first
calculated separately. The product of these absorption probabilities
for each charged interaction track then gave a target absorption proba-

bility for the entire event, Wi. This w; was then stored for each
event.

To account for particle decays, a decay length (important only for
K- interaction particles) wuas generated for the K- and w* outgoing par-
ticle tracks. This decay length was calculated using a random number,
and the knoun lifetime of each particle. 1f the decay position of a
giveﬁ particle was reached, the geometrical tracking of this particle
was once again stopped. This was a slightly naive way to treat decays
since secondary charged particles do emerge from particle decays, but
this proceedure gave a first order correction for the data track recon-
struction code’s ability to treat charged particle decays.

Two other small effects uwere igqored in fhe geometrical tracking of
the K- and u* particles through the spectromgter in this Monte Carlo;
1) energy losses outside of the target, and 2) multiple scattering both
inside of the target, and outside of the target. The addition of either
of these effects would have greatly complicated the Monte Carlo track
finding routines, and both effects were shown to be quite small.

As a Monte Carlo particle was tracked past each device in the spec-

trometer, information uwas stored away giving whether the given particle
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had passed through each chamber’s active area or not. Solenoid coordi-
nates in 1intersected solenoid devices were also stored away for later

use. Thus a bank of “possible” chambers hits was formed for each track.

4. Event Reconstruction

The purpose of the Monte Carlo event reconstruction routines was to
simulate event _;econstruction and geometrical losses in the LASS data.
track finding routines. The first step in this process was to mimic the
device inefficiencies for each chamber and counter in the LASS spectrom-
eter. Using the experimental chamber efficiencies and throwing random
numbers, a set of “actual” chamber hits was calculated from the “possi-
ble” chamber hit banks for each track. The chamber efficiencies used in
this calculation were tracking efficiencies for each device taken from
the production monitor output, averaged over all data runs (see chapter
V section A). The “actual” hit banks along with geometrical information
for each track gave enough information to reliably simulate the track
finding cuts 1in the three data track finding algorithms (see chapter
111). In this simulation process, a Monte Carlo track was flagged as
being findable in either the dipole track finﬁing algorithm, the plane
track finding algorithm, or the cylindrical track finding algorithm: or
else the track was flagged as being unreconstructable. If either track
in a given event was flagged as unreconstructable, an event failure flag
was set, and this event was written out to magnetic tape.

A1l geometrical, absorption, and decay losses of events in the

spectrometer were correctly accounted for by these event reconstruction
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program cuts, For instance, a particle in the Monte Carlo which uas
calculated to decay half way doun the sﬁlenoid magnet would not have
enough solenoid intersections in its “actual” chamber hit banks to be
flagged as reconstructable in any of these three track finding routines.
tonsequently this event would have failed to pass- the Monte Carlo.

Once an event had passed these eventi reconstruction cuts, trigger
Acuts were then imposed on these Monte Carlo events. These trigger cuts
consisted of th;-main (10) trigger requirement discussed previously.
The Monte Carlo imposed these trigger requirements by using the “actual”
chamber hit banks. For an event failing this trigger, the event failure

flag was once again set and this event was written out to magnetic tape.

5. Track Resolution

After a Monte Carlo event had passed through the Monte Carlo event
reconstruction routines, it had been classified as having triggered the
spectrometer, and both ocutgoing tracks had been classified as findable
in one of the three data track finding algorithms. The next job of this
Monte Carlo program was the simulatiqn of the spectrometer’s track reso-

-lutions for the Monte Carlo beam particle, and}the tuo outgoing interac-
tion particles.

A major reason to require accurate Monte Carlo track resolutions
was to simulate the resolution dependent cuts imposed on the Kmn data
sample by the routine PASSMC. The most obvious of these resolution
dependent cuts in PASSMC was the missing mass cut (0.2 GevZ < MMZ < 1.1

GeVZ) used to isolate the K'p » K-w*n reaction from other possible tuo
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prong events, In this spectrometer the missing mass resolution uas a
strong function of the four kinematical variables; cos8;, #;, M(Kw), and
t’. This missing mass cut then acted like an acceptance cut, since it
cut away different amounts of real Kun data in different kinematical
regions. Thus the Monte Carlo had to accurately simulate this éissing
mass resolution as a function of the four kinematical variables in order
"to correct for this acceptance loss.

The basic idea behind the Monte Carlo track resolution simulation
was to properly offset the Monte Carlo “physics” tracks generated by the
Monte Carlo event generating routines, and thereby create a set of “mea-
sured” tracks. This track resolution simulation was performed separately
on the beam particle and the tuwo outgoing interaction particles.

First, a resolution smeared (“measured”) beam track was calculated
from the Monte Carlo (“physics”) beam track for a given event. When the
throwing routines generated this “physics” beam particle the fitted
position, angle, and beam track error matrix were read from a magnetic
tape of processed special (T2) beam triggers, as was meantioned previ-
ously. Using elements from this beam track error matrix and a random
number generator, angular and positional offsets were calculated to
properly shift the “measured” beam érack parameters from the “physics”
beam track parameters. The ahsolute momentu& of this “measured” beam
track was calculated by shifting the “physics” beam track’s momentum
using a random Gaussian generator. The width of the Gaussian was chosen
to take fnto account measurement errors in the P-hodoscope as well as
small random drifts in the beamline magnets during this experiment.

This proceedure then yvielded a properly smeared (“measured”) beam track.
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Once the resolution smeared beam track had been calculated in the
Monte Carlo, the next job of the Monte Carle routines was to calculate
properly smeared (“measured”) outgoing K- and n* track parameters. In
the data all track parameters wuere measured 1in the solenoid uith the
exception of the absolute momentum on tracks found in the dipolé.track
'4finding algorithm. 1t is coﬁvenient to discuss the Monte Carlo simula-
tion of dipole mqyentum resolution, before discussing the simulation of
resclution for solenoid measured track parameters.

A study of tau decay triggers and Kp elastics taken during this
experiment showed that the dipole measured momentum distribution, for
fixed momentum dipole tracks, was consistent with a Gaussian distribu-
tion. The width of this Gaussian for tracks with a momentum, P, uas fit

in this study to a simple polynomial form yielding:
0p=6.53X10"% PZ + 1.15X10°3 P

where P is the momentum of the dipole
track in GeVsc
For the Monte Carlo tracks flagged as found in the dipole track finding
algorithm, the absolute momentum of the “measured” track was calculated
by adding a random Gaussian offset of the above form to the absolute
momentum of the associated ”“physics” track.
Resolution on track parameters measured in the solenoid could not
be simulated as simply as either the dipole momentum resolution, or the
beam track parameter resolutions. Resolutions on solenoid measured

track parameters depended strongly on the number and type of solencid
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coordinates on a given track, as well as the given particles trajectory
through the solenoid. Simulation of the resolution on track parameters
in the solenoid was further complicated by the fact that a geometr{cally
constrained fit had been performed on our data to improve this resolu-
tion (see chapter 1V section G). A more complex method, mimickiﬁg the
data analysis” geometrically'constrained fit, was thus used in this
Monte Carlo simulation.

As was meantion previously solenoid coordinates as well as “actual”
chamber hit banks for both outgoing interaction particles were stored
away during Monte Carlo geometrical tracking. Using experimentally der-
ived chamber errors (see chapter IV section 1 ) and a random Gaussian
generator, a new set of resolution smeared solenoid track coordinates
for each track was formed. Just as in the data event fitting, these
resolution smeared solenoid track coordinates, as well as the “fitted”
beam parameters and beam error matrix, formed the input to the subrout-
ine MVFIT. The routine MVFIT then performed geometrically constrained
fitting to the Monte Carlo events in a manner identical to the procee-
dure outlined in chapter IV section 6. The only exception to this
statement is the fact that the chamber errors uwere not corrected for
multiple scattering, since the Monte Carlo program did not simulate mul-
tiple scattering. The MVFIT error handling in both the Monte Carlo and
the data were also the same. A certain number of Monte Carlo events
also failed to converge in MVFIT, and this small percentage of events
were immediately flagged as bad and written to magnetic tape. A cut was
also made on the MVFIT fit confidence level in order to ‘simulate the

confidence level cut made on the data. The output of MVFIT then yielded
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“measured” three momentum for the Monte Carlo K- and w* particles along
with a resolution smeared vertex and an MVFIT error matrix.

In the data processing, the output MVFIT error matrix was used to
define resolution cuts on the data tracks to remove poorly measured
tracks from the Kmn data sample. These cuts were simulated in the Monte
Carlo in exactly the same manner. The Monte Carlo output MVFIT error

-matrix was used to calculate a momentum resclution error on each Monte
tarlo track. Id;;tical cuts were made on this momentum resolution error
as were made on the data sample (see chapter V section E).

Thus the Monte Carlo track resclution routines yielded “measured”
quantities for a given event’s beam particle, vertex, and two outgoing
interaction particles. A set of cuts on these quantities (or quantities

derived from these quantities) thus simulated an identical set of cuts

performed on the data.

6. Monte Carlo Output

At the end of the Monte Carlo processing of a given event, a record
consisting of less than 60 32-bit IBﬂ words was written out to magnetic
tape. This 60 word record consisted of “measured” kinematical varia-
bles, ”measured” beam track three momentum, the “measured” three momenta
of the tuo outgoing particles, and various geometrical quantities needed
to define the final Monte Carlo event. This Monte Carlo output record
was chosen to be almost identical in form to the data mini-DST record
meantioned in chapter V section A. The only difference between these

tuo output records were two words added to the Monte Carlo record; the
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first word +flagging whether a Monte <Carlo event was rejected in the
Monte Carlo or not, and the second being the target absorption weight,
Wi The data and Monte Carlo output records uwere chosen <to be nearly
identical so that the set of final cuts imposed by the routine PASSMC on
the data events could also be imposed on the Monte Carlo events._‘As was

meantioned before the PASSMC cuts uwere imposed on the data events read
-from the mini-DST before these events were analysed. In a similar fash-
jon the same PASSMC cuts were imposed on the Monte Carlo events before

these events uwere used in any acceptance calculation.
7. Monte Carlo Checks

Various checks uwere made, in this analysis, to assure that the
Monte Carlo accurately simulated the event losses, and the spectrometer
resolution. Some of these checks are discussed separately in section F
of this chapter. Two more checks of the Monte Carlo simulation will be
discussed here.

Once the final angular moments and t/ fits to the standard Kmwn data
sample had been performed, a set of Monte Carlo events uwere generated
with these fit distributions. The ﬁhmber of events throun in each bin
was taken to be proportional to the acceptanc; corrected number of data
events in these bins. The resulting Montg tarle event sample was then
passed through the final event selection cuts (PASSMC cutis), and the
passing events were histogrammed. These histograms were then compaired
with histograms of the standard Kmwn data sample. No significant devia-

tion of the Monte Carlo distributions from the data distributions was
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seen. In particular the ratio’s of cylinder found, plane found, and
dipole found tracks was seen to agree to a few percent betuween the tuo
samples.

As a check on the Monte Carlo simulation of the track resolution,
the K'p = K"7*X% missing mass squared spectrum of the final Krn data
sample was fit. In performing this fit, the Monte Carlo event sample
discussed in the last paragraph was used to generate a Monte Carlo reso-
lution smeared missing mass squared spectrum. This Monte Carlo spectrum
plus a linear background was then fit to the data missing mass squared
spectrum. In performing this fit the free parameters in the Monte Carlo
resolution spectrum consisted of a normalization parameter, an offset
parameter, and a linear scale parameter. The fit was performed in the
missing mass squared region from 0.2 GeV? to 0.90 GeVZ.

Shoun in figure 23 is this missing mass squared fit. The error
bars shoun on the data points represent statistical errors - in both the
data and the Monte Carlo event samples added in quadrature. The chi-
square of this fit was 33 for 36 degrees of freedom. The linear scé]e
factor had a final fit value of 1.10. Thus the Monte Carlo resolution
was 10 % better than that of the real data. The flat background in this
it had a heighth about 4 % as high as that of the neutron peak. This
background probably indicated a slight misunderstanding of the poorly
measured solenoid tracks in the Monte Carlo. This descrepancy was small
enough to cause no observable problem 1in the calculation of the spec-

trometer acceptance.
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8. Spectrometer Resolution

As was shoun in the last subsection, the LASS Monte Carlo describes
the data missing mass squared spectrum quite well. The LASS Monte Carlo
then could be used to investigate the spectrometer resolution Hn our
four kinematical variables; M(Kw), t/, cos8j, and é;. Unfortunately
since the spectrometer resolution 1is a very complicated non-Gaussian
function of these four kinematical variables, no obvious means exists to
display this rgsolution systematically. Using Monte Carlo events then,

a rough estimate of our resolution in the four kinematical variables

over many different kinematical regions yielded:

Variable Resolution

MKT) e eiei i 4 MeV - 15 MeV

t7 e e .002 GeVZ - .006 GeV?
cosB; ..., .003 ~ .015

2 T .03 radians - .05 radians

When correcting resonance widths in this paper for resolution smearing
in mass, Monte Carlo events were generated 1in the region of this reso-
nance with a distribution as close to the actual physics distribution as
possible. Histograms of the difference betueen M(Km) ’nhysics” and
M(KT) “measured” from these Monte Carlo events were then used to esti-

mate the M{Kw) resolution in the region of this resonance.
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9. Spectrometer Acceptance

To end this section it seems appropriate to show a graph of the
Monte Carlo generated acceptance function, A(R). Shoun in figure 26 is
a contour plot of this acceptance plotted as a function of 00;95 and
- M(Km) . This plot was generated using the final set of Monte Carlo
‘events discussed in section D of this chapter. Monte Carlo events used
in generating this function were first passed through the final Kun data
sample cuts (PASSMC), and were also restricted to the It’] region less
than .2 GevZ.

_Trigger cuts and resolution cuts (mainly the missing mass cut)
played the most important role in limiting the acceptance in this analy-
sis. One of the most prominant features 1in figure 26 is the drop in
acceptance in the foruward and backward cos8; region at low Ku invariant
mass. This effect was due to the fact that at low mass in the foruard
(backward) cos®; region the K- (v*) was so far forward in the labora-
tory frame that it quite often passed through the hole in the 1.5 PUWC
cluster logic. Since the 1.5 PUC cluster logic signal was necessary to
trigger the spectrometer, such events were not seen. This effect les-
sened at higher mass due to larger Kﬁrcenter of mass energies, and thus
greater Kw laboratory angles.

At a mass of ~ 1.8 GeV and above, in the forward cos@j region, fig-
ure 26 once again shous a marked drop in the acceptance. In this case
the laboratery angle of the n* was large enough so that this particle
missed the active area of the 1.5 PWHC completely, and thus did not trig-

ger the spectrometer. This effect also came into play in the backward
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FIG. 26--A Monte Carlo generated acceptance contour plot in the varia-

bles M(Kn) and cos8j;. The numbers on the contour lines repre-
sent the percentage of passing events in the given kinematical
region.
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cosfB; region at slightly higher mass. At the very highest mass, events
uwere also lost in the central cosf; region. Here the K- and w* parti-
cles were produced with such large laboratory angles that both particles
missed the TOF hodoscope, also required in this T80 trigger.

The only other obvious structure in this plot is the two valley
structure in the central cos8; region at intermediate masses. This
effect was caused the removal of events from this central region by
resolution cuts:-

In summary, the spectrometer acceptance is seen to be nonzero in
nearly all regions of M(Kw) and cosB;, and is large and uniform in all
but the extreme forward and backward cosf; regions. The acceptance is

also seen to be smoothly varying, and thus was easily corrected for in

the fitting of this final data sample.
€. Calculation of the Acceptance Moments

In order to perform the acceptance corrected angular moments fits
to the Kmn data, the moments and maximum likelihood fitting methods each
required the calculation of various acceptance function integrals. In

the moments fftting method these integrals were of the form:

N f (4ﬂ)—1/2 (2—-6,0) (- 5m,05 Re(Y,n(Q)) Re(Y, o (Q)) vII.21
A(D) dn

within a small M{Kn) and t/ bin
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In the maximum likelihood fitting method these acceptance integrals uwere

of the form:

ay = (4m)7 2 [ AR) (2-6,,) Re( Ypu(0) ) 0 VII.22

within a small M(Kn) and t/ bin

Where the integral form for the ajim’s has been calculated by merely
using the orthagonality of the spherical harmonics. The ajp’s are here
defined as angular acceptance moments.

The first step in calculating the acceptance integrals for a given
M(Kn) and t7 bin uwas to generate a large number of Monte Carlo events
within this bin. In this analysis the number of Monte Carlo events
throun in a given mass and t’ bin was chosen to be at 1least ten times
the number of acceptance corrected data events within this same bin. In
a later study it was checked for several bins that the ti1, fit values
did not change appreciably when more Monte <Carlo events were throun.
Thus the statistical errors in the data dominated over the statistical
errors from the calculation of these acceptance moments.

Within this given M(Kn) and t/ bin, the Monte Carlo events uere
generated flat in mass, nonflat in t’, and according to a spherical har-
monic sum of the fitted angular moments 1in the Jackson angles. The
event generating function, Imc(R), integrated over M(Km) and t/ within

the given bin, could then be represented by the properly normalized sum
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of these angular moments:

lm M

Ine(®) = Ny ) (4ﬂ)1/2§ _tl_mg(z—émo) Re( Y,,(0) ) VII.23

1 m20 tOO

where Nin represents the number of Monte Carlo events thrown, and the
t1m’s were the angular moments which Were used to throw this Monte Carlo
within the given M(Kw) and t’ bin.

Equation VII.6 gives the relationship betuween the acceptance func-
tion A, the observed distribution P, and the physics distribution I for
our data within a given M(K®) and t/ bin. Using the Monte Carlo analogs
to these data expressions, the Monte Carlo acceptance function uas

r s | . AL g
detrine Dy ine expression:

P
Amo(0) = il

VII.24
where Imc(f1) was given by equation VII.23, and Pmc(Q) was the Monte
tarlo observed resolution smeared angular distribution of the passing
events thrown in the given M(Kg) and t/ bin. . Once again the final data
selection cuts in PASSMC have been imposed on these Monte Carlo events.
By defining the Monte Carlo acceptance in the above form, resolution
smearing in mass and t’/ has been ignored. Since the final acceptance is
a slowly varying function of mass and t’ this approximation was well
justified. Since the distribution, Pmc(Q), wuwas resolution smeared in

angle, and Imc(f1) uwas not, the acceptance function defined by equation
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VI1.24 served to correct the Kmn data for resolution smearing in the
Jackson angles, as uwell as for acceptance losses.

With the definition of equation VI11.24, equations VII.21-VII.24 can
be combined to give Monte Carlo approximations to the tuwo acceptance
integral expressions in equations VII.21 and VII.22. In this analysis
then, the acceptance integral for the moments fitting method was calcu-

lated as

R 47w, (2=80) Re( Yp(0) ) (B=0pmo) Re( Yy(n) )  VII-25
Imc(ni)

The acceptance integral for the maximum likelihood fitting method was

calchlated as

VII.26

N
_ N VAT w; (2—6,0) Re( Yi,(0,) )
)
i=1 Imc(Qi)

where the sums are over the Npass Passing Monte Carlo events, and the wj
are the target absorption probabilities for these events (see Monte
carlo section). The function Imc(f1) is given by equation VII.23, and 05
is the resolution smeared Jackson angles for the i th Monte Carlo event.

If Imc(R) was ever zero where passing Monte Carlo events were pre-
sent, then the acceptance integral calculations above uwould have become
indeterminant. In order to keep this from‘happening fifteen percent of
the Monte Carlo events were aluays throuwn flat in the Jackson angles.
It was shoun later experimentally that the final angular moments fits
were not changed within errors by throwing five percent flat-versus tif-

teen percent flat.
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D. Angular Moments Fits

In this chapter the moments and maximum likelihood fitting methods,
used to fit the acceptance corrected angular moments to the standérd Kmn
data sample, uere presented. To end this chapter these final angular
_moments will be presented as a function of mass, but first a brief dis-
cussion of the data cuts and the interative proceedure used to obtain
these final fits will be discussed.

The standard Kun data sample graphed at the end of chapter V formed
the input data sample to the final angular moments fits. For these
finé! fits, the data once again was restricted to the It’| region less
than .2 GeVZ, This restriction served to emphasize the pion exchange
portion of this reaction. In mass, tpe data sample was divided into 40
MeV bins below 1.800 GeV, and 80 MeV mass bins above this mass. The
angular moments fits were performed, and the Monte Carlo events were
also generated in these same bins.

These final angular moments fits were performed in the mass region
from 0.80 GeV to 2.30 GeV. At masses below .800 GeV the spectrometer
acceptance was so low that there were not enough events to support a
fit. Above 2.3 GeV in mass it wuas impossiblé to obtain convergence of
the moments fits in this analysis due to near singularities in the fit
correlation matrices. In performing these ¥ina1 fits, the maximum like-
lihood proceedure was used.

The calculation of the acceptance moments, aim» discussed in the
last chapter clearly depended on how the Monte Carlo events uwere throun.

The best approximation to the acceptance moments was obtained when the
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Monte Carlo was throuwn with a distribution as close to the acceptance
corrected data distribution as possible. This fact necessitated per-
forming the final maximum likelihood fits to the acceptance corrected
angular moments interatively.

In the first interation, within a given M(Kn) and t’/ b{n, ‘Monte
tarlo events uére generated flat in mass, and flat in the Jackson angu-
ar variables. The t’/ distribution of these Monte Carlo events uas
throun with a simple exponential fit +to experimental data from a previ-
ous Knn data analysis performed'by this group, SLAC experiment E-75 ***,
This exponential fit described the data quite uell. Acceptance moments
were then calculated, and maximum likelihood fits to the standard Kmn
data sample were performed yielding a set of angular moments, tim,» for
each separate mass bin.

In the second interation, the Monte Carlo events were once again
throun flat in mass, and with the exponential dependence in t/ described
in the last paragraph. 1In angle the Monte Carlo was thrown according to
the spherical harmonic sum of the tis’s from the previous angular
moments fits 1in each bin. Once again acceptance moments were calcu-
lated, and a maximum likelihood fit performed yielding a neu set of
angular moments.

In the third and final interation, the Monte Carlo events uere
throun flat in mass. The Monte Carlo t/ distribution was throun accord-

ing to partial wave fits to the t’ dependence of the standard Kmn data

*x* Thege simple exponential fits were performed on the [t’] data from
6.W. Brandenburg et al., XVIII International Conference on High Energy
Physics (1976), A1-119
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sample. This t’ dependence is described at the end of section B in
chapter VIII. Lastly the Monte Carlo was throun in angle with the tin
fits from the previous interation. Acceptance moments were once again
calculated, and maximum 1likelihood fits were performed yielding final
values for the anguliar moments, as well as acceptance moments iﬁ each
* separate mass bhin. The anguiar moments were then compaired to those of
the second interﬁfion and found to be identical within errors. It was
therefore assumed that this interative proceedure had converged.

Shoun in figure 27 is a éomparison of the final angular moments
fit (@) to the data {error bars) as a function of cosS; in four typical
mass- bins. The error bars on the data are statistical in nature only.
These fit points were calculated, acceptance corrected, and added in a

L E 7S YN s e =
llKEllHUUd {lLS di &

16x16 cos6; - #5 grid. Within errors the maximum
seen to describe the data quite well in these four different mass
regions. These plots along with similar plots in ¢; were used to check
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1. Final Angular Moments Presentation

The set of final angular acceptance moments, aim» used to derive
the final set of angular moments in this analysis are shoun in figures
28-30. The mass binning used to generate these acceptance moments cor-
responds to 40 MeV bins below 1.8 GeV, and 80 MeV overlapping bins above
1.8 GeV. The bin to bin f]uctuations in these acceptance moments uwas
caused by the statistical uncertainties in the calculation of these

acceptance moments. The general structure of these moments is seen to
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be quite smooth, and no sharp structures are present which would cause
problems in this analysis. The agg acceptance moments represents the
spectrometer’s integrated acceptance as a function of mass. This inte-

grated acceptance ranges from 25% to 39%. The falloff of this inte-
rated acceptance at low and high mass was described earlier (see chap-
ter VII section B.9).

Shoun in figures 31-33 and listed in table 8 are the final angular
moments fit in t;}s analysis. Once again the mass binning corresponds
to 40 MeV bins belou 1.8 GeV, | and 80 MeV overlapping bins above this
mass. The error bars shoun in the plot and listed in the table repre-
sent statistical errors only. The tim’s have been multiplied by a fac-
tor of 17/8M(Kmw)At’, in order to correct for bin size in the t;n normali-
zation.

These fits uwere obtained using the smallest number of 1 and m
moments required to fit the data in each mass region. MWhen higher order
m terms were added the resulting added terms uwere seen to be consistent
with zero within errors. 1f higher order 1 terms were added in these
fits, the resulting added terms were also seen to be negligible. In the
tfinal moments fits these additional 1 and m terms were not included,
since the addition of these higher order termg increased the error bars
on the moments substantially. This increase was due to strong correla-
tions betueen moments caused by the nonuniform acceptance in this exper-
iment.

The first feature to notice in these angular moments is the rapid

decrease in the size of the angular moments as m increases from m=0 to

m=1, and finally to m=2. Above 1.800 GeV in fact the m=2 moments uWere
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NiKs)

D.82

0.%0

1.38

1.42

1.66

1.70

teq

-87.9
8.3

-164.2
13.7

-110.5
18.7

~30.1
12.0

-13.1
9.0

-29.0
10.7

-19.9
10.8

-26.5
10.4

=-18.4
8.6

7.3

=-19.3
8.3

-37.9

tos tee
272.1 112.7
15.9 20.6
862.3 490.%
27.5 37.0
1808.8 544.7
38.1 50.3
797.8 4.1
230 29.7
494.7 46.2
17.4  21.8
435.3 66.3
16.3 20.3
427.4 57.6
16.0 19.1
455.0 101.0
15.9 18.7
436.7 106.4
14.9 17.6
455.7 133.2
15.2 18.2
$08.4 103.7
15.5 18.2
585.8 157.6
16.8 20.3
624.2 154.8
16.9 20.0
807.3 193.8
19.3  23.2
976.9 208.?
21.1 26.3
1231.3 216.5
23.8 30.7
$43.3 154.5
20.7 27.2
§68.6 153.8
6.3 2.8
428.0 167.1
19.3 27.8
373.6 181.0
1.3 25.2
376.0 245.6
18.7 26.9
389.5 272.3
19.3 28.6
443.4 347.4
2.3 30
439.1 328.3
22.0 3.6
$24.2 464.9
5.1 3.3

TABLE 8

Final K'p » K n*n Acceptance Corrected
Angular Moments as a Function of Mass

(Both the moments and the errors on these
moments are listed. All quantities are
measured in events/(GeVZIMeV).)

tae t2e t2z tae t34 tae tee ter tes
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32.4 16,5 10.1 24,3 4.5 1.5 24.4 153 12.4 ~-= - -
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23,8 12,4 7.8 180 1.1 8.7 18.2 11,7 96 - ~- o=
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448.6
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366.6
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TABLE 8 (cont.}
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found to be negligible. The dominance of the m=0 moments is a reflec-
tion of the dominance of single pion exchange in this reaction in the
small |t’] region from with +this fitted data was selected. Ha; the
reaction been mediated solely by pion exchange, only m=0 momentg would
have been present. Since single pion exchange is the dominant process
in this reaction, the resonance structures can be discussed by consider-
-ing the mass dependence of the m=0 moments only.

The first %;ature to notice in these m=0 moments is the sharp spike
at .890 GeV in the tggo and t;g moments. This spike is indicative of the
JP=1- K*(895) resonance. The typ moment in the region of the K*(895) is
seen to be quite flat, and shous no structure. This brings up a quite
general statement that can be made about resonances in angular moments
plots. In the even (m=0) angular moments, a resonance of spin j appears
as bumps in the even angular moments up to the moment t2j0, and in no
higher moments (see chapter VIII section A). Therefore since a bump is
seen in the tgg and tzo moments, and not in the tyo moment, the K*(895)
can be assigned a spin of one from this data. Parity conservation
allous only natural spin parity resonance states to be seen in this
reaction so the K*(895) is assigned a negative parity. The strong
interference pattern in the t10 moment in this .890 GeV region is also
indicative of this resonance.

The J%=2* K*(1430) 1is seen in these moments as a bump at 1.430 GeV
in the tgo, tzor and tyo angular moments. Fits were also run with the
1=5 and 1=6 terms added, and these moments were seen to be extremely
small., The tq0 moment is also seen to vary rapidly in this region.
Thus this well known 2* resonance is seen in these angular moments, and

it’s spin is verified.
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At higher mass definite peaks in the tyo and t¢p angular moments at
a mass around 1.78 GeV are indicative of the J7=3- K*(1780). Fits uwere
also run in this region including the 1=7 and 1=8 angular moments.
These added moments were seen to be negligible,.

Lastly at even higher mass there are clear peaks in the tgo and tgg
_ angular moments in the mass region around 2.07 GeV. A rapid variation
"in the tyo moment in the region around 1.95 GeV is also seen. This
structure is most easily interpreted in terms of a 4* K* resonance in
the region of 2.07 GeV. The rapid variation in the t;¢ moment being
caused by an interference between the F and G wave tails of the K*(1780)
and the K*(2080). Shoun in figure 34 are the tg¢9 and the t490 moments
from separate angular moments fits which included these moments. These
moments are seen to be consistent with zero within the statistical
errors. As uell as confirming the K*(2080) is a spin 4% object, this
result also implies there are no spin five resonances, within the sta-
tistics of this experiment, up to a mass of 2.3 GeV.

Thus 1in these angular moments. four leading K* resonances are
easily visible, and the spin of these resonances is clearly determined.
The three lowest mass leading K* states (the 1- K*(895), the 2
K*(1430), and the 3° K*(1780)) have"been clearly seen in previous K°p >
K-n*n experiments, and the properties of these‘resonances are now rather
well understood 3. Evidence for the spin 4% K*(2080), before this ana-
lysis, was very sparse 30,

There is obviously far more structure in these angular moments than
just these four leading K* resonances would indicate. Clearly a more

sophisticated analysis was needed in order to fully understand these
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moments. A partial wave analysis then uwas performed on these angular
moments. This partial uave analysis is the subject of the next chapter.
To conclude this chapter, quantitative fits which yielding resonance

parameters for these four leading K* resonances uill be discussed.

- E. Fits to the Leading K* Resonances using the Angular Moments

In this se;;ion simple fits to the acceptance corrected angular
moments will be presented yiefding resonance parameters for the four
leading K* resonances: 1) JP=1- K*(895), 2) 2* K*(1430), 3) 3~ K*(1780),
and 4) 4% K*(2080). It is easily seen, in the angular moments presented
in the last section, that the leading K* resonances contribute to the
highest l1-order angular moment not consistent with zero within their
respective mass regions. In terms of the simple exchange model of the
next chapter this implies that the leading K® resonances make up the
highest spin nonzero partial wWave necessary to describe this data in
their given mass regions. Using this fact it is easily proven using
this exchange model that in the mass region of a leading spin j K* reso-
nance, the tzj¢ angular moment is proportional (ignoring the production
parameters’ slow variations as functions of mass) to the square of the

K-u* elastic scattering partial waves times M(Km)2/q.

q
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Thus assuming the j wave turn-on is dominated by resonance production,
the tzjo0 angular moment can be fit to a simple Breit-Wigner resonance
form yielding the resonance parameters of this spin j leading K* reso-
nance.

Chi-square fits using a simple Breit-Wigner resonance form with a
. Blatt-Weisskopf barrier factor 3! have been performed on the leading
_edge of the resonance peaks in these t;j0 angular moments. Table 9
gives the form o¥-the Breit-Wigner used in these fits. Shoun in figure
35 and in table 10 are the four chi-square fits to these tzj¢ angular
moments. Where the factor R is not shoun in table 10 this factor uas
fixed to a value of 1 fm. The resonance widths presented in table 10
have been corrected for binning effects, as well as smearing caused by
the finite mass resclution of the LASS.spectrometer. The systematic
errors in this table represent conservative estimates of the systematic
effects present in the measurement of these resonance parameters. Where
the systematic errors are not shoun, statistical errors are believed to
dominate over systematic effects. These fits will be compaired to world
averages in chapter VIII section D.

In fitting the spin 4* K* resonance to the leading edge of the tgo
angular moment, not all the informat%on available in the angular moments
has been used. Another approach uas to perf;rm a simple energy depen-
dent amplitude analysis using the angular moments; t¢o, tzo, and tgo
presented in the last section. This approach suffers from lack of knou-
ledge of possible underiying states as well as the detailed behavior of
the tail of the K*(1780), but the added statistics make this fit uell

worth while.
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TABLE 9

Breit-Wigner Resonance Parameterization
with a Blatt-Weisskopf Barrier FactorH

a;, = € Mg T
VRL+1 (Mg = ME ) —i Mg

1.‘ =( q )2L+l I.‘ DL(qRR)
qr R Dy(aR)

where
Dyo(x) = 1
Di(x) =1+ %
Dy(x)= 9 + 3x% + x*
Da(x) = 225 + 45x% + 6x* + x°
Dy(x) = 11025 + 1575x% + 135x* + 10x® + x®
.W. Blatt and V.F. Weisskopf, ‘Theoretical Nuclear Physics’ (Wiley,
, 1952), p361, pd09-410
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TABLE 10

Resonance Parameters from Breit-Wigner
Fits to the Angular Moments
{a) Spin 1 Fit to the t;p Moment
Parameter Fit Statistical] Systematic
Value Error Error
Mass 887.0 * 3.3 + 2.0 MeV
Width 58.8 * 7.1 MeV
R .. 0.0 + 4.0 Gev-2
x2/DOFR 2.971

(b) Spin 2 Fit to the typ Moment

Parameter Fit Statistical]| Systematic

value Error Error
Mass 1426 + 3 * 4 MeV
Width 118 * 13 MeV
x2/DOF 0.32/2

{c) Spin 3 Fit to the tgo Moment

Parameter Fit Statisticall Systematic
Value Error Error
Mass 1756 + 17 x 20 MeV
- 13
Width 185 + 53 MeV
- 38
%2/DOF 3.4/5

(d) Spin 4 Fit to the tgo Moment

Parameter Fit Statistical| Systematic
Value Error Error
Mass 2140 + 140 * 30 Mev
- 60
Width 250 + 300 MeV
- 130
%2/DOF 2.573

8 Chi-square

per Degree of Freedom
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The simple exchange model of the next chapter (see chapter VIII
section R) can be used to derive a relationship betueen the angular
moments tg¢o» t70,» and tgg; and the K n* elastic scattering partial
waves, a,. Assuming 1) only helicity zero amplitudes contribute (one
particle exchange model), 2) the production paramgter b is a slouiy var-
ying function of mass, and 3) the G wave is the highest spin nonzero
-partial wave in the given mass region; the following relationships uere

derived:

i

t = 100 | F*+ 20|G +30v5 Re(DG")
33V13 11V13 11V13

t, = 70V35 Re( F G* )

143V3
V11.28
ty = 490 | G |?
143V17
D o« My, ap F o« My, ap G x< My, ag
vq Vq vVq

The theoretical angular moments were then parameterized, and fit to the
experimental angular moments presentéd in this chapter.

In performing these fits the D,F, and & have backgrounds uere par-
ameterized as simple polynomials in M(Kw). The F and 6 wave resonances
were parameterized by the simple Briet-Wigner forms of table 9. The
exact parameterizations used in these fits 1is given in table 11, As
input to this fit the mass and width of the 3° K*(1780) were fixed

according to the t¢o angular moment fit listed in table 10.
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TABLE 11

Parameterization for the b, F, and G Waves for the
Energy Dependent Fit to the tgo,»tyo.» and tgo Angular Moments-

i . N
F = My, E € ¢2 (Az + By Mg, + Cy M) + Ny BW(MKmMF'FF);

M-IE‘;T Na BW(MKW‘MG'FG) MK" £ 1.98 GeV
¢ =2 Va
My, § By (My, - 1.98 GeV) + Ny BW(My Mo Tg) § g > 1.98 GeV
vq
where  BW(My M.T) = MT

(M? — M) — i MT

and I is given by TABLE 9

free parameters: ¢1,A1,B1,¢2,A2,B2,C2,N ,Ba,Na,MG,FG

fixed parameters’ MF'FF
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The results of a fully correlated chi-square fit to this simple
model are shown in figure 36 and table 12. The systematic error pre-
sented in table 12 represent conservative estimates of possible syste-
matic effects. The significance of the spin 4% state in this model is
4.6 standard deviations. Results from a fit to this model using angular
moments run with a slightly looser missing mass cut give nearly identi-
"cal results with slightly smaller statistical errors. Results from

these looser missing mass angular moments fits are presented in refer-

ence 32.

F. Checks on the Angular Moments Fits

one of the best checks of the Monte Carlo simulation of the LASS
spectrometer acceptance was provided by rerunning the angular moments
fits, shoun in this chapter, varying the final Kmwn data sample cuts
(PASSMC cuts) which were imposed on both the data events and the Monte
Carlo events. Accurate Monte Carlo simulation implied that no differ-
ence should be seen betuween varied cut and standard cut fitted moments.
Conversely if the data and Monte Carlo event samples differed radically,
variations in the fittéd moments uouid be evidgnt between the varied cut
and the standard cut fitted moments. A great number of such checks uere
run varying the target cuts, the elastic cuts, the missing mass cut, the
resolution cuts, the trigger cuts, and the geometrical aperture cuts in
PASSMC. 1t would be impossible due to space limitations to shouw all of

the compairisons here. Instead a representative sample will -be shoun.
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TABLE 12

Resonance Parameters from the Energy Dependent
Fit to the tgp, tyo, and tgo Angular Moments

Parameter Fit Statistical|Systematic
Value Error Error
Mass 2075 + 40 ¥ 30 MeV
- 30
Width 240 + 400 MeV
- 80
x2/DOF8 15.7713

# chi-square per Degrees of Freedom
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Shoun in figures 37 b) - 39 b) are comparisons of fits run varying
the missing mass cut to the standard angular moments fits in three typi-
cal mass bins. In this missing mass comparison, the stapdard missing
mass cut fits (0.2 GevZ ¢ MMZ ¢ 1.1 GeV?) are compaired to tighter miss-
ing mass cut fits (0.4 GevZ ¢ MMZ < 1.0 GeVZ). The tight and s&andard
missing mass cut fits are seen to agree quite well in the three differ~
- ent mass regions within errors. As well as shouwing that the Monte Carlo
simulates the missing mass resolution quite well, this result implies
the final angular moments are not sensitive 1o possible background
events. As uwas shoun in the background discussion of chapter VI, a
tighter missing mass cut would drastically reduce the signal +to back-
ground ratio in the final Kwn data sample. These angular moments fits
are thus shown to be insensitive to these background events.

Shoun in figures 37 a) - 39 a) are comparisons of fits run with
tighter aperture cuts, to the standard angular moments fits in the same
three mass bins. In these tight aperture cut fits, all PASSMC aperture
cuts uwere decreased radically. The tight and standard aperture cut fits
are seen to agree quite well within errors in all three different mass
regions.

As well as checking the momenis for stability to changes 1in the
final data cuts, the final angular moments gits were also checked for
sensitivity to the bin +to bin fluctuations in the acceptance moments.
This was done by two methods. In the first method the acceptance
moments were smoothed using simple polynomial fits to the acceptance
moments as a function of mass. Angular moments fits uere then run using

these smoothed acceptance moments and compaired to the standard angular
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FIG.

a)

b)

c)

37--Angular Moments Comparisons in the mass bin 1.40 GeV < M(Km)

1.44 GeV

a) tight aperature cut vs standard aperature cut
b) tight missing mass cut vs standard missing mass cut
¢) maximum likelihood fit vs moments method fit
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moments fits. In the second method acceptance moments uere offset
40 MeV to an adjacent mass bin. Fit uwere then run using these poffset
acceptance moments and comparisons uwere made with the standard angular
moments fits. Both methods shouwed the final angular moments fits to be
quite insensitive to rapid bin to bin variations of the accebtance
moments.

shoun in figures 37 ¢) - 39 ¢) 1is a comparison of angular moments
fits run using the moments fitting method, to fits run using the maximum
likelihood fitting method in these three typical mass bins. The maximum
likelihood and moments methods are seen to agree very uell within errors
in the 1.42 GeV and 1.78 GeV mass bins. At the highest mass though,
there are variations on the order of a standard deviation or more in
some of the moments. This variation is due to the fact that the maximum
likelihood and the moments method are quite different estimators of the
angular moments. Since the maximum likelihood method is the best esti-
mator of the true angular moments 33, the maximum 1likelihood fitting
method was used to perform the final angular moments fits in this analy-

sis
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Chapter VIII

ENERGY INDEPENDENT PARTIAL WAVE ANALYSIS

The acceptance corrected angular moments presented in the 1last
'chapter quite clearly displayed the four leading K* resonances. Under
careful inspectigh, these angular moments show far more structure than
simply the leading resonances would indicate. In order to understand
the intricate structure hidden in the angular moments, it was necessary

to perform an energy independent partial wave analysis on these moments.

This was done following the method and model of Estabrooks et al. %.
A. Discussion of the Exchange Model

As uas mentioned earlier, the reaction K'p = K n*n is dominated by
pion exchange in the small t‘ region from which the standard Kmwn data
sample was selected (1t/1¢0.2 GeVZ). The purpose of this energy inde-
pendent partial wave analysis was to extract the physical K n* elastic
scattering partial wave amplitudes from these Kun angular moments. Con-
ceptually, this proceedure entailed first isolating the pion exchange
contribution to this K°p = K 1u'n reaction from other possible exchange
mechanisms. Once this pion exchange portion had been isolated, an
extrapolation to the pion pole (t=p2) then yielded the real K-7* elastic
scattering amplitudes. The third step in this conceptual proceedure uas

to perform a straight foruward partial wave analysis on these K-7*

- 180 -



elastic scattering amplitudes resulting in K-7n* elastic scattering par-
tial waves as a function of mass.

In practice these K-m* elastic scattering partial. uwaves Auere
extracted by fitting a simple exchange model parameterization to ?he Knn
angular moments. In this analysis the K- p = K w¥n production reaction
was parameterized by the small t/ limit of the simple Regge exchange
"model of reference 34.‘ The small t/ limit of this exchange model uas
also used in é—previous Kn partial wave analysis performed by this
group %, and similar exchange models have been used for years in various
nm partial wave analysis 35,

7 In this simple exchangg model at a given Kw invariant mass the t’

dependence of the helicity amplitudes ****, L,, , with angular momentum

L, and t-channel helicity A were parameterized by:

Lo(Mgrt) = ge(Mgnt) V=t

VIII.1
pf -t

Ly-(Mgmt) = ()72 gu(Mgpt’)  VIILHD) Y o(Mgy) VIII.2

Lye(Mgnt) = ()72 gy(Mypt)  VIELHD) (Y (M) VIII.3

- 20 Yy | 1]

*xx* For simplicity the nucleon helicity 1labels have been supressed.
See P. Estrahrooks et al., Nucl. Phys. B79, 301 (1974) for a discussion
of this simplification.
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LeMgt) =0 A 22 VIII.4

where in the high energy limit these helicity amplitudes corresponded to
natural (+), and unnatural (-) parity exchange. In this model gbsorb-
tive corrections were taken into account by a nonevasive cut term (the
Ye term), and higher order exchange mechanisms were taken into account
‘by a strongly exchange degenerate p-A; Regge exchange term (the 7,

term).

The relationship of g, to the K n* elastic scattering partial wave

amplitudes, a , was given by:

b(My,) { t — #f
LMy t) = M) My, a(My,) € Ghe) £~ 07 VIII.5

T

vq

Since the a, are K™n* elastic scattering partial wave amplitudes, these
amplitudes can be decomposed into an isospin 1/2 part and an isospin 3/2

part summed with the appropriate Clebsch-Gorden coefficients:

a,(Mg,) = ai/?(Mg,) + a3/%(Mg,)/2 VIII.6

where a factor of Jf' has been absorbed into the definition of the nor-
malization constant, . Only the sum of the two isotopic spin contribu-
tions, a_, was measurable in this analysis (see section E).

The K'n* elastic scattering partial wave, a,, can be uritten in

terms of a magnitude and phase. Below K-n* scattering inelastic
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threshold, elastic unitarity could be imposed on both tﬁe I=1/2 and the

1=372 partial uwave amplitude yielding:

\/—— . 1 /2 iéxl./a(uxx)
a(Mg,) = V 2L+1 sin(8;7%(M,)) € :

VIII.?7

i 6¥3(My,)
+ V2Lt1 sin(6¥3(My)) €

2

In imposing elastic unitarity in this analysis uwe have calculated 85

using the parameterization from the previous Km partial wave analysis by
Estabrooks et al. ****xx, Above Kmu scattering inelastic threshold, a
more general parameterization of these amplitudes in terms of a magni-

tude and phase was used:

i ¢y (My,)
aL(MKﬂ') = I aL(MKn) I e v VIII.8

At this point it is convenient +to derive the relationship of the

helicity amptitudes, L presented in this chapter to the Kmn angular

AL T

**xxx%x To correct for the isospin 3/2 portion of these K u* partial waves
we have used the results from P. Estabrook et al., Nucl. Phys. B133, 499
(1978) that below 1.6 GeV in mass the isospin 372 P and D partial waves
are consistent with zero (§f=§?=0). and that <the isospin 372 S uave
phase shift, 6., is described by an effective range form:

1 1
cot(é?)= - { - +r g2 }
q a
with

-1.03 + 0.10 Gev™!
-0.94 * 0.50 Gev-!

-
fm u
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moments discussed in the last chapter. 1In deriving this relationship it
is necessary to define a change of basis in the definition of the helic-
ity amplitudes. The normal helicity amplitude, H; ’ are defined in

terms of the natural (+) and unnatural (-) parity exchange helicity

amplitudes by the expressions:

Hk: b [ Ly + Ly ]
V2
B A20

HYy = (A1) [ Lye — Ly- ] VIII.O
V2o

Hg = L, A=0

Using these helicity amplitudes the unnormalized density matrix for the

K-p » K n*n reaction was defined by the expression:

g t) = HiOMpt) B (Mg t) V.10

The physics distribution was related to these density matrix elements by

the expression:

(0X) =), PELX) Yio(0)¥ie(0)
L'L

VIII. 1N

0 = cos{8,).¢; X = Mg, t'

Using the above expressions, the relationship of the density matrix ele-

ments to the angular moments, tim, defined in the 1last chapter, was
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calculated 3¢ to be:

tim (Mg t') = 2(—1)“‘“ [(21+1)(2L+1)(2L'+1])/? LLL
LL

m AN
AA
VIII.12
LL LL
) 000 Re( 03x(Mgp.t'))
where the symbols in brackets are the Wigner three-J symbols. For a

1ist of the coefficients for the above expression see reference 37. It
should be noted in passing that the properties of the three-J symbols
combined with this equation give the result that a resonance of spin J
contributes to the even (m=0) angular moments to order 2J as uas stated
in the last chapter.

In performing the energy independent partial wave analysis,the
t;:(Mkn,t’) as given by equations VIII.1-VII1.,12 were fit to the accep-
tance corrected angular moments, tin. Due to the finite statistics of
this experiment this partial wave analysis was performed in tuo steps.
In the first step of this partial wave analysis (PWA), the t’/ dependence
of this exchange model was fit to the t7 depeydence of the experimental
angular moments in large mass bins. These fits yielded the production
parameters 75, Y<» and b which uwere slouly varying fuctions of mass. In
the second step of this partial wave analysis, these production parame-
ter fits were used to integrate this exchange model over multiple small
mass bins and a single large t/ bin. This integrated exchange model wuas

then fit to the angular moments in each of these bins. This second step
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yielded the K"n* elastic scattering waves, a_ , as a function of mass. A
description is given of each of these steps in the next tuo sections of

this chapter.

In this section the method used to fit the t” dependence of this
exchange model ;; the 1t/ dependence of the Kmn experimental angular
moments will be discussed. 1In order to fit this t’ dependence, the sin-
ale t/ bin multiple mass bin angular moments of the previous chanter
could not be used. New acceptance corrected angular moments were thus
fit to the standard Kmwn data sample 1in large mass hins and multiple
small t/ bins for this

The method used in generating these angular moments, as well as the
final data cuts imposed, wuwere identical to the maximum likelihood pro-
ceedure discussed in the previous chapter. Various checks of the sta-
bility of these moments to data cut changes were also performed, and
these angular moments proved to be insensitive to these cut changes.

Shoun in table 13 are the number of events fitted, in each t~
interval of a typical large mass bin, 1in order to produce these angular
moments as a function of t’. It is seen that even near the K*(895)
resonance, where our cross section is the largest, we still had limited
statistics with which to perform these fits. Above 1.2 GeV, 120 MeV
mass bins had to be used in order to fit these moments. In figure 40

the Monte Carlo generated acceptance moments used to perferm these fits

are plotted as a function of t7 in this same large mass bin, and in
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TABLE 13

The Number of Events Fitted in Each t’/ Bin for the
Multiple t/ Bin PWA in the Mass Bin .920 GeV ¢ M(Kn) < .960 GeV

[t7] Bin Number of Events

(Gev2) in |t7] Bin
0.00-0.02 .....cciinniannnn 367
0.02-0.04 ... ..t 311
0.04-0.06 ......ciieiaenenn 255
0.06-0.08 .....ciniieinnnn 185
0.08-0.12 .. ittt 309
0.12-0.20 ....iiiiiniannnann 404
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FI1G. 40--The angular acceptance moments as a function of t/ in the mass
bin 0.90 GeV ¢ M(Km) ¢ 0.94 GeV.
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FIG. 41--The acceptance corrected angular moments as a function of t’ in
the mass bin 0.90 GeV ¢ M(Knw) < 0.94 GeV. The moments have
been divided by the mass bin width and the t bin width. The
curves drawn through these moments represent the simple
exchange model fit to these moments described in the text.
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figure 41 the final angular moments in this same mass bin are plotted.
The error bars drawn through these angular moments represent statistical
errors only. An explaination will be given later of the smooth curves
drawn through the angular moments in figure 41.

In each large mass bin the exchange model parameters were -fit to

the t’ dependence of these angular moments by minimizing the chi-square:

N lnar Mpay 2
£ (M, b)) AM, At, —t
Xz= 2 Z ( tim(Myn ) Ox; i lmi) VIII.13
i=1 1 m20 b

where the sum over i is a sum over the N t’/ bins in this given large
mass bin; and &M . and 8t’ are the width of this ith bin in mass and t’
respectively. Lastly the timi’s are the experimental Kmwn angular
moments in the ith t7 bin, and the o4, are the diagonal error matrix
elements of the tjni from the maximum likelihood angular moments fits.
The tf:(nkn,t') were given by equations VIII.1-VIII.2. This parameteri-
»ation was found to be nearly constant 1in mass and t/ within each given
bin, so that in the fitting process the t?}(nkﬂ,t') were calculated
evaluating M(Kw) and t’/ at the center of each mass and t’/ bin.

In performing this chi-squared minimization in each bin, the param-
eters which were minimized were the productioa parameters 75, Ycr and b;
and also the partial wave magnitudes and phases (la_ |, ¢, or Sf- when
elastic unitarity was imposed). The mass dependences of the magnitudes
and phases determined by this proceedure were not very interesting since
they were averaged over large mass bins. ( Since the magnitudes and

phases obtained in these minimizations were not studied in detail, the
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descrete ambiguities (see section C.2) could be ignored. Any one of
these ambiguous solutions would yield the same fit values for the pro-
duction parameters.)

There uwas one more quantity which had to be determined in order to
minimize the chi-square in equation VIII.13, and that was the overall
normalization constant 7. Since n was an energy independent parameter
" it had to be treated séparate]y from the other parameters. This normal-
ization constané_uas set in this analysis by requiring elasticity of the
K*(895) resonance. Since in this region elastic unitarity was imposed
on both the § wave and the P wave the partial wave fits in this region
were highly constrained. Thus in determining 7 two methods were used.
The first method is illustrated in table 14, In these five mass bins,
adjacent to the K*(895) resonance, multiple minimizations of equation
VIII.13 uere performed varying the value of n for each set of fits. The
value of 7 uwas fixed at- the minimum of the sum of the chi-squares of
these five bins. In the second method, chi-square fits to the K*(885)
were run fitting a Briet-Wigner spin one resonance with a Blatt-Weis-
skopf barrier factor (see table 9) to the unitary P wave phase, Sf,
resulting from the PWA fits 1in each of these same five bins. 7 Was
given a different value for each separate fi?. The value for 7 uas
chosen in this second method where the chi-square of these Briet-Wigner
fits was a minimum. These proceedures produced values for % of 9.25 and
9.5 respectively. These were later found to be quite consistent with
the normalization constant determined in the single t’ bin PWA described
in the next section of this chapter. In the final PWA fits, which det-

ermined the production parameters, the normalization constant was set to
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TABLE 14

Chi-square per 31 Degress of Freedom for the Multiple t’/

Bin Partial Wave Fits as a Function of Mass Bin and 7

Mass Chi-square
(GeV) .86 .90 .94 .98 1.06 1.18 Sum for
6 Bins
8.0 59.41 193.84 57.40 52.23 54.65 76.70 494.23
8.5 59,45 123.11 47.96 45.91 44.69 63.11 384.23
9.0 59.47 74.08 39.26 42.5% 47.91 66.73 329.96
9.5 59.48 46.06 31.81 42.25 63.97 &7.11 330.68
0.0 59.48 '35.16 26.06 45.16 91.69 123.20 380.75

(minimum Chi-Square Sum 7=9.2)

- 192 -




9.25 using the results from the more accurate determination of 7 from
the single t/ bin multiple mass bin PWA results.

The minimization of equation VIII.13 in these large mass bins was
performed using a program developed by P. Estabrooks 38, This program
made use of the FORTRAN minimization package MINUIT 28, In performing
* these multiple t/ bin partialruave fits several assumptions were made:

1) The fits were run on the minimum number of angular
moments needed to describe the data.
2) For Kw invariant masses less than 1.3 GeV, elastic
unitarity was imposed on the P and D waves (Nota-
tion- S, P, D, F, and 6 correspond to L =0, 1, 2,
3, and 4 K 1* elastic scattering partial uwaves res-
pectively).
3) When elastic unitarity was imposed, the 13 GeV/c
SLAC experiment’s 1=3/2 parameterization was used
(see footnote p.183).
After the final fits had been performed, imposing the above assumptions,
a few checks on the stability of these production parameter fits to cut
changes were made. As a first check of the stability of these fits to
cut changes, the t’/ fitting region was varied from the standard value of
1t’l less than .2 GevZ to |t’] less than .3 GeVZ. No change, within
errors, Was seen in the production parameters due to this cut change.
Several different assumptions uwere also made as to which waves had elas-
tic unitarity imposed on them below a Kw invariant mass of 1.3 GeV, and
the production parameter fits also proved to be insensitive to these
assumptions.
The smooth curves draun through the Kmwn angular moments in figure

41 are the exchange model fit to the t/ dependence of these angular

moments in this typical mass bin. The t/ dependence of this acceptance
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corrected data was clearly quite well fit by this simple exchange model.
This was quite generally the case in all mass bins. In this analysis
the fit quality of the chi-square minimization of equation VIII.13 in
each mass was monitored both by  1looking at a distributions similar to
figure 41, and by monitoring the chi—sqﬁare value for these fits.

Figure 42 and tab)e 15 shous the final fits to the production par-
ameters, Yas» Y¢» and b, as a function of Kw invariant mass. These fits
were run in 40 MeV mass bins below 1.2 GeV, and above 1.2 GeV 120 MeV
mass bins were used. The error bars drawn through the fit values repre-
sent statistical errors only. Simple polynomial fits to the mass depen-
dence of these parameter are also drawn through each production parame-
ter plot. These simple polynomial fits were used in the second step of
this partial wave analysis. The results of step tuo uere quite insensi-
tive to the exact form of these polynomial fits as will be mentioned
later. The results of these fits were also found to agree quite uwell
with the results from similar fits discussed in reference 4.

it should also be noted that these fits were used to check the sen-
sitivity of the acceptance moment calculations to the exact t’ distribu-
tion throun in the Monte Carlo (see chapter VII section D). The multi-
ple-t/ bin partial wave fits represented the best estimate of the
physics distribution’s t’ dependence. In the Tast interation the Monte
Carlo was thus thrown with a t/ distribution from the PWUA fits shouwn in
this section. The latest angular moment fits, tim’s, were used to throu
the Monte Carlo in the Jackson angles, and the Kw mass was throun flat
within each small mass bin. Calculating new acceptance moments, and

redoing all the angular moment maximum likelihood fits, the resultis uere
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TABLE 15

Production Parameter Fit Vvalues

Mass b Ye Ya
(GeV) (6ev-2) (GeV~-2)
0.82 3.25 *0.34 -1.66 *0.13 4.24 1. 21
0.86 2.76 *0.21% -1.36 *0.06 5.54 x0.47
0.90 2.09 *0.12 -1.17 *0.05 6.11 20.32
0.94 2.58 *0.26 -1.04 *D.08 5.40 *0.56
0.98 2.51 0,33 -1.02 #0.12 6.17 *0.79
1.06 2.06 %£0.20 -1.17 #0.10 0.00 *3.9%
1.18 2.16 %0.15 -1.02 *0.08 0.00 *2.02
1.30 1.90 *0.12 -0.81 *0.05 0.00 *0.79
1.42 2.43 $0.10 -0.42 *0.02 2.14 *0.21
1.54 1.18 *0.15 ~-0.49 %0.03 0.00 *0.37
1.66 2.10 *0.15 -0.46 *0.02 0.00 0.26
1.78 1.74 *0.15 -0.32 %0.02 0.00 *0.88
1.90 1.90 *0.16 -0.34 *0.02 0.00 *0.30
2.08 1.77 *0.06 -0.27 *0.01 0.00 *0.21
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42--The production parameters Y5, Y¢» and b as a function of mass.

The smooth curves draun through these data points represent
simple polynomial fits to the mass dependence of these parame-
ters. These fits were used in the second step of this PWA to
specify the t’/ dependence of the simple exchange model.
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seen to agree with the results from more primitive Monte Carlo throwing.
C. Integrated t/ Partial Wave Analysis

1. Fitting Method

The multiple t’ Ein large mass bin partial wave fits discussed in
the last sectiag yielded simple polynomial fits describing the slouly
varying mass dependence of the three production parameters; s, Ye» and
b. These simple polynomial fits completely determined the t’ dependence
of our simple exchange model. The second step in this partial wave ana-
lysis was to use this t’ dependence to integrate the exchange parameter-
jzation over a single large t/ bin (it71<0.2 Gev2), and then to perform
partial wave fits, fitting this integrated parameterization to experi-
mental angular moments, tim, in each bin for multiple small mass bins
(typically 40 Mev wide). These partial wave fits then yielded the K-7*
elastic scattering partial waves as a function of mass, which was the
desired endpoint of this partial wave analysis. This section will des-
cribe the extraction of these K 7' elastic scattering partial waves.

The angular moments, which formed the ipput to this multiple mass
bin PWA, uere fit 1in an identical fashion to the angular moments pre-
sented in the last chapter with one additional cut imposed. In investi-
gating resonance structures in the Km system in the reaction K'p =
K-m*n, the removal of data from regions wuwhere the w* and n form narrou
resonance structures 1is appropriate. 1t is not clear how one should

deal with wide N* resonance states though. In the simple exchange
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parameterization of this chapter no attempt has been made to describe
these N* reflections. At Touw K 7t mass uwe have thus cut out these pos-
sible N* reflections by removing all Monte Carlo and data events with a

nt invariant mass belouw 1.8 GeV before performing the angular moments

fite Thi
T1wS. Vil

rnt wpae m
4] 19

e ~ .
S Lu wao did ioh fr

™ 2N LoV +n
vl - UV ve LR

mass reg V
1.6 GeV. For Kn invariant masses above 1.6 GeV the spectrometer accep-
tance allowed no events with an nw invariant mass less than 1.4 GeV to
be seen. Impog:ﬁg a stricter nm cut than this at high mass would also
have seriously limited our statistics. At high mass there uwas also lit-
tle evidence for narrow N* reflections in this data. Thus no n§
invariant mass cut was made in fitting the angular moments above 1.6
GeV.

The suitch over region betueen making this nm cut: and not making
this nm cut has been studied extensively. Figure 43 shous K-"n* elastic
scattering partial waves extracted, in this region, from angular moments
fit with and without the nw cut imposed. It is seen that in this region
the nm cut makes no difference to the final partial wave magnitudes and
phases extracted.

With this new set of angular moments in multiple small mass bins
and a single large t’/ bin, our exchange parameterization could then be
fit to these angular moments. The first step in this fitting proceedure
was to integrate the theoretical angular moments, t;;(nkn,t’), over each
given M(Kw) and t’/ bin. In performing these integrals the production

parameter polynomial fits described in the 1last section uere used.

Since the were nearly independent of MKw within these small bins, this
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integral uwas given by the expression:

0.0 GeV®
t;‘:} = f 0 Ge t};(MKﬂ"t:) at' AMK." - VIII. 14
-0.2 Gev®

where &M, is the width of the given mass bin, - My, is the mass at the
center of this bin, and t;;(nkn.t’) is given by equations VIII.1-
VIIL.12.

In the nex£— step in this integrated t/ bin PWA, these integrated.
angular moments uwere then fit to these experimental angular moments

within the given multiple mass bins, These fits were performed in each

given bin by minimizing the chi-square:

lmax Mimax ( t th _ i ) ( t th _ i )
Im 1m I'm’ I'm’
X2 = E - VIII.15
1 m20 Eimto
I'm'20

where the tim’s are the experimental angular moments, and the t;; are
the integrated theoretical angular moments given given by -equation
VIll.14, . The matrix E is the covariance matrix from the maximum 1like-
lihood fits which produced the tin’s. It was necessary to use the fully
corretated error matrix in these fits since ‘the tig fits wuwere highly
correlated for masses above 1.5 GeV.

In performing this chi-square minimization in each bin, the parame-
ters which wWwere minimized were the partial wave magnitudes and phases
(la |, #.; or Sf‘uhen elastic unitarity was imposed). The only other
parameter which needed to be specified in order to perform these fits

was the energy independent normalization parameter 7. This
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normalization constant uwas determined in this step of the PWA in exactly
the same manner as it was determined in the multiple t/ bin PHA (see the
previous section), The resulting normalization constant, 7n, from this

proceedure was a more accurate determination of the normalization than

4+ 1 s’ : . .-
the calculated in the multiple t/ bin PWA since smaller mass bins and

n
TP
more mass bins uWere used in this determination.

The chi-square minimization of equation VIII.15 with respect to the

K-t elastic scattering partial waves was performed using a program.

developed by P. Estabrooks 38, This program made use of the FORTRAN
minimization package MINUIT. The subroutine MINOS in this MINUIT 28
package was used to investigate nonparabolic errors. In performing

these final minimizations in each mass bin the fit quality was monitored

by observin

ng the final chi-square value for each fit. As a check on the

sensitivity of these fits to the exact polynomial form used for the pro-
duction parameter fits, various other polynomial fits to the production
parameters were tried. The resulting fits were quite insensitive to the
exact to the exact polynomial mass parameterization used.
In performing the final integrated t’ partial wave fits several
assumptions were made:
1) The fits were run using the minimum number of angu-
lar moments needed to describe the data.
2) Etastic unitarity was imposed on the S wave for
masses less than 1.24 GeV, and on the P wuave for
mass less than 1.12 GeV.
3) When elastic unitarity uwas imposed.‘ the 13 GeV/c

SLAC experiment’s 1=3/2 parameterization was used
(see footnote p.183)
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Before shoufng the final K 7n* elasic scattering partial waves fit using
this proceedure, it 1is first necessary to discuss ambiguities in this

PUA.
2. Ambiguities and Solution Classification

The minimization of the chi-squared sum in equation VIII.15 does
not have a unique solution. Tuo different types of ambiguities arise
mathematically in this minimization process: 1) continuous ambiguities,
and 2) descrete ambiguities.

. The continuous ambiguities arose from the fact that it is impossi-
ble to see any change in a physics distribution when each of the helic-
ity amplitudes, L}:,is multiplied by a constant complex phase factor
eit, Since only the square of these amplitudes is observable this fact
is easily proven. There was thus one overall phase which could not be
determined in these partial wave fits. In this analysis for fitting and
graphing purposes, this phase was fixed by setting the phase of one of
the partial waves (see the next section).

The descrete ambiguities can best be explained by examining the
dominant pion exchange portion of the helicity amplitudes. If only pion
exchange uwere present 1in this reaction, only helicity zero amplitudes
would be nonzero in our exchange model. ~-In this case equation VIII. 11

can be written:

0X) =) PYX) Y(0) V()
iy VIII.16

0 = cos(8,).¢; X = Mg, t'
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Some algebraic manipulations of this expression with equations
VIII.1-VIII.12 leads to the one particle exchange model for this reac-
tion:
2. 2 2 b(My,) (t-1*)
(QX) = 7)° My, L e
q (#F-1)?

VIII.17

Lones
| 7 (2L+1) ayMgy) Pilcos(6:) |2
- L=0

Note that various factors of J 41 have been absorbed into the definition

of n. Nouw the expression in brackets:

Lonax

(2L+1) a;, Py(z) z = cos(6;) VIII.18
L=0

is just a complex polynomial of order Lpax in z. This polynomial can

thus be factored into it’s Lpax roots, zj:

Lmu Lmnx
Y (eL+1) a, Pyz) = € [ [(z ~ ) VIII.19
L=0 i=1

where the zi’s are the Barrelet =zero’s 37, In this one particle

exchange model, only the square of this expression is observable, and
thus if a given root, zj, is replaced by it’s complex conjugate z;i*, the
observed distribution remains the same. Taking all permutations of com-

L-\ . -
plex conjugated roots this proceedure yields 2 ambiguous solutions.

The addition of the helicity one amplitudes into these equations does
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not change this ambiguity argument since these terms make only small
contributions to this reaction in compafision to the dominant pion
exchange terms. Thus the minimization of the chi-square- in equation
VIII.15 yielded 2'"*discrete ambiguous solutions.

In practice within a given M(Kn) and t/ bin, these ambiguous solu-
tions were found by first minimizing equation VIII.15, and obtaining one
of these solutions. Once this solution had been found the program cal-
culated the BarF;let zeros for this particular solution. The program
then formed all 2““'possible polynomial combinations of these Barrelet
zeros. Using these polynomials the program then calculated the partial
wave magnitudes and phases from these polynomials by solving equation
VIII.19. The calculated partial wave magnitudes and phases for each
ambiguous sclution uwere then used as starting values in the chi-square
minimization of equation VIII.1S. The results of these chi-square min-
imizations yielded the ZL“'ambiguous solutions desired. It was neces-
sary to reminimize equation VIII.15 since when helicity one amplitudes
are added the relationship described in equation VIII.19 were only
approximately correct.

In order to investigate the resonance structures present in the
final K n* partial waves, the mass dependenge of these waves needed to
be studied. With 2Lm" ambiuous solutions in each mass bin, a prohibitive
number of combinations existed for plotting these solutions as a func-
tion of mass. Thus these ambiguous solutions had to be classified and
associated as a function of mass.

The Barrelet zeros provided a convenient method of classifying the

Lina

2 solutions within each mass bin. Solutions in this analysis uwere
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classified by the sign of the imaginary part of each Barrelet zero for
the partial wave fit within each mass bin.' Figure 44 shous the Barrelet
zeros calculated 1in this partial wave analysis as a function of mass
(The Barrelet zero’s plotted have been chosen so that Im(z;) is continu-
ous as a function of mass). The Barrelet zero’s plotted are seen to be
smoothly varying fuctions of mass. A smoothness argument was thus used
to associate solutions in adjacent mass bins. By applying smoothness
associjations in-;his analysis the assumption has been made that bin to
bin variations were not present in these Barrelet zeros. Thus if there
were rapid bin to bin variations in the final K w* elastic scattering
partial waves, these variations wouid not have been seen in this analy-
sis.

In making these mass associations we have imposed the condition
that new partial wave amplitudes had to rise from =zero in a counter
clockuise direction on a resonance loop in an Argand diagram. This con-
dition is basically the Wigner condition *°. In terms of Barrelet zeros
this implied that when, increasing in mass, a neuw partial wave was
added, the associated Barrelet zero had to turn on with a negative imag-
inary part. Thus:

Im(z4)<0 belouw the first P wave resonance

Im(2,)¢0 below the first D wave resonance

Im(z3)<0 belouw the first F wave resonance

Im(24)<0 below the first 6 wave resonance
The above condition along with the imposition of elastic unitarity belou
1.30 GeV established a unique solution below this mass. Furthermore

increasing in mass and making bin to bin associations, an ambiguous

solution could be added only when one of the Im(z;) appoached very close
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FI6. 44--The Barrelet zeros as a function of mass (see text for a des-
cription).
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to zero within errors. The problem of classifying ambiguous solutions
thus reduced to determining when the imaginary part of a given Barrelet
zero uwas within a few standard deviations of zero.

in figure 44, error bars are drawn through the Barrelet zeros.
These error bars are statistical in nature only. - These errors were gen-
erated by first finding a given partial wave solution. The fully corre-
lated error matrix from this partial wave solution was then used in con-
junction with a-;aussian random number generator to offset this partial
wave solution’s magnitudes and phases. Using these smeared magnitudes
and phases, a set of Barrelet zeros was then calculated. By repeating
this process one thousand times for each partial wave fit, the errors on
the associated Barrelet zeros were calculated. It should be noted that
smearing the fitted magnitudes and phases 1in a correlated Gaussian man-
ner was not uwell justified in certain mass bins. In these bins larger
Gaussian errors wWere thrown to check for possible crossings of these
Barrelet zeros. We have defined a Barrelet zero cross when the imagi-
nary part of a given Barrelet zero is within three standard deviations
of zero.

As was mentioned before, imposjng elastic unitarity on the partial
wave fits established a unique solution belou,j.3 GeV. The first possi-
ble Barrelet zero cross can be seen in figure 44 to be in the Im(z3) in
the region around 1.86 Gev. The next possible change of sign of the
imaginary part of a Barrelet zero can be seen to be in the Im(z4) around
2.02 GeV. Therefore defining these two Barrelet zero crossing points, a
single unique solution was found in this analysis below 1.86 GeV. From

1.86 GeV to 2.02 GeV tuwo ambiguous solutions were found in this
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analysis, and above 2.02 GeV four ambiguous solutions existed. It
should be noted that in the region of 1.9 GeV, Im(z4) stays very close
to zero. Since in this region from 1.9 GeV to 2.1 GeV, Im(z4) 1is very
nearly zero, the ambiguous solutions that would have been added by flip-
ping the sign of Im(z,) would have been very nearly identical. Thus no
information would have been added to this analysis by allowing more than
“one Im(z4) crossings in this region.

Shown in table 16 are the Barrelet zero classifications of the four
ambiguous solutions seen in this analysis. The next section of this
chapter will give a qualitative description of these four partial wave
solutions, found by minimizing equation VIII.15 in multiple mass bins

and then classifying the resulting solutions as a function of mass.
3. Final K w* Elastic Scattering Partial Waves

Shown in figures 45-49 and tables 17-18 are the final K n* elastic
scattering partial wave magnitudes and phases fit in this analysis. As
was discussed in the last section four ambiguous solutions (solutions
A-D) uere obtained. A1l four solutions are identical below 1.86 GeV.
From 1.86 GeV to 2.06 GeV only two distinct solutions can be seen, and
above 2.06 GeV all four solutions are distinc;. Shown in table 19 are
the number of angular moments used to fit these partial waves in each
mass region. These fits were run, with a 0.0 to 0.2 GeVZ [t’] cut, in
40 MeV mass bins below 1.72 GeV, and 80 MeV mass bins above this mass.
1t should be noted that table 18 presents overlapping solutions run in

80 MeV bins every 40 MeV above 1.72 GeV,. The error bars in these
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TABLE 16

The Barrelet Zero Solution Classifications

Mass

(Cev) 11.30 - 1.86 1.86 - 2.02 2.02 - 2.30
solution z1| zzl 23 z1| zz| 23| 2y z1| zz| 23| 24

A + - -+ - + - = -+ -

B + - =+ - - -1 - - - -

t + = =1+ - + -/ + - + -~

D + - -+ - - =+ = - -~
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TABLE 17

Partial Wave Phases for the
S and P Waves in the Elastic Region

(all phases are in degrees)

M(Kw) 1=1r2 1=372 1=172 1=372
(GeV) S-Wave S-Wave P-Wave P-Wave
0.81 31.1 £ 2.8 -12.8 12.6 * 1.4 0.0
0.83 37.7 + 3.8 -13.6 18.2 * 1.6 0.0
0.85 40.8 * 4.4 -14.3 25.7 * 1.6 0.0
0.87 39.9 * 2.5 -15.1 45.6 * 1.1 0.0
0.89 37.1 2.0 -15.8 79.5 * 3.4 0.0
0.91 42.3 + 2.7 -16.4 116.9 ¢t 2.1 0.0
0.93 51.3 £+ 2.8 -17.1 142.3 * 1.4 0.0
0.95 51.6 * 3.1 -17.7 151.9 = 1.5 0.0
0.97 52.4 = 3.3 -18.3 158.2 * 1.7 0.0
0.99 49.0 * 3.0 -18.9 160.8 £ 1.7 0.0
1.02 4.2 * 1.9 -19.8 164.6 * 1.3 0.0
1.06 50.1 1.7 -20.9 165.2 * 1.3 6.0
1.10 53.4 + 1.7 -21.9 - 168.0 * 1.6 6.0
1.14 59.0 * 3.5 -22.8

1.18 60.1 * 1.2 -23.7

1.22 64.5 + 2.0 -24.5
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+
M(Kw) $rot

V.22
1.26
1.30
1.34
1.38
1.42
1.46
1.50
1.54

1.58

S Magnitude
0.35 % 0.02
0.87 £ 0.01
0.92 * 0.01
0.93 £ 0.03
0.99 £ 0.02
1.05 £ 0.02
1.05 ¢ 0.03
1.02 £ 0.03
0.87 t 0,03
0.7t £ 0.02
0.62 £ 0.02
0.46 t 0.09
0.21 £.0.08
6.15 £ 0.04
0.04 ¢ 0.02
0.13 £ 0.03
0.31 £ 0.03
0.36 ¢ 0.03

* ¢#(rot) is the overal) phase rotation which has been added to the

K-mw

8§ Phase

72

82

83

93

148

165

177

188

163

94 ¢

55

70

87

Elastic Scattering Partial Wave
Magnitude and Phases in the Inelastic Region
(all phases are in degrees) .

TABLE 18

P Magnitude P Phase D Magnitude D Phase F Magnitude
0.13 £ 0,17 151 + 8 0.08 ¢ 0.02 33 53

0.10 ¢ 0.09 13 38 0.17 £ 0.03 13¢5

0.11 £ 0.09 141 27 0.14 £ 0.07 30 228

0.08 £ D.03 82 59 0.33 £ 0.06 10

0.12 £ 0.02 112 30 0.27 ¢ 0.07 15

0.11 £ 0,04 111 #3171 0.45 £ 0.05 23

0.10 ¢ 0.02 102 222 0.67 * 0.04 39

0.10 ¢ 0.02 87 229 0.93 £ 0.03 72

0.08 + 0.02 147 *40 0.85 ¢ 0.03 114

0.10 + 0.03 136 30 0.63 % 0.03 137

0.08 £ 0.05 215 £38 0.44 £ 0.04 148

0.37 £ 0.18 112 £ 9 0.46 £ 0.08 153 0.14 .09
0.63 £ 0.03 80 *6 0.29 20.04 97 212 0.25 .05
0.62 £ 0.02 87 :+3 0.34 £0,02 1026 0.32 03
0.65 £ 0.0% 103 £2 0.33%0.01 1056 0.38 .03
0.64 £ 0.02 126 *2 06.34 £0.01 1145  0.41 .02
0.61 * 0.02 145 3 0.36 ¢+ 0.01 129 £ 4 0.4 .02
0.58 £ 0.02 163 ¢ 3 0.38 £ 0.02 145 * 4 0.37 .03

phases in this table to obtain the plots shoun in figures 45-49.
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z : . : TABLE 18 (cont.)

(=) SOLUTIOR A

M(Kx) #rot S Hagn_‘&:de S Phase P Magnitude P Phase D Magnitude 0 Phage F tMagnitude F Phase 6 Magnitude 0 Phase

1.86 0 0,59 £0.03 94*3 0.38 2004 14528 0.31 20,03 134238 0.37 0,02 116
1.90 0 0.62 £ 0,05 1047 0.31£0.08 139 227 0.36 % 0.03 135 213 0.38 £ 0,02 124 0.04 & 0.07 32 222
1.94 0 0,62 £ 0.03 112 28 0.27 & 0.04 914 235 0.35 % 0.05 136 213 0.36 ¢ 0.02 129 0.10 = 0.08 33 =226

1.98 26 0.57 £ 0.02 89 x12 0.39 £ 0.10 64 226 0.32 £ 0.05 99 £28 0.31 2 0.05 100 214 0,17 £ 0.06 18

2.02 26 0,44 £ 0.02 97 213 0.52 £ 0,05 77 £14 0.29 £ 0.03 103 £25 0.37 £ 0,04 122 £ 9 0.23*0.04 59

. 2.086 0 0,42 £ 0.92 130 214 0.49 £ 9.05 116 £16 0,29 & 0.04 146 227 0.37 ¢ 0,04 156 £10 0.27 £ 0,05 34
2.10 0 0.47 20,02 127 14 0.50 £ 0.03 123 214 0.25 ¢ 0.03 146 229 0.37 £ 0,04 162 £ 9 0,19 £ 0.05 105
2.14 G 0.40 £ 0.02 123 212 0.50 ¢ 0,02 129 212 0.26 ¢ 0,03 144 23 0.36 £ 0,04 166 £ 8 0,21 £ 0.05 119

2.18 ¢ 0.39 £ 0.02 131 21V 0.47 ¢ 0.02 138 #12 0.29 ¢ 0.04 159 218 0.35 £ 8.04 177 £t & 06.21 % 0,05 327
i : 2,22 0 0,37 £0,03 134 210 0.42 ¢ 0,02 15) £12 0,32 £ 0.04 174 ¢16 0.38 £ 0.04 184 £ 9 ©.17 2£0.05 132

2.26 0 0.36 £ 0.03 137 £9 0.41 ¢ 0.02 160 210 0.30 ¢ 0.04 182 #13 0.34 = 0.04 188 * 8 0.17 £ 0.04 135

: tb) SOLUTION B

M) fPrgt S Magnitude S Phase P Magnitude P Phase D Magnitude D Phase F Magnitude F Phase 0 Magnitude & Phase

1.86 0 0.33+£0,03 107 ¢£3 0.552%0.02 179 ¢£3 0,42 £0.02 159 ¢4 0.37 £0.02 116
1.90 0 0,37 £ 0.04 11827 0.50 % 0.05 188 £ 6 0.45 2 0.02 162 214 0.38 + 0.08 124 0.02 &£ 0.24 21 264
t.94 0 0,3720.09 1306 0.43¢0.14 196 £+ 9 0.47 £ 0.62 166 2 8 0.3% ¢ 0.06 129 0.06 2 0.08 17 242

1.98 21 0,39 £ 0.03 122 9 0.30 ¢ 0,06 164 221 0.49 * 0.02 142 212 D.44 ¢ 0,03 116 10 0.16 2 0.06 38
2.02 11 0.3520.02 142 27 0.34 * 0,02 138 ¢11 0.45 2 0.02 154 £+ 9 0.50 £ 0.02 129 8§ 0.22 ¢£0.05 59
2.06 0 0.31 £0.02 171 #10 0.34 2 0.02 169 t14 0.43 2 0.02 135 212 0.48 £ 0.02 161 £ 7 0.2} ¢ 0.05 B84
B 2.10 0 0.26 £ 0.02 187 210 0.36 * 0.02 187 £12 0.43 &£ 0,03 201 %11 0.48 £ 0,03 170 £ 7 0.19 2 0.05 10§

. 2.14 0 0.21 20,02 191 212 0,39 £ 0,02 195 %9 0,42 £ 0.02 205 $10 0.47 £ 0.02 177 £ 6 0.21 2 0.05 11§

=4

: 2.18 % 0.20 £0.02 199 14  0.38 & 0.02 204 £11  0.43 £-0.0Z2X10 £11  0.45 £ 0.02 187 £ 6 0.21 & 0:05 127 -

<@

2,22 0 0.17 £ 0.03 198 19 0.37 £ 0,02 213 212 0.43 2

-1

.02 212 #12 0.44 20,03 191 ¢ 8 0,17 2 0.05 132

.02 216 $13 0.40 £ 0.03 195 £ 8 0.17 2 0.05 135

'
o

2.26 0 0,14 £ 0,03 194 £21 0.37 2 0.02 214 £12 ©0.41 ¢
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(e)

(d)

SOLUTION C
MIKN)  $rot
1.86 L}
1.90 0
1.94 ]
1.93 3
2.02 32
2.06 0
2.10 0
2.4 [
2.18 0
2.22 [}
2.26 ]
SOLUTION B
MIKN) $rot
1.36 L]
1.90 0
1.94 0
1.98 17
2.02 17
2.06 2
2.0 1]
2.14 9
2.18 [}
2.22 0
2.26 0

tMagni tude
.59 2 0133
.62 2 0.05
.62 + 0,03
.57 £ 0.02
.50 2 0.03
.49 * 0.02
.51 £ 0.02
.48 £ 0.03
(45 ¢ .02
.42 £ 0.83
.40 t 0.03
Magni tude
.33 2 0.03
.37 £ 0.04
.37 £ .09
.39 ¢ 0,03
.38 ¢ 0.02
.35 £ 0,02
.30 ¥ D.04
27 £ 0.03
.25 £ 0.03
.19 2 6.04
18 £ 0.05

12

83

93

126 ¢

120 ¢

119
129

129

132 ¢

S Phase

107 ¢

113

130

131

158

162

163

182

181 2

177 ¢

P Magnitude

0,38
8. 31
0.27
0.39
0.4%
0.39
6.37
0.38
g.38
0.35

0.33

.07

.07

.06

.06

.05

.02

.03

P Magnitude

.55 2

6.50

0.43

0.39

6.29

8.29

0.33

0.32

8.32

.62

.85

.06

.02

.02

.05

.04

.03

.84

.05

P Phase

114 235

64 226

70 217

110 220

110 2%

110 219

147 212

151 223

P Phase

179 + 3

188 £ 6

196 £ 9

164 21

14% 218

181.£18

204 214

206 213

213 214

220 x10

219 14
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TABLE 18

0 Magnitude

0.31

0.36

8.35

0.32

6.36

0.37

0.38

0.38

0.03

6.063

0.05%

6.05

0.03

0.04

0.04

6.04

0.04

B Magnitude

¢.42

0.45

0.47

0.4%

0. 49

0.48

g.50

0.53

8. 51

0.02
8.02
6.02
.02
0.02

0.03

9703

{cont.)

0 Phase

134 = 8
135 #13
136 213
99 223
102 19
141 219
141 214
146 212
159 *12
168 211

175 £12

B Phase

173+ 9
181 £ 9
1}6 +-7
1;6 b

.

201 211

f Magnitude F Phase G Magnitude @ Phase
0.37 £ 0.02 116

06.38 £ 0,02 124 0.04 0.07 32 222
0.36 2 0.02 129 0.10 0.08 33 226
.33 £ 0.05 109 14 0.17 0.06 3s
0.34 £ 0,04 119 211 0.23 £ 0.04 59
0.33 £ 0.04 154 212 0.21 0.04 34
0.31 £ 0.04 154 212 0.19 0.08 1?5
0.29 ¢ 06.04 152 213 .21 ’ 0.05 19
0.30 * 0.04 168 212 0.21 0.05 127
0.34 £ 0,04 179 12 0.17 £ 0.05 132
0.28 £ 0.04 179 16 0.17 0.05 135

f Magnitude F Phase 6 Magnitude G Phase
0.37 £ 0.02 116

0.38 £ 0.08 124 0.02 0.24 21 264
0.39 ¢ 0.06 129 0.06 6.08 17 242
0.44 £ 0.03 116 210 0.16 : 0.06 38
6.46 * 0.02 127 2 7 0.22 0.05 59
6.44 * 0.02 160 = 8 0.2 0.05 84
0.41 * 0,02 165 ¢ 9 0.19 0.65 105
0.38 £ 0.03 169 t 9 0.21 *0.05 119
0.39 £ 0.03 18288 0.20:005 127
0.40 * 0.03 138 ¢+ 9 u.q'n 0.04 ‘132" -
0.34 £ 0.04 189 312 0.17 £ 0.05 138



TABLE 19

Number of Partial Waves Used and Angular Moments
Fitted in the Integrated t/ Bin PHWA

mass region

partial waves

maximum angular
moment fit to

(GeV) included in fit
Tmax mmax
0.80 - 1.12 s,P 2 2
1.12 - 1.56 s,P,D 4 2
1.56 - 1.88 S,P,D,F 6 i
1.88 - 2.28 S;PrD)F)G 8 1
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partial wave plots, as well as the error bars listed in tables 17-18,
are statistical in nature only. The errors on parameters were found to
be quite parabolic in most fits. In certain mass bins though, positive
and negative error estimates on a given parameter were substantially
different. In these cases, the average of these positive and négative
error estimates are shoun.

In performing these fits, elastic unitarity was imposed on the S
wave belouw 1.24 GeV, and on the P wave below 1.14 GeV. In order to
impose elastic unitarity on these waves, it was necessary to specify the
isospin 372 portion of the K 1* elastic scattering uwaves, a . Shoun in
table 17 are the isospin 372 phase shifts taken from the Knm PWA of
Estabrooks et al.(see footnote p.183) in order to perform these fits.
Also shouwn in this table are the isospin 172 S wave and the isospin 1/2
P wave phase shifts fit in this analysis in this elastic region. Belowu
1.24 GeV the imposition of elastic unitarity on the S wave fixed the
overall phase in this region absolutely so that the phase ambiguities
discussed in the last section did not exist.

Above 1.24 GeV elastic unitarity was no longer imposed on the §
wave, and thus the phase ambiguity discussed in the last section did
exist. Since only the relative phases of the partial waves could be
observed, it was necessary to fix one of the partial wave phases. In
performing these fits in the mass region from 1.24 GeV to 1.60 Gev the D
wave was held constant. In the mass region from 1.60 GeV to 1.88 GeV
the F wave was held constant, and lastly in the mass region above 1.88
GeV the 6 wave uwas held constant. For presentation purposes these con-

stant phases uere set close to the phase predicted by the leading
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resonance in a given mass region. Thus in the region where the D wave
phase was held constant, this D wave phase was fixed to a simple Briet-
Wigner fit to the K*(1430). In the region uhere the F wave pha;e was
held constant, this F wave phase was fixed to a simple Breit-Wigher fit
to the K*(1780), and finally in the region where the 6 wave phéée was
held fixed, the 6 wave phasé was fixed to a simple Breit-Wigner fit to
the K*(2080). _Ihe resonance parameters used to calculate these Briet-
Wigner phases are shown in table 20. Table 18 gives these K u* elastic
scattering partial uwaves with the fixed phases set to these Breit-Wigner
forms in each region.

- The lines draun in the plots of the B, F, and G wave phases in fig-
ures 45-49 also represent these fixed Breit-Wigner phases. In these
piots though, the overail phase was chosen by requiring approximate
Briet-Wigner behavior, but small shifts of these fixed phases away from
the Briet-Wigner values uere allouwed to assure continuity of the phases.
These rotations were small, and are shown in the left hand column of
table 18. In figures 45-49 the overall phase was fixed to points near
or on the Briet-Wigner curves. These phase fixing points on these plots
are represented by the symbol o. It should be emphasised again that
only the relative phases betwueen different partial waves in a particular
fit could be observed in this PWA. Houwever, it is believed that any
reasonable choice of overall phase will Tlead to the same physics

interpretations that are made in the next few subsections.
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TABLE 20

Resonance Parameters from Breit-Wigner
Fits to the Partial Wave Amplitudes

(a) Spin 1 Fit te

the P Wave Phase

Parameter Fit Statistical|Systematic
Value Error . Error

Mass 894.6 0.8 * 2.0 Mev

Width 49.8 * 1.2 MeV

R 7.8 * 3.2 Gev-2

x2/DOFR 3.9/7

(b) Spin 2 Fit to

the 0 Wave Magnitude

Parameter Fit Statistical |Systematic
Value Error Error

Mass 1428 * 3 * 4 MeV

Width 98 + 8 MeV

Elasticity 0.43 .01

%2 /DOF 3.874

(c) Spin 3 Fit to

the F Wave Magnitude

Parameter Fit Statistical |Systematic
Value Error Error

Mass 1753 + 25 2 20 Mev
- 18

Width 300 +170 MeV
- 80

Elasticity 0.16 +.01

%2/DOF 0.0671

(d) sSpin 4 Fit to

the 6 Wave Magnitude

Parameter Fit Statistical|Systematic
Value Error Error

Mass 2070 + 100. * 30 Mev
- 40

Width 240 + 500 MeV
- 100

Elasticity 0.07 +0.01

x2/DOF 0.86/2

R chi-square

per Degrees of Freedom

- 222




a) S Wave Solutions

Shouwn in figure 45 are the four sets of K gt elastic‘scatter}ng S
wave magnitudes and phases from each of the four ambiguous solutions
extracted in this analysis. All four solutions are seen to be identical
below the first Barrelet zero cross represented in these plots by the
.dotted line. At low mass, the S wave magnitude and and phase is seen to
rise slouly in t;; 0.8 GeV to 1.3 GeV mass region. At a mass near 1.4
GeV there 1is then a sharp peak in the § wave magnitude and a rapid §
wave phase variation. This behavior is indicative of a J'=0* resonance
at a mass of approximately 1.4 Gev. Looking at higher masses the S
wave magnitude is seen to be extremely small in the 1.7 GeV mass region.
The S wave phase also has a discontinuous jump here. This phase discon-
tinuity is easily explained. In terms of a resonance loop in an Argand
diagram this merely means the S wave has gone once around this loop and
is passing through or near zero.

At even higher mass in figure 45, the four S wave solutions are
seen to be quite similar in overal behavior even though the four solu-
tions are seen not to agree in fine details. A1l four S wave solutions
have a magnitude peak combined with a rapid phase variation in the mass
region around 1.9 GeV. This behavior is indicative of a second 0* reso-
nance in this 1.9 GeV mass region.

A slightly different way of presenting this data is shown 1in the
Argand diagrams of figures 50-53. This plot represents the partial wave
amplitudes plotted in the complex plane. Here the partial wave solu-

tions of figures 45-49 with the same identical phase fixing conventions
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GeV and fits run in overlapping 80 MeV bins above this mass.
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have been plotted. Above 1.76 GeV though, solutions fit in 80 MeV bins
overlapped every 40 MeV are shoun. The circles draun in these plots
represent the unitary circles. These unitary circles have a diameéer of
var+1 . In all four solutions the S wuwave is seen to move outside of
this unitary circle. This is due to the fact that the partiai waves
plotted are sums of an isospin 1/2 part and an isospin 3/2 part. Only
the separate isospin partial waves are required to stay within the uni-
tary circle. F;;ure 54 demonstrates this point by using the isospin 3/2
parameterization of the 13 GeV SLAC experiment E-75 to isolate the isos-
pin 172 part of the S wave 1in this analysis (see footnote p.183). The
correction has been made up to a mass of 1.6 GeV. Above this mass there
is little information available on the isospin 3/2 uaves. Higher isos-
pin decomposition of the K 7t elastic scattering partial waves will have
to wait until the K*p data currently being analysised by this group is
fully processed (see chapter VIII section E). In figure 54, the isospin
172 S wave is' seen to remain within the unitary circle with only small
deviations of the S wave out of this circle consistent uith the statis-
tical errors inherent in these partial wave fits. Taking this fact into
account we return to the Argand diagrams of figures 50-53.

Figures 50-53 clearly show the circular motion of the S wave ampli-
tudes in the Argand diagrams. It is a well known fact that backgrounds
tend to rotate the peak of a resonance away from the 90 degree point on
a resonance loop in an Argand plot “!. In these Argénd plots, it is
seen that the most rapid variation of the S wave in the resonance loop
of the first J%=0* resonance is in the region of 1.42 GeV. This posi-

tion of rapid phase variation should be associated with the 0% resonance
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FIG. 54--An Argand diagram of the isospin 1/2 K n* elastic scattering §
wave. To isolate this isospin 1/2 portion, an isospin 372 par-
ameterization from a previous PWA performed by this group was
used (see footnote p.183),
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mass, and not the 90 degree point. Although this point of rapid phase
- variation depends on the choice of overall' phase it is thought that any
reasonable choice of overall phase will lead to approximately the same
resonance mass.

R second loop in the S wave Argand diagrams of figures ©50<53 is
clearly seen in all four solutions. This second loop is associated with
"the second 0% resonance in the 1.9 GeV region. In this mass region it
is clear the est?&ation of resonance parameters of this second 0* reso-
nance depends on the assumptions made about backgrounds 1in both the
isospin 172 and the isospin 372 waves, and also the choice of overall

phase. This caution extends to the estimation of resonance parameters

for all higher underlying resonances seen in this analysis.

b} P Wave Solutions

Shoun in figure 46 and in figures 50-53 are the four ambiguous sets
of K'n* elastic scattering P wave magnitudes and phases extracted in
this analysis. In figure 46, the 1- K*(895) is seen as a sharp magni-
tude péak combined with a rapid 180 degree phase shift in the 0.895 GeV
mass region. This leading resonance displays a classic Breit-Wigner
resonance behavior. Increasing in mass, in the region from 1.2 GeV to
1.5 Gev, the P uwave magnitude is seen in figure 46 to be extremely
small. The errors on the P wave phase are also seen to be extremely
large in this region. This is an example of the fact that when a par-
tial wave magnitude becomes very small, the associated partial wave

phase becomes nearly indeterminant.
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The next prominant structure in figure 46 is a broad peak combined
with a fapid phase variation in the 1.7 GeV mass region. In figures
50-53, this is seen as a circular loop in all four P wave Argand dia-
grams. This behavior is evidence for a J* =1 resonance state (or
states) in this mass region.

At the highest mass interesting structure is seen in solutions A
and ¢ of this partial wave analysis. Both solutions show a broad peak
combined with a phase variation in the 2.1 GeV mass region. In the
Argand diagrams this structure is seen as a second circular loop in the
P wave Argand diagrams of solutions A and C. The behavior is suggestive

of possible high mass 1- resonance states, although only tuo of the four

ambiguous solutions display this behavior.

c) D Wave Solutions

Shown in figure 47 and in figures 50-53 are the four ambiguous sets
of K-n* elastic scattering D wave magnitudes and phases extracted in
this analysis. The most obvious structure in figure 47 is the JP=2¢
K*(1430) seen as a magnitude peak in the 1.43 GeV mass region. As uas
mentioned previously, in this mass region the overall phase was set by
fixing the D wave phase. In the Argand diagrams the K*(1430) is seen as
the first circular loop in the D wave Argand plots.

At high mass in figure 47, all four ambiguous B wave solutions shou
little clear evidence of resonance structure. However inv the Argahd
diagrams of all four seclutions, an intriguing cusp is seen in the 1.7
GeV mass region. Thus interesting resonance structure may still lie

hidden in this high mass region.
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d) F Wave Solutions

Shown in figure 48 and in figures 50-53 are the four ambiguous F
wave K'n*t elastic scattering partial wave solutions extracted iﬁ this
'_analysis. The most strikingrfeature in figure 48 is the JF=3- k*(1780)
resohance seen as_a rising amplitude with a fairly broad magnitude peak
in the 1.75 GeV mass region. In this mass region the overall phase has
been fixed by fixing the F wave phase. In the Argand plots, this
K*(1780) is seen as a circular loop in the F wave Argand diagrams. In
all four ambiguous solutions, the F wave amplitude is seen to remain
large in the high mass region, but no other resonance structure in this

high mass region is obvious.
e) 6 Wave Solutions

Lastly shoun in figure 49 and in figures 50-53 are the four ambigu-
ous G wave K-wt elastic scattering partial wave solutions extracted in
this analysis. In figure 49, all four solutions show a rather broad
magnitude bump in the 2.1 GeV mass region. In-this mass region the ove-
rall phase has been fixed by fixing this 6 wave phase, In the Argand
plots, a circular loop is seen in all four ambiguous 6 wave Argand dia-

grams. This behavior in the 2.1 GeV mass region is indicative of the
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JP=4* K*(2080) discussed in the angular moments section.
D. Leading K* Resonance Fits using the Partial Waves

In this section simple fits to the K 1% elastic scattering ﬁartiai
waves Will be presented yielding resconance parameters for the four lead-
- ing K* resonances: 1) J¥=1- K*(895), 2) 2% K*(1430), 3) 3~ K*(1780), and
4) 4% K*(2080). In performing these fits a simple Breit-Wigner reso-
nance form with a Blatt-Weisskopf barrier factor was used 31. Table 9
give the form of this Breit-Wigner.

In performing this fit to the K*(895), the 8? of table 17 was fit
to this simple Breit-Wigner form. It was assumed in performing this fit
that no P wave isospin i/Z background was present in the mass region
around this resonance. Figure 55 and table 20 shouw the results of this
chi-square fit.

- P S 2. 2 rFoooa . a N JE U PR, Ly
in periorming tne 111s 10 The olner 1

[ I P T 7L

nree leading K%
corresponding K n* partial wave magnitudes of table 18 were fit to sim-
ple Briet-Wigner forms (see table 9). In performing these fits it uas
also assumed that the turn on of a given partial  wave was dominated by
resonance production of the leading K* resonance associated with that
partial wave, and that the isospin 3/2 portion of the associated partial
wave uwas negligible in the region of these leading K* resonances. Shoun
in figure 55 and in table 20 are the results of these four chi-square
fits (Note the 6 wave solutions are so similar that all four solutions
gave the same resonance parameters). The resonance widths given in

table 20 for these Briet-Wigner fits to the K-n* elastic scattering
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(for details see the text);
a) the K*(895) fit
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partial waves have been corrected for binning effects as well as for the
finite mass resolution of this spectrometer. Where a value of R is not
shown in this table, R was fixed to a value of 1 fm in performing these
fits. The systematic errors listed in this table represent conservative
estimates of the systematic effects present 1in the measurement of—these
" resonance parameters, Nhere’systematic errors are not shoun, statisti-
cal errors are believed to dominate over systematic effects.

Table 21 compares: 1) rescnance parameters from the Breit-Wigner
fits to the angular moments presented in the last chapter, 2) resonance
parameters from the Breit-Wigner fits to the partial waves presented in
this section, and 3) resonance parameters from the Particle Data Group’s
table values 3. Both the angular moments fits, and the partial uwave
fits are seen to agree well within errors with these table values for
the three leading K* resonances with the minor exception of the Breit-
Wigner fit to the t,0 angular moments. The fact that this fit yielded
such a small resonance mass is probably due to the fact that the assump-
tion that the production parameters; Y5, Yec» and b did not vary rapidly
in éhe region of the K*¥(895) was not uwell justified (see <chapter VII
section E)). No comparisons are given with the spin 4* leading K* reso-
nance seen in this analysis since no published parameters exist for this

resonance.
E. Future Isotopic Spin Decomposition of the Partial Waves

In this chapter a partial wave analysis of K'p » K 7*n data yield-

ing the K-w* elastic scattering partial wave amplitudes has been
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TABLE 21

Resonance Parameters from Breit-Wigner Fits to the Partial
Wave Analysis Results, from Breit-Wigner Fits to the Moments
and the Particle Data Groups Table Values;
(a) Spin 1 , (b) Spin 2 , (c) Spin 3, (d) Spin 4

(a) Breit-Wigner Fit to Breit-Rigner Fit to PDG Table Value?
P-Wave Phase tzo Moment
Parameter Fit Stat. Syst. Fit Stat. Syst. Table Error
Result Error Error Result Error Error ValueV
Mass 894.6 0.8 2.0 Mev 887.0 % 3.3 £ 2.0 Mev 896.1 & 0.3 Mev
Width 49.8 * 1.2 MeV 58.8 * 7.1 MeV §2.2 % 0.5 Mev
R 7.8 3.2 0.0 * 4.0
x2/D0F® 3.9/7 2.9/1
d) Breit-Rigner Fit to Breit-Wigner Fit to PDG Table Value?
B-lave Magnitude tvo Foment
Parameter Fit Stat. Syst. Fit Stat. Syst. Table Error
Result Error Error Result Error Error Value?
Mass 1423 13 ¥ 4 Mev 1426 = 3 * 4 MeV 1434 £ S MeV
Width g8 * 8 MeV 118 =+ 13 MeV 100 * 10 Mev
Elasticity 0.43 = 0.01 -- -- 0.49 * 0.02
%2/DOF 3.8/4 0.32,2
{c) Breit-wigner Fit to preit-Wigner Fit to PDG Table ValueV
F-Wave Magnitude t¢o Moment
Parameter Fit Stat. Syst. Fit Stat. Syst. Table Error
Result Error Error Result Error Error ValueV
Mass 1753 + 25 2 20 Mev 1756 + 17 &£ 20 MeV 1785 £ 6 Mev
- 13 - 13
Width 300 + 170 Mev i85 + 53 MeV 126 * 20 Mev
- 80 -~ 38
Elasticity 0.16 + 0.01 - - 0.19 % 0.05
x2/00F 6.06/1 3.4/5
(d) Br!it-uignerlrit to Breit-Wigner Fit to Special Spin 4 Breit-Wigner
G-Have Magnitude tyo Moment Fit to teo: tyo, teo Moments
Parameter Fit Stat. Syst. Fit Stat. Syst. Fit Stat. Syst.
Result Error Error Result Error Error Result Error Ervor
Mass 2070 + 160 % 30 Mev 2140 + 140 = 30 Mev 2075 + 40 % 30 MeVv
- 40 - 80 - 30
Width 240 + 500 MeV 250 + 300 Mev 240 + 400 MeV
- 100 - 130 - 80
Elasticity 0.07 % 0.0% - - - -
x2/DOF 0.8672 2.5/3 15.7713

8 Chi-square per Degrees of Freedom
V Rpeference (3)
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presented. Assuming invariance under SU(3) transformations %2 these
measured K n* elastic scattering partial uwaves can be related to other

Kn scattering partial waves through isotopic spin decomposiiion:

a (K nt > K nt) =% (aff+La%?) VIII.20
aL( K+ 7r+—-)K+ 7T+) =a?‘/2 VIII.21
a (K ot = Ka®) =% (-a+ a¥%?) VIII.22

where the aé and the azlpartial waves are independent of the Kw scatter-
ing reaction. In this experiment besides taking K p triggers, approxi-
mately five percent of our triggers were taken with an incident K* beam.
This data consisted of ~50 consecutive tapes of data. The analysis of
this K*p data is ongoing and within a few months a partial wave analysis
similar to the PWA presented in this chapter, will be performed on the
reaction K¥p » K'*uw'n. The measured partial waves from this analysis,
a, (K*n* » K*n*), will determine the isospin 3/2 partial waves, and thus
will allow the isolation of the resonant, aZﬁ scattering partial uwave

part from the K n* elastic scattering partial uwaves presented 1in this

chapter.
F. Resolution of the Barrelet Zero Ambiguities
As was discussed in the ambiguity section of this chapter, the four

ambiguous partial uwave solutions predict identical differential cross

sections for the reaction K'p + K n*n. The simplest means of discarding
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solutions in previous analysis has been to discard solutions which badly
violate elastic unitarity. Without the isospin decomposition discussed
in the last section though it is impossible to discard any saolution on
these grounds in this present analysis. Since all four solutions do
stay fairly well inside the unitary circle in the Argand diagrams,vit is
.<doubted whether this method ﬁill prove useful in discarding solutions
even when this decomposition is made, and no other means exists for rul-
ing out any of the solutions from a physics point of vieu. One experi-
mental method of resolving these ambiguities, which might prove more
useful, is afforded by equation V1I1.22 above. Using the af and the aﬁi
partial wave amplitudes extracted in the joint K'p = K n*n and K'p >
K*n*n PWA described in the previous section, and the exchange model pre-
sented in this chapter; equation VI1I.22 can be used to predict angular
moments for the reaction K"p -» K%non. Since this isospin spin sum is
quite different from equation VI1II.20, the four ambiguous solutions
predict different sets of angular moments. By compairing these angular
moments with experimental K-p ~ KO%7%n angular moments the ambiguity in
theory could be resolved. It is extremely hard to perform an experiment
to measure K'p - Konn angular distributions though, since one would
have to measure either the outgoing n or the outgoing % (either of
which is extremely hard). Even if this experiment 1is performed, the
four ambiguous solutions presented in this" PWA are so similar that very
large statistics would be needed in order to resolve these ambiuities.
One other means exists for resclving these Barrelet ambiguities.
Given a wmuch larger statistics K p » K n*n PWA, it is possible that

where a given Barrelet zero uwas very close to zero within errors in this
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analysis, the same Barrelet zero may be well separated from zero in a
higher statistics PHA. Since in this case no Barrelet zero cross would
be present, the particular ambiguity seen in this analysis uouid be
resolved. If the Barrelet zero is still found to be consistent with

zero, this ambiguity would remain.
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Chapter IX

SUMMARY AND CONCLUSIONS

" A. Summary of the Results

A great number of interesting results have been presented in the
angular moments analysis, and the energy independent partial wave analy-
sis discussed in the last two chapters. This section will describe the
new physics extant in these results.

Both the angular moments analysis and the partial wave analysis
discussed in this paper shouwed clear evidence for the three well knouwn
leading natural spin-parity strange meson states: 1) the JP=1- x*x(895),
2) the 2% K*(1430), and 3) the 3~ K*(1780). As uell as confirming the
spins and parities of these resonances, fits were discussed which
vielded resonance parameters for these three leading states (see table
21). These states have been rather extensively studied in the past (see
reference 3) and most properties of these states are now rather well
understood. Two salient points stand out in our study ' of these reso-
nances though.

Past amplitude analysis ¥ *3 have found the mass of the K*(1430) to
be closer to 1.430 GeV than the value of 1.420 GeV traditionally found
when titting the invariant mass spectrum. This is attributed to the
fact that invariant mass fits do not correctly account for the sirong S

wave background which peaks and then drops rapidly in the 1.400 GeV mass
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region (see figure 45). This analysis confirms the S wave peak and
rapid drop in this 1.400 GeV region, and the fitted resonance mass was
quite consistent with the mass values obtained in the previous partial
wave analysis.

Although. it is a well established resonance, there has been a<great
"~ deal of variation in resonance parameters published for the 3- K*(1780).
In particular the values quoted for the width of this resonance have
ranged from 90 MeV to over 300 MeVv. This analysis sheds some light on
why these resonance parameters for this state have been so difficult to
measure. In figure 48 the K n* F wave magnitude is seen to rise sharply
in the mass region from 1.6 GeV to 1.75 Gev. Above this mass the F uave
magnitude in all four solutions remains very large. It is clear some
background or higher mass resonance must be present in this region above
1.80 G6eV. In any case this background must be treated very carefully if
one is to obtain proper resonance parameters in a fit to this resonance.
In this analysis wuwe fit the leading edge of this resonance, and thus
circumvented this background problem. Although the statistical error on
this fit was rather large, we obtained a mass and width quite consistent
with the energy independent partial wave anélysis of P.Estabrooks et
al.", and the energy dependent partial wave analysis of Bouler et
al. "3.

Both the angular moments analysis, and the energy independent par-
tial wave analysis discussed in this paper presented clear evidence for
a new J =4* natural spin-parity meson resonance in the mass region
around 2.08 GeV. Evidence for this state in the angular moments can be

seen as bumps in the t¢o and tgo angular moments, as well as a strong
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interference in the t;¢ moment in this 2.08 GeV mass region (see figure
31). Evidence for the spin classification of this state is shoun in
figure 34 where the tgo and ti90 angular moments, for a éeparate fit,
were found to be consistent with zero within errors. Since only natural
spin parity states can be seen in this reaction, the positive éarity
'-assignment follous. In the k'n‘ elastic scattering partial waves this
resonance can be seen as a small resonance loop in the 6 wave Argand
plot in all four ambiguous solutions (see figures 50-53).

Acceptance limited statistics, as well as the small elasticity of
this new 4* strange meson resonance made the determination of resonance
parameters difficult. Table 21 presents the mass and width of this
state from the three separate fits discussed in this paper. This reso-
nance was seen With a statistical significance of greater than four
standard deviations in this analysis. Additional evidence for tha
charge one 4* K* state has recently been presented by another experimen-
tal group (see reference 44).

In chapter VIII, an energy independent partial wave analysis of the
acceptance corrected angular moments was presented. This partial wave
analysis extracted the K- n* elastic scattering partial wave amplitudes
as a fuction of mass. One of the most interesting results of this PUA
is that one unambiguous solution was found below 1.80 GeV in mass. This
is in marked contrast to the PWA of Estabrooks et al. * which displayed
a four fold ambiguity from 1.5 GeV up to 1.85 GeV where the Estabrooks
analysis stopped. Reexamining the region of the Barrelet zero crosses
of Estabrooks et al. near 1.5'GeV, no possible crosses in our data uwere

seen. This result can be attributed to the uniform acceptance of this
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experiment compaired with the forward and backward cosB; limited data of
Estabrooks et al.. The unique K w* elastic scattering partial uwave
solution extracted in this analysis has the same Barrelet zero structure
as solution B in Estabrooks et al.. A comparison of solution B from
Estabrooks et al. with our unambiguous solution up to 1.8 GeV égrees
© quite well in all details. Above 1.8 GeV the Estabrooks et al. analysis
-uas severely acceptance limited. The superior acceptance properties of
the LASS spectrometer allouwed this PWA to extend up to 2.3 Gev.

In this PWA, a two fold ambiguity was seen in the mass region from
1.8 GeV to 2.0 6GeV, and a four fold ambiguity was seen above 2.0 GeV.
These ambiguities were indicated by the Barrelet zeros, Im(z3) and
Im(z4), approaching zero within errors in the 1.80 6eV and 2.0 GeV mass
regions respectively. Both Im(z24) and Im(z3) can be seen in figure 44
to be very nearly zero in this high mass region. Flipping the signs of
Im(24) and Im(z23) thus did 1ittle to change these partial wave solu-
tions. Thus the four solutions extracted in this partial wave analysis
uere very similar in structure. This proves to be an important point
since resolving these ambiguities is a very difficult experimental prob-
lem (see chapter V1I1 section F).

The main purpose of extracting the K u* elastic scattering partial
waves in this PWA was to investigate the nonleading resonance structure
hidden in our angular moments. The most prominant of these underlying
structures was the S wave resonance in the 1.40 GeV region. In figure
45 the S wave magnitude and phase are seen to slowly rise in the mass
region from 0.80 Gev to 1.30 GeV. Then at a mass near 1.40 GeV the S

wave amplitude peaks, and then drops precipitously. In this 1.40 GeV
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mass region the S wave phase also goes through a rapid phase change.
This behavior of the S wave is nearly identical to the S wave behavior
in the analysis of Estabrooks et al. “. This structure ié interpreted
by Estabrooks et al. as a fairly narrow S wave resonance at ~1.430 GeV
on top of a relatively large S wuwave background. ’ No attempt is m%de to
~‘interprete this background. rNe also associate this rapid phase change
with an S wave resonance in the 1.430 GeV region. As uwas meantioned
previously, determination of the resonance parameters of this state
depend strongly on the assumptiéns made about: 1) the nonresonant isos-
pin 372 S wave contribution, 2) the background shoun dramatically by the
slow rise in the S wave magnitude and phase below 1.3 GeV, and 3) the
choice of the undetermined overall phase in this PUWA. It is believed
that any reasonable choice of overall phase wWwill lead to nearly the same
resonance parameters. Taking these cautions into account, we have used
the 3/2 parameterization from the SLAC 13 GeV Km PUA * to isolate the
isospin 172 S uwave (see footnote p.183). The S wave resonance mass Was
then estimated using the Argand plot of figure 54 to be at the position
of maximum phase varijation along this resonance loop. The width of this
resonance Was measured from the phase variation as a function of mass in
this same region, and the elasticity of this resonance was evaluated by
ascribing circular motion to the Argand plot of figure 54. Shoun in
table 22 are these estimated resonance paraﬁeters for this state. Thus
we have dramatically confirmed the 0 resonance at 1.43 GeV.

As uell as this previously seen J7=0* state at 1.43 Gev, the
extracted K-n* partial waves in this analysis resulted 1in evidence for

several new underlying resonance states. In the S wave Argand plots of
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figures 50-53, quite clear evidence is seen in all four ambiguous solu-
tions for a new S wave resonance in the 1.90 GeV region. This is the
first indication of this resonance in any experiment. In the P uave
Argand diagrams of figures 50-53, a rather broad resonant P wave effect
is seen in the 1.7 GeV mass region. This effect was previously reﬁorted
" in two of the four ambiguous solutions in Estabrooks et al. ‘. In fact
solution B of Estgbrooks et al. quite clearly displays this P wave reso-
nance. Here ue have presented unambiguous evidence for this state. In
solution A and C in these P wave Argand plots, a second P uwave loop is
seen, and this loop peaks in the 2.1 GeV mass region. Although this
behaviour is exhibited in only tuwo of our four ambiguous solutions, this
structure could be associated with a new 1~ state at ~#2.1 GeV. The
behavior of the P wave states in these Argand plots can easily be inter-
preted as a single resonance but could 1in fact also be interpreted as
tuo resonances spaced very clase together in mass. In table 22 we have
treated these structures in terms of a single resonance,

Interesting structure-is also seen in the high mass region in the
D, F, and G wave Argand diagrams of figures 50-53. In particular the D
wave solufions display an interesting cusp at the end of the K*(1430)
resonance loop in each ambiguous solution.. We have attempted no
interpretation of this D wave structure though.

Determination of resonance parameters for high mass states depend
strongly on the choice of overall phase in this PWA; as well as the non-
resonant isospin 372 contributions, and the isospin 1/2 background con-
tributions. Taking these cautions into mind, we have made rough esti-

mates of the resonance parameters of these new underlying states. In
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TABLE 22

Estimated Parameters for the Underlying Resonances
(Masses and Widths are in MeV)

Wave Parameter |SOLUTION AJSOLUTION B|SOLUTION C|SOLUTION D
ot Mass 1420
Width 240 seen unambiguously
Elasticity 0.85
ot Mass 1880 1900 1880 1900
Width 200 240 220 240
Elasticity 0.45 0.35 0.45 0.35
1- Mass 1700 1720 1700 1720
Width 200 200 200 200
Elasticity 0.35 0.35 0.35 0.35
1" Mass 2100 2100
Width 240 - 240 -
Elasticity 0.2 0.2
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making these estimates, the real and imaginary projections of our Argand
diagrams have been used (see figures 56-60). In these plots a particu-
lar resonance is seen, in the real projection of these waves as a func-
tion of mass, as a peak followed by a valley. The mass of each particu-
lar resonance uwas estimated by choosing the mass halfuay betueén the
'_associated peak and valley. .The width of the resonance was measured as
the distance, along the mass scale, from the peak to the valley. Lastly
the elasticity of these resonances uwas calculated as the distance, along
the real part of the partial wave axis, from this peak to the valley.
Shouwn in table 22 are the resonance parameters for the underlying uwaves
estimated in this @anner. It is difficult to associate a systematic
error With these estimates for the resonance parameters of the underly-
ing states. These estimates depend on: 1) our choice of overall phase,
2) the assumption that the I=1/2 backgrounds did not rotate the reso-
nance masses far from the 90 degree position on these Argand diagram
toops, and 3) the assumption that the I=3/2 and 1=1/2 backgrounds were
slouly varying functions of mass. In order to give better estimates for
these resonance parameters it will be necessary to determine the isospin
3/2 part of these K-"n* elastic scatiering parfial waves (see chapter
VIII section E). Once the isospin 1/2 part of the partial waves have
been isclated, the overall phase problem and the isospin 1/2 background
problem must still be solved. Both these problems might be addressed by
an energy dependent fit to the isospin 1/2 partial waves. In such
energy independeht fits the resonance parameters extracted would depend
only on the parameterization of the background, and not on the overall

phase.
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Thus this analysis has seen unambiguous evidence for seven reso-
nances, and another possible resonance in two of four ambiguous solu-
tions. 0f these eight resonances four had not been seen before, o% had
been seen ambiguously in previous experiments. The next section of this
chapter will deal wuwith the classification of these states uitﬁ the
~_frameuork of a simple harmonic oscillator quark model.

B. A Simple Quark Model Interpretation of the Observed States

With the success of the preceeding analysis 1in uncovering several
new strange meson states, it is instructive to return to the simple
quark model presented in chapter I, and to attempt to <classity these
states within this quark model. Looking once again at the Grotrian plot
in figure 3, it should be remembered that only natural spin-parity
(P=(-1)7) states were accessible in this analysis.

Previous analysis have classified the leading K*(835), K*(1430),
and K*(1780) as the highest spin members of the =1 L=0, 8=1L=1, and
S=1 L=2 triplets respectively. The new J"=4* resonance seen in this
analysis is naturally identified within this scheme as the 4* member of
the S=1 L=3 triplet. With this classification-this meson then takes its
place as an SU(3) partner of the I=Q h meson. It is interesting to plot
these four leading K* states in a slightly different manner. Shouwn in
figure 61 (knoun as a Chew-Frautchi plot) are these leading states plot-
ted as a function of spin (J) and mass squared. Remarkably all four
mesons lie, to a very good approximation, on a straight line. This

behavior has been ohserved for years 1in the leading natural spin-parity
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meson states but it 1is noteuworthy that this new 4* strange meson state
continues along this trajectory. It is not known quantitatively what
this behavior implies in>terms of the quark-antiquark potential. The
orbital excitations seen in this data are discussed in greater detail in
reference 29.

The next states to classify within this simple quark model scheme
are the tuo sca]ar mesons seen at 1.43 6GeV and 1.90 GeV in mass respec-
tively. Interpreting these states as s d resonances, the louwest mass
state can be uniquely classified within this model as the 0* memeber of
the S=1 L=1 triplet. The second 0% resonance is then naturally classi-
fied as the first radially excited recurrence of the 1.43 GeV scatlar
meson. This 1.90 scalar meson state 1is the first unambiguous evidence
for a natural spin-parity strange meson radial excitation. This radial
excitation will be discussed in more detail in the next section.

The 0* resonance at 1.43 GeVv plus the 2% K*(1430) form the tuwo
natural spin-parity states 1in the louest lying L=1 S=1 triplet. Evi-
can be found in references 45 and 46. Thus there is a uell established
triplet level in this strange meson spectrum.

The two high mass vector meson states seen in this analysis are
much more difficult to classify unambiguously within this quark model
than the scalar mesons. The 1° state seen near 1.70 GeV in this analy-
sis can be classified quite naturally as either a radial excitation of
the $=1 L=0 K*(895) or else as the 1- member of the §S=1 L=2 K*(1780)
triplet. There is also the possibility that this 1~ state, seen in this
analysis, 1is actually two 1° states spaced so closely together in mass

that they cannot be resolved.
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The speculative second vector meson state seen at 2.1 Gev (assuming
that one of the two ambiguous solutions this state 1is seen in 1is the
correct solution) is even harder to classify within this simple quark
model. The classification. of this speculative state (or possibly tuwo
states) depends on the quark model classification of the 1.70 GeV Qector
" meson state. There are at 1east four positions on the Grotrian plot
where this state“pight be classified,

Clearly our classification of these high mass vector mesons remains
very unclear. There are two questions which must be solved before a
classification of even the 1- state at 1.70 GeV can been made: 1) Is
this resonance one or tuo states?, and 2) Should this 1~ state (or
states) be classified as a radial excitation, or a triplet member within
the quark model?

The first of these two questions can in principle be ansuered
experimentally with a higher statistics partial wave analysis of this
1.70 GeV mass region. Mass dependent fits of this data might then allou
resolution of tuo states. A study of all inelastic Kmw scattering chan-
nels in this mass region might also shed some light on this problem, but
such a study is beyond the scope of the present analysis.

once the number of vector meson present in this 1.70 GeV region had
been determined, an attempt could be made to classify each state as
either a radial excitation, or a triplet member within the quark model.
If a predictive potential model existed for strange quark mesons, it
might be possible to classify this state by its observed mass. Since no
successful predictive model now exists this proceedure is an impossibil-

ity. Another method for experimentally determining the classification
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of this state would be to measure the relative signs of the amplitudes

for the reactions:

Km > K*(1780) > K*(895)w

Km > K*7(1700) -» K*(895)w

-‘uhere the K*7(1700) represents the 1~ state at 1.70 GeV. Using an SU(6)
classification scheme, an attempt could be made to classify this 1°
resonance at 1.70 GeV %7. Such a measurement would require an extremely
high statistics Kmn partial wave analysis.

Shoun in figure 62 is a plot of the presently knoun strange meson
states. The question mark once again means that this state has been
seen ambiguously or there is some question as to it’s existence. States
listed with & solid bar represent states whose parameters are rather
well knowun. The other states listed on this plot are resonably clear
states which could use further study and confirmation. Classification
ambiguities within this simple q q model are shown by listing the state
multiple times on this plot. The states new to this analysis have been
underlined. Comparing this plot with the G6rotrian plot in figure 3,
which represents states known previous to this analysis, it is seen that
this analysis has made a great impact on our understanding of natural
spin-parity strange meson spectroscopy.

With the success of the quark modei’s classification of these
states, a discussion of the mass, widths, and elasticities of these
observed resonances Within a quark model framework would seem to be in
order. Recently central potential bound quark-antiquark models for the

nearly nonrelativistic ¢ ¢ and b b systems have been quite successful
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in predicting the properties of these states. Unfortunately tight quark
mesons are very relativistic systems, and as such prove to be much more
difficult to deal with theoretically. No successful model rnow exists to
quantitatively predict the properties of the light quark mesons. . Even
so light quark spectroscopy still has an important role to play {n our
" understanding of mesonrspectrbscopy. Experimentally certain meson states
(notably high sij states) are more accessible to study in light quark
meson experiments than in heavy quark meson experiments. Measurement of
flavor dependences of meson parameters might alsoc provide insight into
the nature of the q q forces. In the absence of a good theory, precise
experimental results could establish new regularities to aid in the
developement of such a theory. Moreover it is clear any comprehensive
quark model theory must be able to predict the mass differences betueen
mesons composed of different quark flavors. In anticipation of such a
comprehensive theory, some of the interesting mass splittings seen in
these natural spin~parity strange meson states will be discussed.

The simple quark model of chapter I suggests various mass differ-
ences which might be of interest: 1) L.S splittings, 2) orbital excita-
tions, and 3) radial excitations. The next section of this chapter will
discuss the radially excited states seen in this analysis. The triplet
and orbital excitations were discussed in some detail 1in reference 29

with respect to the data presented in this paper.
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C. Radial Excitations in the Natural Spin-Parity Strange Mesons

Undoubtably the most compelling experimental evidence-for radially
excited meson states comes from “charmonium” spectroscopy. Shoun in
figure 63 is a Grotrian plot of the presently knoun ¢ ¢ resonances and
~_their spectroscopic assignmenfs taken from reference 48. An impressive
tower of J =1- ¢c.c radial excitations is evident in this plot.

The evidence for radial excitations in light quark meson spectros-
copy is not as spectacular, For years the I=1 JP=1- p’(1600) was the
only solid evidence for radial excitations in the light quark mesons,
and some questions still exist about 1its precise properties. In the
last few years, evidence has been presented for a 0° strange meson
radial excitation near 1.40 GeV in Kuw partial wave analysis. The first
evidence for this state was an analysis performed by Brandenburg et
al. %° and recently this state has been confirmed by C.Daum et al.%6.
Photoproduction and e*e~ experiments have alsoc seen a gfeat number of
possible candidates for radial excitations of vector meson states
(p”(1250),p77(1700),w’(1650)) but all of these states need confirmation,
and a great deal of confusion still exists as to these results 5°. Thus
in genera) very few well established radial excitations have been seen
in the light quark mesons.

One of the most exciting new states d}scovered in this analysis is
the J%=0* strange meson resonance at 1.90 GeV. This state combined with
the established 0* k(1500) presents clear evidence for a natural spin
parity strange meson excitation. As uas discussed earlier these two
states have an unambiguous classification uithiﬁ a simple gquark-

antiquark meson model.
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Obtaining good resonance parameters for these two 0% states is a
very difficult task. As uwas meantioned, this lower mass 0% state at
1.43 GeV uas seen in a previous PWA performed by Estabrooks et al. ".
P.Estabrocks 5' has recently published a review of the light quark sca-
lar mesons. In this review Estabrooks presents multiple mass dependent

fits, 1including various background terms, to the I=1/2 K‘n*-elastic
scattering S wave ampliitudes from this previous analysis. This data uas
shoun to be consistent with a single 0* resonance in the mass range from
.650 GeV up to 1.80 GeV with é mass of 1.50 GeV and a wuidth betueen
120 Mev and 400 MeV depending on which ambiguous solution was fit.
Since in this analysis we find solution B of Estabrooks et al. to be the
correct solution, we ascertain from these fits that the mass of this 0*
state is 1.49%.02 GeV, and the width is 400 MeV:100MeV (uhere systematic
effects have been included in these errors) 51.

Since solution B of Estabrooks et al. is so nearly identical to our
unique solution in this mass region, such a fit to our data would surely
lead to nearly the same resonance parameters for the 0* state seen in
this analysis. Thus a proper treatmgnt of background effects would
appear to lead to a resonance value nearly 70 MeV above our preliminary
estimates for the mass of this 0% object.

This result clearly justifies our caution in estimating resonance
parameters for the underlying states seen iﬁ this analysis. Mass depen-
dent fits with a proper treatment of backgrounds are essential for a
detailed understanding of resonance éarameters. gur estimates of the
resonance parameters for this 0% resonance near 1.90 GeV could depend

strongly on our assumptions of overall phase and backgrounds.
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Thus our measurement of the mass splitting between the Jlower and
and upper 0* mesons seen in this analysis fs very uncertain. Determina-
tion of the 1=3/2 S wave from a PWA of K p » K 1*n (see -chapter VIII
section E), and performing mass dependent fits on this data will go a
long way toward a better understanding of these resonance parameters.

The other possibilities for natural spin parity strange meson exci-
'tations seen in this data are the 1~ state at 1.70 GeV, and a possible
1 state at 2.1;‘Gev. The classification ambiguities of these states
has already been discussed. A great deal more work needs to be done
before these tuo states can even begin to be wunambiguously classified
within a simple quark model.

Shown in figure 64 is a summary of the mass splittings of known and
possible strange meson radial excitations. The masses and errors for
the K and K*(895) come from the Particle Data Group tables 3. The mass
and error on the 0* x(1500) come from reference 51. No error estimate
has been associated u{th the K’(1400) since none is given in eijther Kuwnm
partial wave analysis %6 *% yhich see this state. For the other three
states the mass and error estimates come from this experiment.

In viewing this table it is well worth while putting caution aside
and testing a well knouwn numeric. It is knoyn that the differences in
the squares of the masses of related pseudoscalar and vector meson
states is equal to 0.58 GeVZ to a high degree of accuracy. Although
this formula does not work for the isospin zero mesons, it works quite

well for the p and w, K* and K, and D* and D mesons:

M(p)2-M(m)2 = M(K*)2-M(K)Z = M(D*)2-M(D)Z = 0.58%0.01 GeV?
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Although the masses of the K’(1400) and the 1- state at 1700 MeV are not
very uwell determined, one is immediately drawn to look at this differ-
ence for these two states assuming that the 1- state is a single rédial
excitation. It is seen in figure 64 that this difference is not grossly

inconsistent with .58 GeVZ.
D. Conclusion

In conclusion this experiment has done much to further our under-
standing of natural spin-parity strange meson spectroscopy. In this
analysis the well established K*(895), K*(1430), and K*(1780) wuere
observed, and clear evidence uwas presented for a neu JF=4+ strange meson
state at a mass of 2.08 Gev. The K n* elastic scattering partial waves
extracted in this PWA showed unambiguous evidence for a relatively nar-
rou S wave resonance near 1.50 GeV. This state is a confirmation of the
0% x(1500) seen in previous partial wave anaiyses. A new higher mass S
wave resonance was clearly seen unambiguously near 1.90 GeV. This state
was quite naturally classified within a simple quark model as a radial
excitation of the x(1500). In addition unambiguous evidence was pre-
sented for a relatively wide P wuwave resonance in the 1.70 GeV mass
region, and ambiguous evidence was presented for a possible new second P

wave state in the 2.10 GeV region.
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