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ABSTRACT 

ble present the results of an experimental study of two properties 

of the tau lepton performed with the MARK II detector in the SPEAR 

e+e- storage ring at SLAC. 

The tau production cross section in e+e- annihilation between 

3.85 and 6.85 Gev in the center of mass has been measured using e-u 

events, and is consistent with the spin l/2, point cross section. The 

branching ratio product for the electron and muon leptonic decay modes 

is measured to be .032?.002?.004. 

Searches for 12 neutrinoless decay modes of the tau which violate 

lepton number conservation have been made. No evidence for lepton 

number violation is observed, and we set upper limits (90% C.L.) on the 

branching ratio for each decay mode. The branching ratio limit on the 

radiative decays r-q?’ and r+er are .055% and .064% respectively. For 

the 3 charged lepton decays r+eee, r+eup, r-qee, and r+upp, the 

branching ratio limits are .040%, .033%, .044%, and .049% respectively. 

Upper limits on the branching ratios are also set for the following 

charged lepton+neutral hadron decays of the tau: r+ep (.037%), ?-+p 

(.044%), r+eK” (.13%), 7+uK” (.lO%), r-+es” (.21%), and ?+a0 (.082%). 
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Chapter 1 

INTRODUCTION 

Our current theory of elementary particle physics represents the 

latest of man’s attempts to understand the structure of matter as a 

composite of a small set of simple, fundamental units. The gauge 

theories of the strong, electromagnetic, and weak interactions divide 

these units into two classes: the elementary fermions and the gauge 

bosons which mediate their interactions. The fermions can be further 

subdivided into the strongly interacting quarks (the constituents of all 

strongly interacting particles), and the weakly interacting leptons. 

Prior to 1975, only 4 members (excluding anti-particles) of the lepton 

family were known: the electron, the muon, and their associated 

neutrinos. In that year, a new candidate for the lepton family was 

discovered in an experiment performed with the MARK I detector in the 

SPEAR electron-positron storage ring.lmz It was named the tau and 

has a mass3 of 1782:: Mev/c*. 

This thesis is a study of two properties of the tau performed with 

the MARK II detector at SPEAR. 1) We present a new measurement of the 

tau production cross section in e+e- annhilations between 3.8 and 6.8 

Gev in the center of mass. Measurements of this cross section are an 

important source of information on the fundamen.tal nature of the tau. 
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2) To test whether the tau obeys the empirical rule of lepton flavor 

conservation, we have searched for 12 decay modes of the tau which 

violate this rule. 

1.1 A NEW MEASUREMENT OF THE TAU PRODUCTION CROSS SECTION 

i) Theoretical considerations: 

Evidence for the classification of the tau as a lepton has come 

from two sources: its production cross section in e+e- annhilations* 

and studies of its observed decay modes.5 At SPEAR energies, tau 

production occurs through the one photon exchange graph illustrated in 

Figure 1.1. 

e+e‘ --) Y --> 7+7- (1) 

This process will occur only if the center of mass energy (ECM) is 

greater than twice the tau mass. Measurement of the cross section near 

threshold is the most sensitive way of determining the tau mass. 

The production mechanism also yields information on the leptonic 

nature of the tau. If the tau was a hadron, we would expect the 

production process listed in (2) 

e+e- --> 7 --> 7+7- + hadrons (2) 

to dominate reaction (1) for energies where (2) is kinematically 

al lowed. For example, the charmed D+(‘) mesons, whose mass is only 

about 80 Mev/c* larger than the tau mass, are produced at least 5 

times more often via process (2) for ECTV5.2 Gev.5 Thus, the fact 

that reaction (1) is observed to dominate tau production is strong 

evidence for including the tau in the lepton family. 

Information on the cross section can be used to determine the tau’s 
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Figure 1.1. One photon exchange diagram for tau 
pair production in e+e- annihilation. 
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spin and to verify its point-like nature. For example, the lowest order 

QED point pair production cross section for spin Cl and spin l/2 

particles is 

Spin 0 o=na2R3/3S R =JD (3a) 

Spin l/2 t3=(4~a2/3SlR(3-R*l~2 (3b) 

where S=ECM*, m is the particle’s mass, and R is the velocity in units 

of the speed of light. For large center of mass energies (ECM>>2m), the 

spin l/2 cross section approaches the limiting value 

In most storage r ings, this condition is al ways satisfied for muons. 

Thus, (3~) is cal led the muon pair producti on cross section, and serves 

o=4na2/3S (3c) 

as a convient standard to compare against other cross sections. Such 

measurements are often quoted in terms of the ratio Rx 

Rx=o(e*e‘ + X)/o(e+e- + p+p-) 

For examp le. the ratio Rt for the tau pair production cross sect 

(assuming a spin l/2, point-like tau) is 

Rt=u(e+e- + 7+rml/o(e+’ + W+p-)=R(3-R*)/2 

ion 

(3d) 

(3e) 

The energy dependence of Rt is limited to just the threshold behavior of 

the cross section and has the simple property Rt--) 1 as R-->l. 

If the tau was not point-like, the theoretical cross section would 

be multiplied by a form factor which would deviate from unity. We 

expect the deviation to increase with energy as the photon in (1) probes 

smaller distances. Therefore, high energy measurements of the cross 

section provide the most sensitive test of the point-like nature of the 

tau. 

Because the tau has a short lifetime, it has not been possible to 

directly observe the taus from reaction (1). Instead, cross section 
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indicative of tau decays. The event topology consisting of a single 

ith an oppositely charged electron and no other detected particles muon w 

is the cleanest signature of tau pair production and decay (4). 

measurements are performed using event signatures that are highly 

e+e‘ --> 7+(-l + 7-c+) 

I ‘--)e-(+hJu -->II+(-luv 
(4) 

Tau production was first observed in events of this type.’ 

ii) Previous Measurements of the tau production cross section. 

The threshold behavior of the tau cross section has been measured 

by several groups. The MARK I collaboration used e-P even ts in their 

analysis.6 Figure 1.2 shows their measurement of Rt (equat ion 3d) 

along with the theoretical prediction for a spin l/2, point particle for 

2 mass values. The highest statistics measurement was obtained at SPEAR 

by the DELCO collaboration.3 To increase the statistics, they used 

all events of the form 

e+e- --) e+t-I + X-(+I + missing energy (5) 

where X is any particle that is not an electron. Figure 1.3 displays 

their measurement of Rex 

Rax=a(e+e- -a e+(-)+X- (+l+missing energy)/u(e+e- + p+p‘l (6) 

Also shown is the theoretical prediction (3b) for a particle of mass 

1782 Rev/c*. 

DELCO data 

statistica 

poorer, th 

Although both sets of data are consistent with equation (3b), the 

above 5.5 Gev suggest that perhaps some process beyond 

1 fluctuations could be occuring. Although the statistics are 

e HARK I data does not suggest any v 

clarify this situation, Chapter 4 of this thes 
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measurement of the tau production cross section performed with the MARK 

II detector at SPEAR. 

Experiments at the PETRA electron-positron storage ring have 

measured the tau cross section for energies up to 32 Gev in the center 

of mass.’ These experiments are all consistent with equation (3b). 

1.2 TESTS OF LEPTON FLAVOR CONSERVATION IN TAU DECAYS: 

The principle of lepton flavor conservation grew out of studies on 

the muon and its relationship to the electron. These studies revealed 

that the muon and its associated neutrino, were carbon copies of the 

electron and its neutrino except for 2 things: 1) The muon and electron 

have a different mass. The muon neutrino and electron neutrino may have 

a different mass, but only upper limits on their masses have been 

measured. 2) The electron and its neutrino, and the muon and its 

neutrino both have a unique property, “electron-ness” or “muon-ness”. 

which is shared with no other particle. To be more specific, we define 

the two quantum numbers Lo (electron number) and Lm (muon number), 

and assign to each particle the values listed in Table 1.1. Then the 

experimental results on the electron and muon can be summarized by the 

following rule: in any reaction, the separate sums of Lo and Lm for 

the outgoing particles. must equal their respective sums for the 

incoming particles. This rule is called “lepton flavor conservation.” 

We have no a priori way of knowing how a new lepton will be 

integrated into this picture. For example, it may have its own 

separately conserved lepton number. If not, it may have the lepton 

number of the electron or muon (the ortho-lepton model), or it may have 
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TABLE 1.1 

Lepton number assignments. 

Particle Electron Number Muon Number 
e-u, +1 0 
e+De -1 0 
u-q& 0 +1 
U’Q 0 -1 

Al 1 Hadrons 0 0 

the lepton number of the positron or anti-muon (the para-lepton model). 

Still more complicated situations can be imagined. 

Perhaps the simplest model is the sequential lepton model. This 

model assumes that the lepton family exists as a mass sequence of 

charged leptons and associated neutrinos (“generations”), each having 

its own separately conserved quantum number. Besides stating the 

experimental results on the muon and electron in concise form, the 

sequential lepton model suggested that perhaps there were other 

generations in the lepton sequence that had not yet been discovered. 

Furthermore, just as the muon decays to an electron and two neutrinos 

(7). 

w- --> e- + v’. + VU (7) 

other more massive leptons should decay in an analogous manner to muons 

or electrons. This was the motivation for the search which resulted in 

the discovery of the tau in e+e- annhilations through the reaction 

listed in (4). Once the tau was discovered, however, its status as a 

sequential lepton remained to be proven by experiment. 

Although the sequential model is simple and elegant, we must not 

forget that it is a generalization based on one instance: the muon 

(relative to the electron). Theoretically, present day gauge theories 
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find no a priori reason to conserve lepton flavor. Just as the quark 

strong interaction eigenstates are mixed by the weak interaction, 

thereby allowing weak transitions between quark generations, transitions 

between lepton generations would be perfectly natural (and 

possible--providing the neutrino masses are not all equal). Whether or 

not they are confirmed, the recent experimental claims on the 

observation of neutrino oscillations have vividly demonstrated the 

empirical nature of the lepton conservation law.* Studies with the 

tau can provide new evidence to either support or invalidate this law. 

Examination of the steps which lead to the concept of lepton number 

conservation with the muon will reveal the reasons for the concept and 

provide an example of methods useful in obtaining evidence on lepton 

conservation with the tau. When the muon was discovered, it was 

mistakenly identified uith the hypothesized Yukawa meson responsible for 

the nuclear force. As nuclear beta decay was thought to occur through 

the weak decay of the virtual meson, it was assumed the muon decayed 

into an electron and neutrino. After the muon was shown to be weakly 

interacting and therefore not the Yukawa particle, a search was carried 

out to see if it decayed into an electron plus photon.g Failure to 

observe a photon in the muon decay products led back to the assumption 

that it decayed into an electron plus neutrino. Only after the electron 

spectrum had been measured was it understood that the muon decayed into 

an electron and at least two other light neutral particles assumed to be 

the neutrinos of nuclear beta decay.‘O After the resurrection of 

the intermediate meson hypothesis to solve the problem of the violation 

of unitarity at high energy in the Fermi theory, it was recognized that 

the electron plus photon decay of the muon should occur through the 
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diagrams shown in Figure 1.4.” As the measured upper limit on this 

decay was already less than the theoretical predictions, this argued 

strongly for the existence of two separate neutrinos. The verification 

of this idea came with the direct observation of separate muon neutrinos 

in accelerator experiments.” 

Today, the concept of lepton conservation is supported primarily by 

the impressive upper limits on the iepton flavor violating processes 

listed below:17-‘6 

r(pey)/r(u+evv) 5 1.9xlO“O (aa) 

r(perr)/r(pevv) I 5.x10-a cab) 

r(peee)/r(u+evv) I 1.9x1O-g (ac) 

ofp.‘+S+e-+S)/o(u‘+S+capture) I 7.x10-l’ (ad) 

o(b-+S+e++Si*)/o(p.-+S+capture) $ 9.xlO-‘O Cae) 

These experiments indicate that if muon-- electron flavor mixing occurs, 

it 

be 

th 

does so at a very tiny level. Some current 

low, predict violations that occur at rates f 

ese limits. 

The most important tests of lepton number conservation w ith the tau 

would demonstrate that its neutr ino is not identical with any 

theories, discussed 

ar smaller than even 

of the 

four “old” neutrinos: Y,,Y,,VU,VU. Neutrino experiments 

can test the coupling of the tau to the old neutrinos via reaction (9) 

Pi + nucleus --> T’(-) + anything (9) 

where r‘ tests the coup1 ing to Vi and T+ test the coupling 

t0 i7i. This experiment has been performed using a muon neutrino 

beam with negative resul ts.17 In conjunction with the upper limits on 

the tau lifetime, this rules out the possibility that the tau is 

associated solely with the muon neutrino or muon anti-ieutrino.2 
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P, 7 V e 

Figure 1.4. Lowest order diagrams leading to radiative 
muon (tau) decays in the charged intermediate vector 
boson model when the muon (tau) and electron share the 
same neutrino. 
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R=T(r + eyYy,)/r(r + wv,+) (10) 

wou Id be approximately two’* instead of the measured value of 

one ig, due to the identical neutrinos in the electron decay. 

Therefore, this can be ruled out, leaving only the association of the 

tau with the electron neutrino to be determined. This is, of Course, 

the same situation that existed with regard to the muon 20 years ago, 

and the arguments discussed then apply now. Note that the 3 neutrino 

identifications which have been ruled out used model independent tests. 

Current experimental tests of the equality between the tau and electron 

neutrino are more model dependent. 

Electron neutrino beams do not exist, so other less direct ways must be 

found to test the tau --electron association. 

If the tau were associated with the electron anti-neutrino, the 

ratio R of the tau decay rates 

As before, we might expect the tau to decay electromagnetically to 

an electron plus photon with a characteristic lifetime of 1O-21 

seconds. 

r+( -) --) e+c-1 + 7 (11) 

However, Feinberg, Kabir, and Weinberg 2o have proven the remarkable 

result that for several simple types of interactions which might be 

expected to cause 7-e transformations, reaction (11) is forbidden 

due to the similarity of the tau and electron. Only if the tau has an 

anamolous magnetic moment (beyond that predicted for Dirac particles 

with QED) would (11) be allowed. Thus, we need not expect that 

electromagnetic transitions would dominate tau decays. Of course, if 

the tau has an anamalous magnetic moment, the rate could be large. 

-13- 



In any given model, the rate for reaction (11) can be calculated 

and is non-zero in many cases if the tau and electron neutrino are 

identical. For example, the simplest model we can imagine simply 

enlarges the standard 4 lepton SU(P)XU(l) model by adding an extra left 

handed singlet and mixing the tau and electron in the standard left 

handed electron doublet and the new singlet. In this case the decay 

r+e7 can occur as shown in the diagrams of Figures 1.4 and 1.5 

with the rate2’ 

R=~~7~e7~~~~7~evv~=~3a~8v~~l-4~3sin28,)t=4xlD-4 (12) 

where 0, is the Weinberg angle. Chapter 5 details the search made 

with 

(13) 

Prev i 

the MARK II for this decay and the similiar reaction listed in 

r+( -) --> u.+(-I + 7 

ous searches for these decays have estab 

(13) 

lished upper limits on the 

branching ratios for (11) and (13) of 2.6% and 1.3% respectively6. 

Although no evidence for these decays is found in our search, the upper 

limit that we determine is still an order of magnitude larger than the 

rate predicted by equation (12). 

The SU(Z)XU(l) model described above has many other consequences. 

For example, the 3 charged lepton tau decay T+eee will occur in 

lowest order via the diagram shown in Figure 6b. The ratio of the rate 

for this decay over the normal leptonic decay rate iszz 

R=r(r~eee)/r(r~evv)=[2(1-2sin2~~)2+4sin4~~l=.7 (14) 

The upper limit on this branching fraction determined in chapter 6 

eliminates this model. In general, it is very .difficult to construct a 

model with no unique tau neutrino which does not violate one or more 

experimental results. Direct observation of a unique tau neutrino would 
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Figure 1.5. 
tau decays in 

Louest order diagrams leading to radiative 
the neutral intermediate vector 

bosGn model when the tau and electron share the 
same oeutrino. 
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Figure 1.6. Three diagrams for the process tau --> ll+l- 
(1 is either an e or p) . (a) Internal photon conversion 
in the diagrams of Figure 1.4. (b) Coupling of the tau 
to the neutral intermediate vector boson. (c) Example of 
a higher order diagram. 
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be a model independent way of proving the non-identity of the electron 

and tau neutrinos. Several proposals have been made to produce a tau 

neutrino beam using the 1000 Gev tevatron proton beam at Fermi National 

Laboratory.23 These experiments may provide direct proof in the next few 

years. 

Other models exist which al 

another even if each lepton has 

exist between the neutrinos in d 

ow radiative decays of one lepton to 

ts awn neutrino. If mass differences 

fferent generations, it is possible 

that the neutrino mass eigenstates will be different than the 

eigenstates of the weak interaction. .Thus, weak transitions can occur 

between generations leading to lepton flavor violation. Several 

experiments are currently being performed to test this hypothesis using 

the large flux of neutrinos available at nuclear reactors.* Assuming 

for simplicity that only the tau and electron neutrino mix, the relative 

rate for the decay listed in (11) is 

(15) 

where 8 is the mixing angle, and Mw is the intermedia 

mass. Assuming the mass of the tau neutrino is equal 

upper limit (250 Mev/c2) and that mixing is maximal, 

5x10-‘5 --a completely academic value. 

te vector boson 

to its current 

the value of R is 

If neutral heavy leptons exist which couple to both the tau and 

electron, then the significant mass difference would not be the neutrino 

mass d 

neutra 

much h 

fference, but instead would be the mass difference between the 

heavy leptons. Presumably this could be large, thereby giving a 

gher rate.2’-2s Other models have been suggested that achieve 

high rates (relative to ( 

as new Higgs particles126 

12)) by introducing additiona ,1 

or massive singly or doubly 

-17- 
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leptons.27 The interested reader is directed to the references. 

Searches for other tau decay modes which would violate lepton 

number conservation have been made. Table 1.2 summarizes the results of 

these experiments. 

TABLE 1.2 

Previous experimental limits on 
branching ratios for lepton flavor 
violating tau decay modes. 

MODE 

me+7 or r-v. + 7 12 90 28 
r+e + 7 2.6 90 6 
r-v + Y 1.3 90 6 
~(3 charged leptonsl 1. 95 28 
r-+(3 charged leptons) .6 90 6 
~(3 charged particles) 1.0 95 28 
7+p + llo 2.4 90 6 

LIMIT (X1 C.L. (X1 REFERENCE 

The tau decays to three charged leptons (16) 

wee+e‘, z+pe+e-, r+ep+p‘ , Tw%‘ (16) 

are analogous to the muon decay to three electrons (5.b). If the tau 

decayed via the modes listed in (11) or (131, the 3 charged lepton decay 

would also be expected, although suppressed by order a/B, simply 

from internal conversion of the photon (Figure 1.6a)“. However, 

this decay is interesting in its own right because it tests the coup1 

of the tau to the neutral vector boson as discussed above. Other 

classes of diagrams can also contribute (e.g. Figure 1.6~). Models 

created to explain the u-e+7 transition will also predict non-zero 

rates for P+eee decay. These results apply directly to the three 

ing 

charged lepton decays of the tau. In particular, the model with doubly 

charged leptons predicts an enhancement of the three lepton rate 

relative to the radiative decayz7. 
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Chapter 6 of this thesis reports on a search for the three charged 

lepton decays of the tau listed in (16). Our experiment is an order of 

magnitude more sensitive than previous searches. 

Other lepton flavor violating decays of the tau can be imagined 

besides those analogous to the neutrinoless muon decays listed in (8). 

The large mass of the tau dramatically increases the number of decays 

which are kinematically allowed. Chapter 7 reports on our search for 

the lepton violating tau decays listed in (17). 

r+l-1 --> I+(-) + ,,O l=e, p h=n, K, p (171 

These decays, to a charged lepton plus neutral hadron, are the simplest 

tau decays which conserve angular momentum that are possible to detect 

with the MARK II. If the tau were some strange object which coupled to 

both leptons and quarks in unconventional ways, we might uncover 

evidence in these decays. Little theoretical work has been done in this 

area29. 

It is hard to imagine how very large improvements in the 

sensitivity of any of the above searches uill be obtained. Assuming 

other backgrounds are not important, the limiting factor in any search 

is simply the number of taus which are available to decay. If they are 

produced in an electron positron storage ring (the only place where taus 

have currently been observed), with the center of mass energy near the 

maximum of the tau production cross section (4.2 Gev), one could hope to 

produce at most 5~10~ taus/year. Assuming the experiment runs for 2 

years with a detection efficiency of 50% the 907. confidence level upper 

limit on any branching ratio would be at least 5~10‘~. If lepton 

number violation occurs at levels much below this limit, we may never be 

able to observe it. 
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Chapter 2 

The MARK II Detector 

The similarity observed between general purpose detectors for 

single ring e+e- colliding beam experiments is not accidental. The 

physics of single photon electron positron annhilation coupled with the 

current state of detector technology impose strong constraints on 

detector design. The low event rate and identity between the laboratory 

and center of mass systems demand a large solid angle detector. The low 

rate also makes it desirable to measure as much as possible for each 

event. Given that non-destructive instruments must be placed before 

destructive ones, the following design is prescribed: first, a charged 

particle detector and momentum analizer, followed by 2) an 

electromagnetic shower detector, 3) a hadronic shower detector, and 4) 

muon range counters. The MARK II follows this general prescription. It 

is basically a cylindrically symmetric detector with elements 1, 2, and 4. 

Figures 2.1 and 2.2 show a cross sectional slice and an isometric 

projection of the MARK II. As a particle leaves the interaction region, 

it passes through the beam pipe and pipe counter, before entering the 

drift chamber. After traversing the drift chamber. it next crosses the 

time of flight (TOF) counters, the 1.3 radiation length thick aluminum 

solenoid coil, and the lead-- liquid argon electromagnetic shower 

detectors. The muon range counters surround the inner detector and are 

sensitive to muons with momentum above 700 Mev/c. Large angle tracks 

which exit through the ends of the drift chamber are detected by 
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Figure 2.1. Cross sectional view of the MARK II detector. 
A) Vacuum chamber, B) Pipe counter, C) 16 layer drift 
chamber, D) Time of flight counters, E) Solenoid coil, 
F) Lead-liquid argon shower detectors, G) Iron flux return 
and range counter absorbers, H) Muon proportional tubes. 
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Figure 2.2. Isometric projection of the MARK II detector. 
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counters attached to the pole faces of the magnetic flux return steel. 

These "endcap" counters are not used in this analysis, and will not be 

mentioned further. The muon system is described in chapter 3. A brief 

description of the other major detector elements follows. 

2.1 DRIFT CHAMBER: 

Charged particles are detected in over 80% of the solid ang le with 

a 16 layer cylindrical drift chamber.' Six layers are paral lel to the 

beam axis, while the other 10 have one end rotated by rough1 y 3 degrees 

to allow 3 dimensional reconstruction. The z axis of the ri ght-handed 

rectangular coord 

beam, while the y 

first (innermost) 

inate 

axis 

and 

system points along the direction of the pos 

lies in the vertical direction. The radii o 

last layers are 41 cm and 1.45 meters 

itron 

f the 

respectively, and the active length of the sense wires in the outermost 

layer is 2.78 meters. 

The average momentum resolution is given by (1) 

&P/P = .D1J(1.5)z + Pz (1) 

where the constant term represents the effects of multiple coulomb 

scattering, and the momentum dependent term accounts for the 200 micron 

single cell resolution. 

2.2 TINE OF FLIGHT SYSTEM: 

The time of flight counters are located between the drift chamber 

outer skin and the solenoid coil, at a 1.5 meter radius from the beam 

axis. The scintillator is viewed at both ends to give a time resolution 
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of 300 picoseconds. This allows separation (l-sigma) of electrons from 

pions below 300 Mev/c, kaons from pions below 1.3 Gev/c, and protons 

from pions below 2.0 Gev/c. The separation procedure is described in 

more detail in section 4.2. 

2.3 EVENT TRIGGER: 

The event tr 

nanosecond) and s 

sophisticated but 

99er2 is a two level system composed of a fast (500 

mpl e “primary W trigger whose output sets off the more 

slower (30 microsecond) “secondary” trigger. The 

primary trigger demands the coincidence of a beam crossing signal from a 

pickup electrode with the pipe counter, and hits in at least 4 of 9 

selected drift chamber layers. The pipe counter limits the cosmic ray 

background to tracks which pass within 12 cm of the beam axis. The 

loose requirement on the drift chamber data results in near perfect 

efficiency for tracks which pass through ail of the drift chamber 

I ayers. Typical trigger rates are below 100 hz for low energy runs, but 

can approach 2 khz at high energy. 

The secondary trigger is a hardware track f i 

It works by rotating crescent shaped masks axial 

nder and track counter. 

lY around the drift 

chamber and defining tracks if a minimum number of layers have hits 

within the mask boundaries. Twenty-four masks are used, allowing tracks 

of different momenta and charge to be recognized. The criteria used for 

most of the experiment was at least 1 track with 4 out of 6 axial layers 

hit, and 1 track with at least 3 hits in the five innermost layers. 

This resulted in a trigger rate of a few hertz. The combination drift 

chamber/trigger logic system works so well that the trigger efficiency 
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for event topologies used in this analysis (ie, tracks which enter the 

shower counter or muon system solid angle) is nearly 100%. 

2.4 LEAD-LIQUID ARGON SHOWER COUNTERS: 

Located just outside the solenoid coil. the 8 lead-liquid argon 

electromagnetic shower counters are used for photon detection and 

electron identification. Appendix B describes the counters in more 

detai 1. Here we will d 

The energy resolut 

approximately by (2) 

scuss the general performance characterist 

on for electromagnetic showers is given 

its. 

AE/E = . i3~~KiZ (2) 

Figure 2.3 shows the counter response to electrons and muons. This 

figure plots the total energy deposited in the counters divided by the 

track momentum. for tracks from 2 prong total charge zero events with 

EClV6.6 Gev, where the momentum of each track is within 10% of the beam 

energy. These tracks are also required to be inside the shower counter 

fiducial volume, defined by extrapolating the measured drift chamber 

trajectory to the rear of the module, and demanding it be at least 3.8 

cm inside all edges. 

The photon detection efficiency (Figure 2.4) was measured using 

constrained fits to the processes %n+iT-n” and 8+2n+2n-no. 

Upward fluctuations in the electronic noise can cause fake photons to 

be found by the photon detection software. The threshold in the 

efficiency is caused by the cuts required to keep the fake rate 

acceptable. Figure 2.5 shows the energy distribution of fakes in muon 

pair events. The fake rate depends on the state of the hardware, but is 
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Figure 2.3. Total shower energy divided by particle 
momentum for electrons and muons from bhabha and 
muon-pair events at 6.6 GeV. 
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Figure 2.4. Measured shower counter photon detection 
efficiency for photons within the counter volume. The 
curve shows an EGS Monte Carlo calculation. 
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Figure 2.5. Fake photon energy distribution from 
muon-pair events. 
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typically .16 photons/event. 

The shower counter information can be used to separate electrons 

from other particles. The algorithm used to achieve the separation is 

known as “Recursive Partitioning for Non-Parametric ClassificatiorV’ 

which exists as a program at the SLAC computer center.j Briefly, the 

algorithm works as follows: 

By independent means, obtain unbiased samples of electrons and the 

other particles (we use pions). For each member of both samples, form 

an N dimensional vector constructed from the measured values of all 

variables to be used in the separation process (ie, the TOF electron 

weight, the 7 shower counter layer energies and widths, and some 

compound ‘physical ’ variables formed from these). This is the input to 

the program. 

The program builds a binary decision tree by iterating on the 

following proceedure. By comparing the input samples, determine the one 

variable which is the most sensitive separator, and fix a cut at the 

value which achieves the maximum separation. The separation ability (S) 

of a particular variable (XI, is determined by running through all 

values of the variable existing in 

tXkEXl,Xz,... 1, and measuring the 

sample whose X value is below Xk. 

F,j(xk). The value of X which max 

the input vectors 

raction of elements in each 

Call the fractions F,(Xk) and 

mizes S(X)=lF,(x)-Fpi(x)l is the 

value which achieves the maximum separation, S,,,.x(xl. The variable 

with the largest Smax is the most sensitive separation variable. 

The program then divides each sample into two sub-samples: those 

which are below. and those which are above the cut. This process is 

continued until 1) perfect separation is achieved, 2) the number of 
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input vectors is too small to make statistically significant cuts, or 3) 

no variable has any separating power left. These stopping points on the 

decision tree are called “terminal nodes.” 

When using the resu 

the candidate particle’s 

the tree until a termina 

tant decision tree for particle identification, 

input vector is constructed, and stepped down 

node is reached. Depending on the relative 

number of original training vectors which landed at the node, the 

particle is called electron, not-electron, or ambiguous, depending on 

the users’ requirements on the identification and mis-identification 

efficiencies. 

Separate decision trees are made for different momentum intervals 

using training samples obtained from several sources. Different samples 

were used to measure the resulting identification efficiencies. Below 

1.0 Gev/c, pions from tightly constrained reconstructed neutral kaon 

decays are used (see section 7.41, while pions from multiprong decays of 

the Y(3095) are used above. Electrons are obtained from converted 

photons and Bhabha events. Table 2.1 lists the measured identification 

and mis-identification probabilites for pions and electrons as a 

function of momentum. 
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Table 2.1 

Electron and pion identification 
and misidentification efficiencies. 
P(i-*j) means the probability a 
particle of type i is called type j. 

Momentum 

.3-.4 .730+-.007 

.4-.5 .760+-.009 

.5-.6 .833+-.oll 

.6-.7 .a66+-.012 

.7-.a .823+-.017 

.a-.9 .857+-.ola 

.9-1.1 .848+--015 
1.1-1.3 .918+-.oi5 
1.3-1.5 .968+-.ooa 
2.0-2.1 .981+-.002 

2.6 .987+-.ool 
3.3 .991+-.OOl 

References: 

P(e-re) P(e-wot-e) 

.077+-.004 

.060+-.005 

.042+-.006 

.032+-.006 

.047+-.OlO 

.024+-.ooa 

.035+-.ooa 

.022+-.ooa 

.009+-.004 

.004+-.OOl 

.004+-.OOl 

.003+-.a01 

P(wnot-e) 

.565+-.012 

.651+-.Oll 

.712+-.Oll 

.736+-.012 

.a70+-.oli 

.alo+-.015 

.895+-.004 

.896+-.006 

.871+-.014 
----- 
---me 
----- 

P(n+el 

.098+-.007 

. 111+-.007 

.069+-.006 

.056+-.006 

.032+-.006 

.052+-.009 

.031+-.002 

.036+-.004 

.056+-.OlO 
---me 

1.1 R.H. Schindler, Ph.D. Thesis, SLAC Report No. 219 (1979). 

2.1 T.M. Himel, Ph.D. Thesis, SLAC Report No. 223 (1979). 

3.1 J.H. Friedman, IEEE Transactions on Computers, April 
1977, p. 404. 
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CHAPTER 3 

The Muon Detection System 

3.1 INTRODUCTION: 

Muon identification is accomplished by exploiting their 

non-participation in the strong interaction. By forcing the particle 

sample to traverse an absorbing material, strongly interacting particles 

will be attenuated while muons (aside from dE/dx losses and multiple 

coulomb scattering) will be unaffected and can be detected with simple 

counters sensitive to charged particles. Although a thicker absorber 

gives better separation due to the increased attenuation, demanding that 

the muons do not range out in the absorbing material determines a 

maximum absorber thickness which depends on the muon momentum. To 

provide muon identification over a wide range of momenta, practical 

systems usually consist of several consecutive layers of absorbing 

material and particle detectors. The probability that a hadron is 

misidentified as a muon depends not only on the absorber thickness, but 

also on the fraction of pions and kaons which decay to muons before 

entering the absorber, and the ability of other detector elements to 

discriminate against such decays. 

The MARK II muon detection system consists of 4 walls that surround 

the central detector, each wall being made of alternate layers of steel 

plates and planes of proportional tubes. During the time the data used 

in this analysis was collected, the system had three absorbing plates on 
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the top wall and two on each of the other walls. The first two steel 

layers on the top and bottom walls double as the magnetic flux return 

for the spectrometer magnet. The first layer of the system subtends 

approximately 51% of the total solid angle, and has a momentum threshold 

for muon penetration of approximately 700 Rev/c. We will discuss below 

the physical construction, the tracking and identification algorithm, 

and measurements of the detection efficiency and hadron 

misidentification probabilities. 

3.2 PHYS ICAL CONST RUCTION: 

Before a particle can reach the first absorbing plate, it must 

traverse inner detector material (ie, the magnet coil and shower 

counters) equivalent to 20 cm of iron. The steel absorbing plates are 

23 cm thick in the first two layers and 30 cm thick in the third layer 

of the top wall. The first layer is located approximately 3 meters from 

the interaction region, and subtends 51% of the solid angle, while the 

second layer is approximately of equal area and covers 90% of the solid 

angle subtended by the first. The top wall's third layer subtends 9% of 

the total solid angle. 

Behind each absorbing plate there is a plane of proportional tubes 

which run the full width of the wall and which measure one of the two 

orthogonal coordinates. The tubes are oriented so that the second and 

third layers measure the coordinate orthogonal to that measured by the 

first. The 1672 tubes used in the system are actually built in the form 

of 8 tube modules made of extruded a 

different lengths. the longest being 
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19 feet 

The system uses modules of 

long, but they all have the 



cross section displayed in Figure 3.1. The 25 mm wire spacing is well 

suited to the tracking errors caused by multiple coulomb scattering. 

The triangular design of the tubes result in a module of great strength 

which suffers little mechanical deformation even in the longest 

versions. This is important as it insures the modules pack together 

with no gaps or irregularities over their entire length. 

The forty-five micron diameter gold plated tungsten sense wires are 

held under 200 grams of tension and terminate in 100 ohm resistors 

located in an electronics enclosure welded to one end of the module. 

Gas is supplied through 2 fittings located at the opposite end and flows 

serially through the eight tubes. Signals on the sense wires are 

discriminated and sent via line drivers (also located in the electronic 

enclosure) to the electronics trailer where they trigger a 3 microsecond 

one-shot whose output is loaded into a long shift register. When the 

detector secondary trigger requirement is satisfied, the contents of the 

shift register are read out and saved on the data tape. 

After testing several gas mixtures, a 95% argon 5% carbon dioxide 

mixture was chosen due to the relaxed timing and gain requirements for 

this applicat,ion, and’due to safety considerations for a system with 

such a large gas vo 

typical module as a 

one of the tested m 

ume and distribution network. The response of a 

function of high voltage is shown in Figure 3.2 for 

xtures. Here we plot the efficiency for any tube in 

the module to detect a track and the “doublesN efficiency for two 

adjacent tubes to simultaneously detect the track measured with normally 

incident cosmic rays. The average counting rate per wire (for 16 foot 

tubes) is also shown. The module efficiency is greater than 99.5% and 

has a plateau of several hundred volts before the background singles 
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?igure 3.2. laon system proportional tube operating 
characteristics as a function of applied voltage. 
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rate 

sing 

doub 

begins to rap 

les rate is de 

les efficiency 

dly increase. Note that in the plateau region, the 

ermined almost entirely by the cosmic ray flux. The 

rises more slowly, plateauing near the maximum value 

expected from geometrical considerations approximately 100 volts below 

the background threshold. Thus it is possible to operate the tubes so 

as to achieve good efficiency throughout the entire gas volume. 

Several hardware subsystems were developed to monitor the system 

reliability. Shift register operation was confirmed by shi fting through 

an 8 bit fixed pattern at the end of each read cycle. At t’ he start of 

each run, every electronic channel was tested by forcing a small charge 

onto the wire via the high voltage isolation resistor. The actual wire 

performance was checked with cosmic rays. The output of all tubes in a 

plane were ‘ored’ together, and the coincidence of this signal from all 

horizontal or vertical planes was used to define a cosmic trigger. In a 

matter of minutes the efficiency and background counting rate of every 

tube could be measured. 

of defective tubes, but 

replacements during the 

experiment. 

t 

i 

The system modularity allowed easy replacement 

his proved unnecessary except for a few 

nstallation and shake-down phase of the 

3.3 THE MUON IDENTIFICATION ALGORITHM: 

track of dE/dx losses, bending in the magnetic field ins 

return iron (where applicable), and the average multiple 
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measured drift chamber trajectory out through the absorbing wall 

ide the 

coulomb 

The muon identification routine analyzes all charged tracks 

individually and is conceptually very straightforward: extrapolate the 

keeping 

flux 



scattering. If a proporti 

position (i.e. within 3 si 

scattering) in each plane 

onal tube fired near the pred 

gma of the deviation expected 

traversed before the particle 

icted track 

from mu1 tiple 

ranges out, call 

it a muon. Edge effects and range straggling complicate this simple 

picture, so before examining the detailed algorithm, the range 

straggling and multiple coulomb scattering will be discussed. 

3.3a Multiple Cou 

Before reach 

omb Scattering: 

ng a plane of proportional tubes, a particle must 

first traverse several massive detector elements--the coil, shower 

counters, and iron absorbing walls upstream of the detector plane--which 

can significantly change its direction due to multiple coulomb 

scattering. As an estimate of the RMS deviation from the predicted 

position at the detector plane (0x1, the deviation arising from each 

element is calculated and added in quadrature (Equation 1) 

ax = [IOi*(Di* + Ti2/12)I”* 
i 

where Bi, Di, and Ti are the RMSD multiple scattering angle, 

distance to the detector plane, and thickness of the scatteri 

respectively. 8i is calculated using the simple formula give 

(1) 

ng element 

n in 

appendix A. Although the approximations contained in equation 1 will 

be poor for tracks which exit an absorber element with low momentum, 

thereby suffering a large amount of multiple scattering, the geometry is 

such that the largest contribution to u x arises from the scattering 

elements located far upstream for which the approximations are valid. 

For example, Figure 3.3 plots ox, as a function of momentum, for 

normally incident tracks in the first and second layers of the bottom 
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Pigure 3.3. Projected soltiple scattering (sigsa) 
for norsally incident muons at first and 
second levels. The contribution from the solenoid 
coil + shover counters is also show. 
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wall. Also shown is the ux that would result considering the 

multiple scattering in the coil and shower counters alone. Note that 

ux is on the order of 10 cm and is dominated by the scattering in 

the coil and shower counters. The error in the extrapolated position 

arising from the drift chamber resolution is typically 3 cm (sigma) 

depending on the depth and orientation of the layer, and is added in 

quadrature with ox to obtain the total deviation. Figure 3.4 shows 

a typical distribution, made with cosmics rays, of the measured 

deviation in units of ox for the first plane in the bottom wall. 

Fluctuations in the dE/dx losses when a particie traverses an 

absorbing medium result in fluctuations in its range. Thus, there is no 

sharp momentum threshold for muon penetration of a given layer. The 

relative range straggling is between 2 and 3 percent for muons with 

momentum of interest in this analysis (See Appendix A). Of concern 

here, however, is the projected range straggling along the axis 

perpendicular to the absorbing plane. Multiple scattering contributes 

to this projected straggling as the particle can be bent towards or away 

from the normal, thereby traversing a greater or lesser amount of 

material before exiting. 

3.3b Range Straggling: 

One way to describe the situation is to consider the 

fraction of incident muons of momentum P which traverse the 

material preceeding a given detecter plane, as a function of 

the variable Q 

9 = (R(P)-Ro)/R(P) 

where Re is the total amount of material the particle would have to 
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Figure 3.5. Level 1 muon transaissfon curve 
seasared with cosdc ray muons. The sonte car10 
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traverse if it experienced no mutiple scattering, and R(P) is the 

tabulated range for a particle with momentum P. In an absorber with no 

magnetic field, Ro = R,/cos(f3) where R,, is just the absorber 

thickness and 0 is the angle of the incident track to the normal. For 

example, Figure 3.5 shows, as a function of Q, the measured detection 

probability for cosmic ray muons with cos(6) > .90 in the first layer 

of the bottom wall. To eliminate confusion arising from the shower 

counter boundaries, those tracks within 2 degrees (azimuth) of a module 

edge are not used in the plot. 

To determine the projected range straggling for muons as a funct 

of momentum and incidence angle, a Monte Carlo program was developed 

which simulated the detector geometry and did the transport in small 

steps allowing for dE/dx losses and fluctuations, multiple coulomb 

scattering, and magnetized materials. For each layer, the generated 

transmission plot was fit to an integrated gaussian with adjustable 

cur) and offset. As an illustration of the relative 

ion 

width 

impor t 

funct 

allow 

ante of the various physical processes, in Figure 3.6 we plot as a 

on of incidence angle, up for the first detector plane 

ng for energy loss fluctuations only, multiple scattering only, 

both energy loss fluctuations and multiple scattering, and both in 

magnetized iron equivalent to the HARK II flux return. Al though the 

relative projected range straggling due to energy loss fluctuations is 

independent of incidence angle, the multiple scattering contribution 

increases sharply with increasing incidence angle becoming the dominate 

effect for angles larger than 18 degrees (cos(B) < .95). Calculations 

with both effects included indicate they effectively add in quadrature. 

Inclusion of the magnetic field increases the straggling especially at 
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large incidence angles. The calculations also indicate that multiple 

scattering causes a more or less constant offset of roughly 9 grm/cmz 

equivalent to 2.2% for the first detector plane and 1.7% for the second. 

Averaging the Monte Carlo results over the incident angle 

distribution measured with the cosmic ray sample of Figure 3.5 yields 

the curve shown in the figure. The data and calcualations agree well. 

Both the analysis program and the MARK II Monte Carlo program assume a 

gaussian distribution for the projected range straggling, and use the 

calculated results for the width and offset described here. 

3.4 FIDUCIAL VOLUME CONSIDERATIONS: 

Multiple scattering and range straggling sufficiently smear the 

edges of the muon system acceptance that simple fiducial volume or 

momentum threshold cuts are expensive to use. Therefore, a somewhat 

different concept has been implemented to take into account edge 

effects. A given detector layer is said to be “required” if the 

extrapolated particle trajectory is within the layer edges by more than 

3 sigma of the projected multiple scattering (0x1, and if the 

particle has excess range greater than 3 sigma of the expected range 

straggl ing (a,). The layer is “expected” if the particle trajectory 

is within the edges and the excess range is greater than zero. If the 

trajectory is no more than 30 x outside the layer edges, and the 

excess range is no less than -3urr the level is called a “possible” 

level. No layer is allowed to have a higher status (required > expected 

> possib 

status c f 

le) than the status of the preceeding layers. We indicate 

lasses uith the notation MULEVX > N where N is the number o 

-47- 



levels and X is P, E, or R for possible, expected, or required 

respectively. 

The “status acceptance,” defined as the fraction of isotropically 

produced muons which satisfy a particular status class, is shown in 

Figures 3.7a,b as a function of muon momentum. For the status MULEVE > 

0, the acceptance plateaus at the geometrical acceptance of the system 

(51% for level 1, 46% for level 2). The threshold region reflects the 

system’s planar geometry in that the effective absorber thickness 

increases like the inverse cosine of the incident angle. Raising the 

status to MULEVR > 0 decreases the acceptance due to the imposition of 

fiducial volume cuts (see Figure 3.31, and increases and broadens the 

momentum threshold due to the range straggling restriction. Lowering 

the status to MULEVP > 0 has exactly the opposite effect. 

3.5 MUON IDENTIFICATION EFFICIENCY: 

Given the status classes described above. the following rules are 

used to determine the identification of a given track. Three choices 

are allowed: muon, not muon, and can’t tell. 

The efficiency for a muon of a given status class to be properly 

identified depends on several factors. The individual tube efficiency 

is high 099.5%), but in our large system a few tubes were usually 

malfunctioning, thus reducing the average tube efficiency by some 

fraction of one percent. A more intrinsic inefficiency results from 

those tracks which scatter by more than three sigma in position or 

range, but is no larger than 1 to 2 percent. Tracks which are 

improperly measured by the drift chamber due to hardware or software 
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TABLE 3.1 

Muon system particle identification rules. 

STATUS CLASS RULE 

RULEVP>O + MULEVE=O If a signal is detected in either 
of the first two detector levels, 
cal I it a muon; otherwise--can’t tell. 

MULEVE>O + MULEVR=O If a signal is detected in either 
or MULEVR=l of the first two detector levels, 

call it a muon; otherwise--not muon. 

MULEVR> 1 If a signal is detected in the 
highest or next highest level and 
in at least one other 
not more than one leve 
call it a muon; otherw 

evel, and 
is missed, 

se--not muon. 

deficiencies, will not project to the proper coordinates. This causes 

an additional inefficiency. 

These inefficiencies can be measured in the momentum intervals 

where unambiguous muon candidate tracks can be collected from the data 

sample. Muon pair events provide a clean source. These events are 

identified only through the charged track momenta, colinearity, and 

shower counter pulse heights, but to guarantee sample purity, tracks are 

considered muon candidates only if the opposite track is identified as a 

muon in at least two muon levels. For a given level , only those 

candidates which are “required” are used in the eff ciency measurement. 

To isolate the inefficiency due to tracking errors, the efficiency is 

also measured with a subset of the candidate events which have high 

quality drift chamber information (i.e., the tracks are detected in at 

least 12 of the 16 drift chamber layers and have a chi-square/dof from 

the track fit have a 2 

coordinate di late the 

less than 6.25, are colinear within 30 mR, and 

fference at the origin less than 3 cm). To iso 
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multiple scattering contribution, the efficiency is also measured with 

the scattering limits increased to 5 sigma from the usual 3. Table 3.2 

lists the measured efficiencies. 

TABLE 3.2 

Muon system layer efficiencies. 
Statistical errors are less 
than .OOl. 

LAYER 1 LAYER 2 Correct ID 

3s 5s 3s 5s 3s 5s 
Normal Data .977 .984 .984 .988 .968 .974 
High Qua1 i ty .980 .984 .986 .989 .971 .975 

Enlarging the mu1 

the high quality 

and layer 2 respe 

efficiencies for 

tiple scattering limits increases the effici 

tracks approximately .4% to 98.4% and 98.9% 

ctively. These values can be taken as the a 

enoy 

for 

vera 

for 

layer 1 

ge 

the detector planes. Essentially no difference in the 

5s efficiency is observed between the normal and high quality data, 

although a .2% to .3% improvement is measured for the 3s efficiency. 

Thus, drift chamber errors account for no more than 10% to 15% of the 

total inefficiency. Table 2 also lists the efficiency for the muons to 

be properly identified using the rules of table 3.1. 

The identification efficiency for tracks which have no required 

levels is considerably less than 100% as they are more likely to scatter 

outside the system boundaries. For isotropically produced muons. the 

identification efficiency is roughly 86% for the status class MULEVE>O + 

MULEVR=O, and is only 13% for the status MULEVP>O + MULEVE=O. The muon 

“identification acceptance.” defined as the fraction of isotropically 

produced muons wh 

3.7 for different 

ich are properly identified, is also shown in F i 

status cl asses. The identification acceptance 
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class MULEVP)O is about equal to the status acceptance for the class 

MULEVE>O since as many 'possible' tracks scatter inside the boundary as 

'expected' ones scatter out. Raising the status class to MULEVE>O 

reduces the identification acceptance only slightly. For the status 

class MULEVR>O, the two acceptances are nearly equal due to the the 

small identification inefficiency. 

3.6 MISIDENTIFICATION PROBABILITIES: 

Non-muons may be misidentified as muons for several reasons, the 

simplest being the random background counting in the detector tubes. 

This misidentification rate has been measured using "imaginary" tracks 

obtained by rotating 90 degrees in azimuth. real tracks from coplanar 

two prong events. The rate depends on the status class and decreases 

with increasing momentum proportionally to the width of the projected 

search region in the detector layer (see Figure 3.3). Table 3.3 lists 

the m isidentification probabilities averaged over the momentum 

distr ibution in the sample. 

TABLE 3.3 

Muon misidentification probability (%I 
for random tracks and electrons. 

STATUS CLASS RANDOM-TRACKS ELECTRONS 

MULEVP>O + MULEVE=D .78+-.lO .59+-.09 
MULEVE>O + MULEVR=O .94+-. 13 .90+-.11 

MULEVR=l .97+-. 14 1.19+--12 
MULEVR=P .01+-.Ol .04+-.Ol 
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For status classes requiring a signal in only 1 detector plane, the 

misidentification probability is roughly 1%. For MULEVR=2, the 

probability is consistent with .Ol squared Also listed in Table 3.3 

are the electron misidentification probabil ities measured with electrons 

from Bhabha events. They are consistent wi th the random background 

values although a small signal could be expected from Compton scattering 

in the proportional tubes of the low energy photons that are the 

remnants of the electromagnetic shower. 

Hadrons can be misidentified as muons from "punch through" where 

the hadron escapes experiencing a strong interaction in the absorbing 

wall, or ihere a secondary track from the strong interaction cascade 

succeeds in penetrating the detector plane. Alternatively, the hadron 

can "decay" in flight to a muon which is then detected in the 

proportional counters. 

The probability that a pion is misi dentified as a muon due to decay 

is easily calculated with the Monte Carl 0 program, and leads to the 

results shown in Figure 3.8. Thi s figure shows as a function of 

momentum, the pion rejection rati o defined as the probability that 

isotropically produced pions are identified as muons ("pion 

misidentif 

acceptance 

were actua 

cation acceptance"), divided by the muon identification 

(NULEVP >O) measured at the pion momentum (i.e., if the pions 

ly muons, the ratio would be 1). The pion time dilation 

factor causes the misidentification to decrease uith increasing 

momentum. However, the misidentification is also a function of'the 

status class. The structure apparent near 1100 Mev/c is due to the 

transition from MULEVR=l to MULEVR=2. 

Pions which decay in the drift chamber volume will ofteh be poorly 
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fit by the tracking program, and this can be exploited to decrease the 

misidentification probability. For example, Figure 3.8 also shows the 

rejection ratio obtained if all tracks are required to have at least 12 

drift chamber layers used in the fit, a chi-square/dof for the track fit 

less than 12, and be no farther from the interaction region than .6 cm 

These cuts reduce the misidentification by a 

Id wh 

in the radial projection. 

factor of two near thresh0 

acceptance by no more than 

momenta increases. 

le decreasing the muon identification 

3%. The cuts have less effect as the pion 

Oetermining, by a Monte Carlo calculati on. the probability that a 

pion is misidentified due to punch through i s a more difficult problem 

as one must reliably simulate the hadronic cascade in the absorber. 

Therefore, we measure directly the pion misidentification probability 

using pions extracted from the data sample. For this purpose, 

multiprong hadron events (3<#prongs<ll) from the Y(3096) resonance are 

used. Interaction region cuts are applied, and events with converted 

photons are rejected. Events with identified MlJLEVR>l muons were hand 

scanned, and only two background events 

where the photon converted but was not 

mismeasured track, and a hadron event w 

were found: a WRY event 

identified due to a grossly 

ith a coincident cosmic ray. 

Unless the P has an undiscovered multiprong (>3) muon decay, the muon 

contamination is negligible. Within the muon system acceptance, the 

cand 

cand 

dates have an isotropic angular distribution. 

Figure 3.9 plots, as a function of momentum, the fraction of pion 

dates which have a signal in the muon dectector plane within 3 

ux of the extrapolated position. Only candidates whose normal angle 

to the absorbing wall is less than 26 degrees (cos > .90) and are within 
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the layer’s spatial fiducial volume (3 ux from all edges) are used. 

The transmission plot for muon candidates near threshold is shown for 

comparison. as are the contributions to the signal from random 

background and pion deca)*. punch through begins to dominate the 

misidentification approximately 200 Mev/c and 400 Mev/c above the 

momentum +nresnold in layers 1 and 2 respectibvely. For layer 1, the 

detection probability rises smoothly from threshold and reaches a value 

near 15% at 1.5 Gev/c, while for layer two, the probability remains 

constant near 3% until punch through becomes important. 

Figure 3.10 plots the relative pion misidentification probability 

as a function of momentum for several status classes. This is the ratio 

(for isotrop f-ally produced and successfully tracked pions and muons) of 

the pion misidentification efficiency to the muon identification 

efficiency. If ~a remove the requirement that the particles be 

successfully troaked, the ratio would decrease by 5 to 10% as more pions 

than muons fail to be tracked. The misidentification varies with the 

status class and is smallest for the class MULEVR>l. Note that it is 

considerably smaller for the class MULEVE~O+NULEVR=O than for the class 

MULEVR=t. This is because the candidate tracks are either near the edge 

of the momentum acceptance where punch through is at a minimum, or are 

near the plane edges and therefrrre have a large incidence angle relative 

to the absorber. 

How the muon system inf 

of analysis being done. If 

acceptance independent of pi 

ormation shou 

one wishes to 

on misidentif 

d be used depends on the type 

have the largest possible muon 

cation, using the status class 

MULEVP>O would be appropriate. If one wishes to minimize the pion 

misidentification at the expense of the muon acceptance, the class 
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MULEVR>l could be used. To insure the cleanest separation of pions from 

a muon background, the class MULEVR>l shoul-d be used uith the 

requirement that no signals are present uithin the tracking region in 

any muon plane. 

: 
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Chapter 4 

Measurement of the Tau 

Production Cross Section 

4.1 INTRODUCTION: 

Tau production in e+e- annhilation uas first observed using e-u 

events from the reaction listed in (1). 

e+e- --) 7*(-l + r-(t) 

I 

I -->e-(+l~~ 

--)u+( - )qJv 

(1) 

Because there is little background from other sources, these events 

provide a clean signature through uhich to study tau production. This 

chapter reports on an analysis of the e-p events measured with the 

HARK II at SPEAR. Assuming the tau obeys the point pair production 

cross section given in equation (21, 

g0 = 4ra2i3(3-D*)/(6S) 

the measurements can be used to determine the branch 

B.Bu as shown in 13) 

ing rat io product 

N.U = 2B,Bp~L(E)o(EIA(E) (3) 

(2) 

E 

where Neu is the number of observed e-p events, A is the detector 

acceptance, L is the integrated luminosi ty, and where the sum runs over 

the center of mass energies spanned by the data. Conversely, the tau 

production cross section can be measured and compared to the point cross 
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section by assuming theoretical values for 6, and Bp. 

All data collected during the fall of 1978 and spring of 1979 which 

had good shower counter information are used in this analysis, except 

for the fixed energy runs at the 9(3095) and Y’(3684). Equation (2) 

and the measured luminosity can be used to calculate the number of 

produced tau pairs. Figure 4.1 plots the number of produced pairs as a 

function of center of mass energy. For the cross section analysis, the 

data is binned in energy to give roughly equal .numbers of produced taus. 

Table 4.1 lists the integrated luminosity and number of produced tau 

pairs for each energy interval. The systematic error in the luminosity 

is estimated to be 6%. 

TABLE 4.1 

Tau pair production vs. 
center of mass energy. 

Interval Integrated Luminosity #Produced Pairs 
(Gev) (nb) 

3.85-4.25 2129 
4.25-4.65 1788 
4.65-5.05 1866 
5.05-5.45 6176 
5.45-6.35 1221 
6.35-6.85 3783 

Total : 16963 

7348 
6248 
6006 

18136 
2922 
7448 

48108 

4.2 EVENT SELECTION: 

We begin by selecti ng all two prong, total charge zero events in 

the data sample. A mini mum charged track acoplanarity cut of 5 degrees 

is applied to eliminate bhabha and muon pair events, and most events 

from two photon processes. A maximum acoplanarity cut of 175 degrees is 

imposed to eliminate converted photons. Each charged track is required 
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to originate near the interaction region. and have a Chi-square/OOF from 

the track fit no larger than 16. The interaction point determined by 

the vertex of the two charged tracks must be no farth er from the center 

of the interaction region than 4 cm in radia 1 project ion and 8 cm along 

the beam direction. All tracks are required to enter the shower counter 

fiducial volume as discussed in Chapter 2. Tracks with momentum less 

than 1.3 Gev/c that have good time of flight information are required to 

have a TOF less than 1.5 ns (5 sigma) from that predicted assuming it is 

an electron or muon. Events with barrel module photons with energy 

greater than 250 Mev and which have an opening angle with both charged 

tracks larger than 9.6 degrees are rejected. Measurements with 

muon-pair events indicate that 1.6% of real e-p events will fail this 

photon cut due to spurious noise photons in the barrel modules. 

4.3 PARTICLE IDENTIFICATION: 

Misidentification of non-eu events is the only large background 

in the e-p signal. To determine this background, all events which 

satisfy the topology cuts are collected. Using the known 

misidentification probabilities, the data is inverted to determine the 

number of produced events in each identification catagory (ee,ep,ee, 

etc.). This can then be used to calculate the misidentification 

background in the measured e-p candidates. In the analysis, it is 

assumed that all candidate tracks are either electrons, muons. dr pions. 

This is a good assumption since most of the hadrons in the selected 

sample are the products of tau decays. 

The method used to determine a particles’ ID depends on its 
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momentum. Below 300 Mev/c, the time-of-flight information is used. The 

relative probability that the measured TOF is consistent with an 

electron hypothesis or pion hypothesis is calculated and used to form 

the electron-pion weight (WTEPI) given in (4). 

WTEPI z P(e)/(P(ir)+P(e)) 

Particles are identified as electrons if WTEPI>.80, 

WTEPIC.40; otherwise, they are called ambiguous. Fi 

electron and pion identification and misidentificati 

(4) 

or as pions if 

gure 4.2a shows the 

on efficiencies as a 

function of particle momentum. These values were calculated with the 

monte carlo assuming a .3 ns TOF resolution. 

Because the TOF system is not useful in separating muons from pions 

ify pions or electrons, no attempt is made to do so. Instead, we reclass 

and muons together as non-electrons and accept a large misident if ication 

probability for muons 

Above 300 Mev/c, 

separating electrons 

to be called electrons as shown 

the liquid argon counters become 

from muons and pions. However, p 

n Figure 4.2b. 

useful in 

ons and muons 

cannot be separated until the muon system momentum threshold is passed 

(700 llevh). Therefore, between 300 and 700 nev/c, a track is 

identified as electron, not-electron, or ambiguous according to its 

shower counter identification (LAID) as discussed in chapter 2. 

Above 700 Mev/c, particles are still called electrons if identified 

as such by LAID. If LAID is not-electron and the muon class is at least 

MULEVE>O, the particles are called muon or pion depending on the muon 

system identification (MUID) as discussed in chapter 3. If LAID is 

not-electron and MULEVE=O, the track is not considered to be in the 

fiducial volume. All other combinations of LAID and MUID are labeled 

ambiguous. 
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The particle identification and misidentification efficiencies are 

shown in Figures 4.3a, b, and c. The muon data is derived from a 

combination of monte carlo calculations and measurements. The muon 

system detection efficiency measured with muons from muon-pair events, 

and the shower counter response determined with low momentum muons from 

cosmic rays. provide input to the monte carlo. Electrons from converted 

gammas and specially selected bhabha events are used as electron 

candidates, while pion candidates from reconstructed KoShort 

decays and multiprong Q events are used to determine the pion 

efficiencies. The electron sample is selected so as to approximate a 

uniform angular distribution within the solid angle of the shower 

counters. Systematic errors are estimated to be 10 percent and include 

effects from sample contamination, long term variations in detector 

response, and non-isotropy in the candidate and data sample. 

Events with neither track above the muon momentum threshold cannot 

possibly be identified as e-p events and are discarded. If both 

tracks are above 700 Mev/c, the event can be classified as ee, ep., 

en, pp. us, T~TT, or ambiguous, while if one track is below the 

threshold, the classifications are ee, eu, eTr, not-e/e, not-e/p, not-e/s 

or ambiguous. In the following discusssions, these types will be 

referred to as class A and class B events respectively. 

4.4 SPECIAL BACKGROUNDS: 

To minimize the effect on the inversion procedure of errors in the 

particle identification and misidentification efficiencies, two cuts are 

employed to reduce the large number of ee and up events arising from 
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purely electromagnetic processes. Electron pair and muon pair events 

which have experienced initial or final state radiation can be 

discriminated against by applying a cut on the invariant mass recoiling 

from the charged tracks. Figure 4.4 plots the squared recoiling mass 

distribution from ee and up events. By requiring the recoiling mass 

to be larger than 1 Gev/cZ, a large fraction of the events can be 

eliminated at a cost of no more than 1% in the e-u acceptance. 

Bhabha events where one electron has suffered a large bremstrahlung 

emission in the pipe counter, can survive the acoplanarity cut because 

the low momentum track has been incorrectly projected to the interaction 

region. These events constitute roughly 20% of the ee events, and are 

removed by retracking the low momentum track back out to the pipe 

counter and reapplying the acoplanarity cut. 

4.5 RAW DATA: 

Table 4.2 lists the number of class A and class B events which 

survive the analysis cuts. There are 227 class A and 227 class 6 e-p 

events. Figure 4.5 shows the electron and muon momentum distributions 

for these events. 

4.6 MISIDENTIFICATION BACKGROUND: 

The unfold procedure is straightforward and unambiguous for class A 

events. Let M(i,j;pl,pZI represent the number of measured events of 

type ij (i,j = e,p,n), with particle i having momentum pl and 

particle j having momentum p2, and let R(i.j;pl,pZ) be the number of 
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TABLE 4.2 

Number of events by ID surviving 
topology and background cuts. 
n signifies non-electron. 

Class A Class B 

Type Number Type Number 

ee 1485 ee 969 
ew 227 w 227 
en 304 en 283 
WP 221 ne 352 
I-rl 295 w 391 
ml 210 nn 616 

Ambiguous 269 Ambiguous 754 

Total 3011 3592 

real events. Measured events with an ambiguous ID are ignored; they 

represent an inefficiency in the measurement process. If P(i,j;pl) is 

the probability that a particle of type i, with momentum pl, is called 

type j, then M and R are related by 

M(i,j;pl,pZ) = 1 R(k,l;pl,p2)P(k~i;Pl)P(l,j;p2) 

k, 1 

Equation (5) can be solved to determined 

This procedure is imp1 emented by co1 

an array by type and moment urn (100 Mev/c 

matrices are inverted, and the number of 

(5) 

R(krl;pl,pZ). 

letting the measured events in 

bins). The misidentification 

real events by type and 

momentum is determined. R(i,j;pl,pZ) is then summed over the two 

momentum indices to determine the total number of real events. Table 

4.3 lists the number of measured and real class A events in vector form 

with the momentum averaged misidentification matrix that relates along 

them. fied as muons (and vice The fact that electrons are not misident i 

1, insures that many off diagonal elements 

-73- 

versa are zero. The errors 



are statistical only and do not include errors in the identification 

probabilities. 

Type #Pleasured Ident ification Matrix #Real 
(eel (1485'38.5) C.892 .DDD 054 .DDD .DDD .003) (1645.8'43.4) 
(eF) ( 227215.1) C.000 .84D :059 .DDD .050 .007I ( 228.0'18.3) 
(en) ( 304217.4) C.022 .069 .734 .DDD .DD4 .091) ( 306.9+24.1) 
(Pb) ( 221t14.91 (.DDD .DDD DOD .827 .D61 .004) ( 243.2'18.4) 
(Pll) f 295217.2) (.DDD .016 :DDl .148 .737 .103) ( 306.2'24.3) 
(an) ( 210+14.5) C.000 .a01 .014 .007 .064 -641) ( 286.5'23.2) 

TABLE 4.3 

The number of measured and real class 
A events, and the momentum averaged 
misidentification matrix. 

From Table 4.3, one can read off the misidentification background 

in the measured e-p events. The largest contributions are from 

misidentified e-n and u-v events that come from other tau decays. 

Adding all contributions yields a total misidentification background of 

35.6t1.9 events. The systematic error depends on the errors in the 

identification efficiencies and is taken to be 25%. Thus, the corrected 

number of class A e-u events is 191.4?15.1?9.1 where the errors are 

statistical and systematic respectively. 

For class B events, an ambiguity enters the unfold procedure as the 

low momentum track is identified only as electron or not-electron, and 

it is impossible to determine the number of real electrons, muons, and 

pions given only this information. Since we only wish to know the 

number of low momentum tracks which are electrons, there would be no 

problem if muons and pions had the same identification and 

misidentifcation probabilities below 700 Mev/c. But they don't. To 

overcome this problem, one can assume a fixed ratio of muons to pions 
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and check how the background subtraction depends on this assumption. 

Therefore, we assume real events come only in the flavors electron and 

not-electron below 700 Mev/c, and the 2X2 identification matrix 

P(i,j;pl) is determined by averaging the muon and pion identification 

probabilities according to the assumed muon/pion ratio, The analysis is 

now performed in exactly the same way as for class A events. Since the 

probability of misidentifying a muon as an electron is large below 400 

Mev/c. and depends very strongly on the quality of the TOF data, class B 

events where the low momentum track is below 400 Mev/c are excluded from 

the remainder of this analysis. 

Figure 4.6 plots the calculated background to the e-p class B 

events as a function of the assumed muon fraction. It varies smoothly 

between 35 and 15 events as the fraction changes from 0 to 1. The 

muon/pion ratio for tracks above 700 Mev/c can be measured, and is 

approximately constant at a value of .6 between 700 and 1200 Mev/c. 

Therefore, we use the background value calculated for a muon fraction of 

.4, and give an extra systematic error of 5 events to account for this 

extrapolation. The resulting background subtraction is 26’1.5’8.2. 

events where the first error is statistical, and the second is 

systematic obtained by adding in quadrature the basic 25% systematic 

error from identification efficiency uncertainties with the systematic 

error from the extrapolation. The corrected number of class B e-p 

events is 98.k11.7’8.2 where the errors are statistical and 

systematic respectively. Table 4.4 lists the number of measured and 

real events, and the momentum averaged misidentification matrix 

connecting them. 
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Figure 4.6. Calculated background to e-p events with 
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TABLE 4.4 

The number of measured and real class 
B events, and the momentum averaged 
misidentification matrix. n stands 
for non-electron. 

Type #Measured Identification Matrix #Real 
(eel (468+521.6) c.765 .OOO .047 .045 .OOO .003) (585.1+528.6) 
(epL) (124+511.6) C.000 .742 .053 .OOO .043 .003) (132.2'515.5) 
(em) (162'512.7) c.012 .073 .644 .OOl .005 .040) (184.3+520.3) 
(ne) (218+514.8) c.041 .OOO .003 .719 .OOO .042) (233.6+520.91 
(nf.4) (265'516.3) c.000 .040 .003 .OOO .692 .050) (330.2+524.1) 
(nrr) (415'520.4) c.001 .004 .038 .013 .079 .620) (61O.lZ533.7) 

To determine the background subtraction in the subset of events in 

a specific energy interval, the same background procedure is applied. 

Table 4.5 lists the number of detected e-p events and the background 

subtraction by center of mass interval. 

TABLE 4.5 

The number of measured e-p events 
and calculated backgrounds for 
specified center of mass energies. 

Interval Detected Events 
(Gev) Class B Class A 

3.85-4.25 22+4.7 2324.8 
4.25-4.65 2324.8 2725.3 
4.65-5.05 12t3.5 25+5.0 
5.05-5.45 37t6.1 8929.4 
5.45-6.35 752.6 1223.4 
6.35-6.86 23t4.8 5127.1 

Background Subtraction 
Class B Class A 

4.0'0.6'1.2 3.2+0.6'0.8 
3.4+0.6'1.0 3.1'0.6'0.8 
2.8'0.5'0.9 3.6'0.6'0.9 
9.4'0.9'3.0 17.21.3'4.1 
1.7'0.4'0.7 2.6'0.5'0.6 
4.6'0.621.2 6.5'0.8'1.6 

Total 124211. 227i15. 26.0'1.5'8.2 35.621.9'9.1 

4.7 ACCEPTANCE: 

The acceptance for detecting produced e-u events has been 

determined using the full monte carlo simulation program. The muons 
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identification effic 

look up table of mea 

mulation 

ency, wh i 

ured ide n 

routines accurately calculate the muon 

le the shower counter simulation uses a 

tification and misidentification 

efficiencies. Figure 4.7 plots the measured acceptance as a function of 

the center of mass energy. The energy dependence is mainly a function 

of the muon system momentum threshold. , 

4.8 RADIATIVE CORRECTIONS: 

The actual tau production cross section (Uprod) has 

contributions both from the lowest order expression given in equation 

(2) and from higher order terms. Because the lowest order expression 

accounts for nearly all the production and has such a simple form, it is 

customary to keep this expression for the cross section and multiply it 

by a small correction term (6) to correct for the higher order 

contributions: 

'Jprod = oo(l+S) (6) 

To calculate 6, we use the result of Bonneau and Martin' given in 

equation (9) 

where the integral includes corrections for initial state radiation and 

runs over the phase space of the emitted photon. uo is the point 

cross section. E is the beam energy, S and So are the center of mass 

energy with and without radiation (S=4E(E-k)). and E(S) and e(So) 
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are the detection efficiency with and without radiation. The threshold 

in the tau production cross section cuts off the integral at a point 

kkmx=E(T-4m*/S). The detection efficiency e(S) was measured 

by generating monte carlo events which had photons emitted by either the 

electron or positron along the beam axis. Figure 4.8 plots 

e(S)/e(So) as a function of k/kkmx for several center of 

mass energies. The decrease in the detection efficiency for large k is 

mainly a function of the muon system momentum threshold. Linear 

interpolation between these values was performed to estimate the 

efficiency at intermeadiate energies. The resulting correction (6) is 

nearly independent of the center of mass energy, ranging from 4.9X at 

4.0 Gev to 5.6% at 6.6 Gev. This correction effectively increases the 

number of produced tau pairs over that calculated with the lowest order 

cross section. 

4.9 OETERMINATION OF BRANCHING RATIO PRODUCT: 

Assuming all produced e-p events arise from tau decays, the 

branching ratio product BoBu can be determined from equation (3). 

After applying radiative corrections, making background subtractions, 

and correcting for the 1.6% loss from spurious photons, the result is: 

B&u = .032’0.002’0.004 (10) 

where the first error is statistical, and the second is systematio 

obtained by adding in quadrature the systematic errors in the background 

subtraction, 6% error for the integrated luminosity, and a 10% error in 

io the ca lculated acceptance. Assuming the theoretical value for the rat 

branching fractions, Bw/B. z.973. the individual branching 

-8O- 

of the 



Figure 4.8. Belative detection efficiency for events with 
initial state radiation as a function of the radiated 
photoa energy divided by the maximum allowed photon energy. 
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ratios are 

B e = .181+0.006’.011 (lla) 

Bu q . 176’0.006’.011 (lib) 

Assuming the value for the branching ratio product given in (101, 

the shape of the measured cross section can be compared to the point 

cross section of equation (3). Figure 4.9 plots the ratio of the number 

of detected e-u events (after background subtractions) to the number 

expected fr om equation (3) for the 6 center of mass energy intervals 

Alternative lY* if ue assume the middle value in the range of theoret 

predictions for’the branching ratio product, B,Bu=.O29, the data 

ical 

shown in Figure 4.10 result. The measured cross section is consistant 

with the spin l/2 point cross section. 

References: 

1.1 G. Bonneau and F. Martin, Nucl. Phys. B27:381 (1971). 
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Figure 4.9. Ratio of the nulaber of measured e-p events to 
the expected nureber given the spin l/2 point pair production 
cross section as a function of Center of mass energy. The 
measured branching ratio product has been used to calculate 
the expected number of events. 
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5.1 INTRODUCTION: 

The search for particles which undergo rad iative trans itions to one 

of the known leptons has been long and fruitless. In particular, the 

search for the electromagnetic decay of the muon (1) has been so 

Chapter 5 

A Search for Radiative Tau Decays 

P --> e + 7 (1) 

refined that an upper limit of 1.1~10-1~ has been set on the 

branching ratio for this process 

analysis of a search for the radi 

r --> v + 7 

1 In this chapter, we present the 

ative decays of the tau lepton (2). 

7 --> e + 7 (2) 

As it requires little effort to enlarge the scope of the search to all 

states whose mass is within the limits determined by the center of mass 

energy, we will include the results of the general search herein and 

will refer to such states as “excited leptons”. We will assume the 

excited leptons are pair produced (3) so that each lepton is generated 

e+e- --) I”+ + L*- (3) 

with the beam energy. The discussion will focus on the radiative decays 

of the tau but will expand to include the general case of pair produced 

excited leptons where necessary. 
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The method of analysis will be to search for structure in the 

invariant mass plot of all lepton-photon ccmbinations which satisfy 

certain background removing cuts detailed in the text. The data sample 

covers the center of mass energy range from 3.9 to 6.7 Gev with an 

integrated luminosity (see Figure 5.1) of 17,000 inverse nanobarns and 

contains 48,000 produced tau pairs. 

5.2 EVENT TOPOLOGY: 

Experimental studies of the tau have verified that its major decay 

modes are those predicted by standard weak interaction theory,2 and 

have determined an upper limit near the 1% level for either rad iative 

decay branching fraction. Therefore, we will search for radiat ive tau 

decays assuming the other tau from the produced pair decays via a 

standard channel. Because more than 70% of all standard mode decays 

have only 1 charged particle in the decay products, the event topology 

we use in the search are 2 prong, total charge zero events with 1 or 

more photons (4). 

e+e- --> l+(-) + X‘(+) + r + (20 neutrals) (4) 

To reduce the contamination from beam-pipe or beam-gas events, the 

reconstructed vertex of the two charged prongs must lie within a 

cylinder 16 cm long with a 4 cm radius centered around the interaction 

region. To eliminate mis-measured tracks, the vertex finding algorithm 

must use both tracks, and the chi-square from the vertex fit must be 

less than 100. A minimum momentum cut of 100 Mev/c is applied to the 

charged tracks to insure a well defined cutoff in the detectors response 

to low momentum tracks. 
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5.3 DECAY KINEMATICS AND RESOLUTION: 

. In the The kinematics of a two body decay are extremely simple 

tau's rest frame, the decay products recoil with fixed momen 

we ignore any alignment of the tau, the fixed energies yield 

ta, and if 

a uniformly 

populated distribution in the lab with limits given by equation (5). 

lll?X 
E(?l)““” = . 5Eba.n(l’Rtau)(l-(ml/mtau)t) (5a) 

max nlax 
E(lepton)min = E(yImin + Ebeem(mI/mtau)* (5b) 

The invariant mass of the photon-lepton system is calculated using 

the energy of the photon and lepton, and the angle between them as given 

by equation (6). 

m = [ml2 + 2E('r)(EI - PIcos~)I~/~ (6) 

The resolution in this measurement is dominated by the photon energy 

resolution and is on the order of 100 Mev/c2. Since the tau is pair 

produced, the sum of the energies of its decay products equals the beam 

energy, and this constraint can be used to improve the resolution of the 

invariant mass measurement. 

The proper realization of the beam constraint adjusts both the 

measured photon and lepton energies depending on their relative 

measurement errors, but in practice is nearly identical to the straight 

replacement of the photon energy with Ep(Y)=Ebean-E(lepton). In 

this case, the contribution to the invariant mass resolution from 

measurement errors in the lepton momentum is given by (ignoring 

secondary lepton masses) Equation (71. 

Am = .5mtau[ l/E1-l/CEbePn-E1) IAEl 

AEI = .olElJm2 
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The error becomes large when the lepton energy approaches the beam 

energy as can be seen in Figure 5.2. Here we show the mass resolution 

as a function of x = E(leptonl/Eb,,, for three beam energies. If the 

correct constraint procedure is applied, the resolution levels off as x 

approaches 1 at a value reflecting the photon energy resolution, but it 

is so poor that this kinematical region is useless. Consequently, 

lepton-gamma combinations where x is larger than .77 are rejected. 

In the allowed x region, the error in the predicted photon energy 

is small relative to the error in the photon energy measurement. 

Therefore, a cut on the chi-square of the 1 constraint fit is equivalent 

to a cut on the photon energy resolution D 

0 = IE,,-E,I/E, (8) 

where E, and E,,, are the predicted and measured photon energy. To a 

good approximation this variable is normally distributed with a sigma of 

.134/v. In Figure 5.3a. we show the measured distribution in 

Z=DJF, for all muon-photon candidates satisfying the above cuts 

along with a distribution calculated with the Monte Carlo. The signal 

to noise ratio improves if a cut is made at a low value of Z but at the 

cost of decreased acceptance. To balance these two factors, we chose to 

use only those photons which have Z less than .20. Note that at this 

stage, any signal is masked by the large background. 

The same distribution is shown in Figure 5.3b for all 

electron-photon candidates. Bhabha events where one electron radiates a 

hard photon in the material preceding the drift chamber satisfy the beam 

constraint and constitute most of the signal that is observed. 

The requirement that E(leptonl/Eb,,, < .77 is equivalent to 

a cut on the predicted photon energy: E,,(Y) >.23 * EBeam. 
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In conjunction with the photon energy resolution cut, these cuts greatly 

reduce the random background from noise photons in the liquid argon 

modules. 

5.4 ACCEPTANCE: 

We will now address the i ssue of the MARK II’s acceptance for 

detecting both decay products from the radiative tau decay. Although 

the proper analysis requires t he full Monte Carlo simulation, a simple 

discussion will reveal the essential factors. 

First, there is roughly a factor of .75 to account for the normal 

tau decay to one charged particle. Assuming no correlation between the 

charged tracks from the two tau decays, the drift chamber solid angle 

limits (.80*4a) adds a factor of .64. Restricting ourselves to the 

p-7 decay, the muon system solid angle adds a factor (.50/.80) while 

its low momentum cutoff adds a factor which depends on the center of 

mass energy. Considering the case EClV5.2 Gev, we can estimate this 

factor to be (.700-E~min)/(EILmhx-ECLmin)=.82. An addition factor of .88 

arises from the cut on E(lepton)/Ehe.,. 

At threshold, the tau is produced at rest, and the muon and photon 

recoil in opposite directions. Given that ue identify the muon, the 

photon will be within the shower counter solid angle (except for the 

cracks between the modules). As the beam energy increases. the opening 

angle between the muon and photon decreases. For ECM=5.2 Gev, the 

minimum opening angle is near 90 degrees and the average is not much 

greater (see Figure 5.4). Therefore, requiring the photon to impact a 

barrel module adds a factor which is approximately the fraction of the 
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polar angle intercepted by the shower counters (i.e., .60). The 

detection efficiency 

88% survive the resell 

Putting all the 

detecting the radiati 

is nearly 100% for these photons, and approximately 

ution cut (2 < .20). 

factors together yields a 11% acceptance for 

ve decay 7+p+7 at 5.2 Gev. In Figures 5.5 

and 5.6 we plot, as a function of center of mass energy, the acceptance 

calculated with the Monte Carlo to detect the muon and electron 

radiative decays given the cuts specified above. The acceptance is 

largest near the tau production threshold (15% for electron case) and 

steadily decreases as the center of mass energy is increased. 

5.5 BACKGROUNDS: 

If we now examine the measured lepton-gamma invariant mass 

distribution, we discover a large background which greatly impairs the 

sensitivity of the search. Figure 5.7 shows the invariant mass spectrum 

obtained using the entire data sample with the addition of a 5 degree 

acoplanarity cut applied to the charged tracks. This cut is necessary 

as the background from purely electromagnetic processes 

(e.g. e+e-+e+e- or e*e-+7) becomes extremely large as the 

acoplanarity approaches zero. For example, the acoplanarity 

. total charge distribution (after the out at 5 degrees) for all 2 prong 

zero events with at least 1 photon and 1 lepton (with 

E(leptOn)/Eb,,, < .77) is shown in Figure 5.8a (b) for e 1 ectron 

(muon) events. Note there is a small signal from converted photons 

which can be removed by requiring the coplanarity to be less than 175 

degrees. 
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Figure 5.5. T --XXX acceptance as a function of center 
of mass energy. The acceptance is shown vith and without 
the imposition of background cats described in the text. 
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Other cuts can be applied to reduce the background that arises from 

several known sources. As purely electromagnetic events form the 

largest contribution, we will first discuss a series of cuts designed to 

reduce this background. 

Electron pair, photon pair, and muon pair events dominate 

electromagnetic processes at these energies. Processes which have 3 

particles in the final state also have significant cross sections and 

provide a large background to our search for radiative tau decays. To 

define these events, the total 4 momenta of the two charged tracks and 

candidate photon is required to be consistent with the initial e+e- 

state. If this consistency condition is tested by simply adding the 

measured 4 momenta of the 3 particles, the poor photon energy resolution 

allows only a weak test to be performed. The optimal solution is to use 

a kinematic fitting program that takes all measurement errors into 

account (ie, SQUAW), to determine the probability that the constraints 

are satisfied, and then to make a decision based on this probability. 

This approach yields the best mass resolutions, but a simpler algorithm 

is used here. 

The simple 4-momentum test can be rendered much more sensitive if 

the measured photon energy is not used (ie, one constraint is used to 

eliminate the photon energy). The following algorithm is based on this 

idea: 

1.1 Momentum conservation requires that the momentum vectors 
of the three final state particles lie in a plane. 
Therefore, if 8 is the angle of the photon to the 
plane defined by the charged tracks, use only those 
photons with cos(SI > .98. 
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2.1 Using the measured charged track momenta and photon 
position, calculate the photon energy which minimizes 
the summed square error in the total energy and total 
momentum constraints: 

A 
E,(y) q .5(ECfl-Echarged- charseder ) P (9) 

3.1 Keep only those events whose measured photon energy is 
consistent with the predicted energy (2 < .48). 

4.1 Substituting the predicted for the measured photon 
energy, require the total energy of the three final 
state particles to be within 12% of the center of mass 
energy and the total momentum to be less than 400 Mev/c. 

As an illustration of the nature of the events which pass this 

algorithm, in Figure 5.9 we show for all ww=y candidates, the 

distribution of the measured total energy of the three final final 

particles relative to the center of mass energy. 

Another source of background are lepton-lepton-gamma (1-1-r) events 

where one of the initial electrons has radiated a hard photon so that 

the center of mass frame is no longer identical with the lab. We use 

the fact that the initial state radiation (ISR) is most often emitted 

along the beam direction to reduce this background. The algorithm is as 

follows: 

1.1 If the invariant mass recoiling against the two charged 
tracks and candidate photon is consistent with zero 
(Isquared massl<l.4 GevZ/c.‘), the event is 
considered a 1-1-r + ISR candidate. 

2.1 We then assume the recoiling mass is zero to calculate a 
predicted energy for the candidate photon and require 
the predicted and measured photon energy to be 
consistent (2 < .48). 

3.) Substituting the predicted for the measured photon 
energy, calculate the momentum recoiling against the 
three particles. If it is larger than 300 Mev/c and if 
the cosine of its angle to the beam axis is greater than 
.95, then the event is called an ISR 1-1-r event and is 
discarded. 
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Figure 5.10 shows the distribution in the cosine of the angle of the 

recoiling momentum 

electron after the 

The two algori 

candidates and 45% 

remains an excess of events which have the charged tracks and photon in 

a plane. These events might be real events which failed the l-l-r 

algorithm for one of many reasons; for example, electron bremsstrahlung 

in the photon’s energy 

edge effect, or dead spaces 

in the pipe 

measurement 

in the modu 

count or excessive fluctuations 

(perhaps due to shower sharing, 

le). Higher order electromagnet ic processes where a photon 

to the beam axis for events with at least one 

300 llevh cut. 

thms discussed above remove 65% of the p-r 

of the e-r combinations. However, there still 

is emitted along a direction near one of the charged tracks will result 

in planar events. In Figure 5.11a and 5.11b we plot the measured 

distribution in cos(G) for those lepton-photon candidates which 

survive all the above cuts, and for comparison, Figure 5.11~ shows Monte 

Carlo distribution for radiative tau decays at 5.2 Gev. We impose an 

additional cut that cos(G) < . 998 to eliminate the excess background 

with cos(G) near 1. 

Photons created when an electron radiates in the material 

preceeding the drift chamber cause another source of background which 

can be easily eliminated. Although the measured invariant mass of these 

combinations is near zero, higher mass backgrounds can be made from 

bremsstrahlung photons which combine with other leptons in multi-lepton 

events. The opening angle distibution between photons and leptons in 

our candidate sample is shown in Figure 5.12. There is a large 

bremsstrahlung signal which can be removed by discarding all photons for 

which the cosine of the opening angle between it and eith,er charged 
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track is larger than .986. 

Conventional tau pair events provide another source of background. 

If one tau decays leptonically while the other decays via the 

rho-neutrino mode, the neutral pions from the decay of the rho produce 

photons that can combine with the lepton to mimic a lepton-gamma signal. 

Figure 5.13 gives an example of the u-y invariant mass spectrum 

resulting from this process at 5.2 Gev. Monte Carlo calculations 

indicate that 1% of the tau pairs which decay in this manner survive the 

analysis cuts. Roughly one-half of this background can be removed if 

photons which are used in reconstructed s”s found by the program 

igure 5.13, 

ide region 

PIZERO (see section 7.4) are discarded. As can be seen in F 

the background is concentrated in a several hundred Mev/c* w 

just below the beam energy. The data above 5.2 Gev does not 

the invariant mass spectrum in the region near the tau mass, 

prov ide a background for the general excited lepton search. 

contaminate 

but will 

5.6 BRANCHING RATIO LIMIT FOR r+u+?‘: 

With the addition of the cuts d iscussed above, we obtain the 

P-Y invariant mass spectrum shown in Figure 5.14. The spectrum in 

the region near the tau mass is shown with an expanded scale in Figure 

5.15 along with the resolution function obtained with the Monte Carlo. 

In Figure 5.5 we show as a function of the center of mass energy, the 

acceptance calculated with the Monte Carlo program with all background 

cuts included. The acceptance is defined to be the fraction of 

generated Monte Carlo events which survive the analysis cuts, and have a 

P-Y invariant mass within 34 Mev/cz of the tau mass. 
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Figure 5.13. Monte Carlo calculation of beam constrained 
invariant sass distribution for the process 
Ttt-- > (pyy ) + (PLJ -->m% -->7r&bky) at 5.2 Gev. 
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Figure 5.14. Ueasated ycb beam constrained invariant mass 
distribution. 
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Figure 5.15. measured p7 beam constrained invariant mass 
distribution (Figure 5.14) with an expanded scale. 
calculated resolution function is also shomn. The 
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There is no evidence for the p-7 radiative decay of the tau. 

Using the measured luminosity and calculated acceptance, we can 

determine an upper limit to the branching fraction as indicated in 

equation (10) 

GR I P(#observed)/2~u(E)L(E)A(E) 
E 

90% C.L. (10) 

where P(N) is the average for a Poisson distribution such that 90% of 

the probability is for values larger than N. The mean acceptance, 

averaged over the center of mass energy range with a weight function 

proportional to the number of produced tau pai rs, is 7.3%. Given that 

the data sample contains 96,000 produced tau 1 eptons, the single event 

which lies within the 68 Mev/cZ wide region used to define the acceptance 

determines the 90% confidence level on the branching ratio of the 

radiative decay r+u+y to be .055%. 

There is no evidence in Figure 5.14 for any state that is produced 

with the beam energy and decays to a muon and photon. The distribution 

in the photon energy resolution for all events is shown in Figure 5.16 

and is consistent with the background distribution observed in Figure 

5.3. Assuming the "excited lepton" is pair produced with a cross 

11, section proportiona 1 to the point cross section (1 

0 = Ru*cc oc=43.3R(3-R~)/.9 

and has a unit branching fraction to the p-7 final 

nb (11) 

state, we can put 

an upper limit on the production cross section suppression factor 

RV*. 

resol 

mass 

To do this, we must determine the detectors acceptance and 

ution as a function of center mass energy over the excited lepton 

range of interest. 
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Figure 5.16. Photon Z distribution for passing y% events. 
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The invariant mass resolution varies according to mass and total 

energy as shown in Figure 5.17 where-- due to the non-gaussian nature of 

the resolution function--we define the resolution as the limits around 

the central value which contain 80% of the detected events. The 

abscissa for the plot is the excited Iepton mass divided by the beam 

energy (m*=m/Ebeam). For a given total energy, the resolution 

remains approximately constant until the 1 epton mass approaches the beam 

energy at which point it rapidly improves For constant m*, the 

resolution increases linearly with the to t al energy. 

In Figure 5.18 we show the acceptance for detecting the decay 

products from one produced pair as a function of m* and the total 

energy. As m* approaches unity, the acceptance improves due to the 

back-to-back recoil of the secondary lepton and photon. As m* 

approaches zero, the events tend to be colinear. Thus they fail both 

the acoplanarity cut and the requirement that the photon be out of the 

plane of the charged tracks. For constant m*, the acceptance 

increases slightly with total energy due mostly to the decrease’d 

importance of the muon system momentum dependence. 

In Figure 5.19 we show the number of produced lepton pairs as a 

function of lepton mass calculated using the point cross section and the 

luminosity distribution for the data. The expected number of detected 

lepton-gamma combinations can be determined by folding the acceptance 

into the calculation and is shown in Figure 5.20. For masses between .6 

and 2.2 Gev/cf we would expect to detect approximately 8000 excited 

leptons if they were produced with the point cross section and decayed 

with w i 

masses 

th unit branching fraction to the p-y final state. For 

below .5 Gev/c*, the decreasing acceptance limits this while 
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Figure 5.17. y‘6 invariant mass resolution as a function of 
the excited lepton mass/beam energy for three center of 
mass energies. 
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mass energies. 
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Figure 5.19. The number of produced 1eptOu pairs assnDing 
the-spin I/2 point cross section as a function of lepton s3ss. 
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Figure 5.20. Expected number of detected Cl -->p+'d events 
Is a function of excited muon mass. 
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above 2.6 Gev/c* only the high energy data contributes. The steep 

sholder between 2.2 and.2.6 Gev/c* is a reflection of the threshold 

function in the cross section and the large fraction of data with 

ECM=5.2 Gev. 

As observed in Figure 5.17, the mass resolution varies with the 

total energy and exci ted lepton mass. When appropriately averaged over 

the energy distributil on of the data sample, we obtain the 80% resolution 

shown in Figure 5.21 as a function of mass. The discontinuity near 2.5 

Gev/c* is also a product of the 5.2 Gev data. The average resolution 

is always less than 45 Mev/c*. Therefore, if we plot the measured 

invariant mass distribution in 25 Mev/c2 wide bins, more than 80% of 

the events from an excited lepton’s decay will lie within the three bins 

embracing the lepton’s mass. 

Using Figures 5.14 and 5.20, we can determine an upper limit for 

the cross section suppression factor RN.*: 

Ru* I P(Robserved) (12) 
Expected #detected events 

In Table 5.1 we list, for various mass intervals, worst case values for 

the 90% upper limit on Ru* obtained by dividing the 90% Poisson 

probability for the largest sum of three adjacent bins within the mass 

interval by the minimum expected number of detected events. 

Within these intervals there are certain regions where the limits 

are considerably better than the worst case values, but never better 

than .0004. 

-?17- 



40 

0 

1. -. - I - - - -, - - ( 

BCM (3.9 - 6.7) Gev 

, 

Pigure 5.21. Average ykinvariaat mass resolution 
as a function of the excited muon mass. 

3 

(80% uldth) 

-118- 



TABLE 5.1 

Pair produced excited muon point cross section 
suppression for various lepton mass ranges. 

Mass Interval Maximum Bin 90% Confidence Level 
(Gev/c*) Sum Upper Limit on Ru* 
.6-1.6 3 .OOlO 

1.6-2.1 5 .0014 
2.1-2.5 6 .0025 
2.5-2.9 3 .0043 
2.9-3.2 3 .0090 
3.2-3.3 1 .0193 

5.7 BRANCHING RATIO LIMIT FOR r+e+r: 

We now turn attention to the search for the electron-gamma decay 

of the tau. With the background cuts detailed in section 5.5 above, we 

obtain the invariant mass spectrum shown in Figure 5.22. The background 

is nearly an order of magnitude worse than what is observed in the 

muon-gamma decay, and consists mostly of purely electromagnetic 

processes with 2 electrons and 2 or more photons in the final state. We 

can impose additional cuts to reduce this background, but they are more 

expensive in terms of reduced acceptance than the cuts previously 

applied. 

It was observed in Figure 5.8 that the charged track acoplanarity 

distribution in electron-gamma candidate events is sharply peaked 

towards small values. Figure 5.23 shows the acoplanarity distribution 

for all events used in Figure 5.22. By imposing a more stringent cut of 

28 degrees on the acoplanarity, we can eliminate nearly 213 of the 

events. 

For those events which remain where the oppositely charged track is 

unambiguous identified, more than 95% are identified as electrons. 
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Pigure 5.22. e'b bear constrained invariant mass distribution 
after applying only loose background cuts. 
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Figure 5.23. Charged track acoplanarity distribution for 
events with an electron+photon pair. 
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Therefore, requiring that the opposite track not be identified as an 

electron will remove an additional 60% of the background events. 

With these two additional cuts, the e-r mass spectrum shown in 

Figure 5.24 is obtained. The mass distribution near the tau mass is 

shown with an expanded scale in Figure 5.25 along with the resolution 

function calculated with the Monte Carlo. There is no evidence for the 

e-7 decay of the tau. The calculated acceptance (including all cuts) 

is shown in Figure 5.6 as a function of the center of mass energy. The 

mean acceptance. averaged over the total energy with a weight function 

proportional to the number of produced tau pairs, is 6.3%. Given the 

one event in Figure 5.25 within the 68 Mev/cZ interval used to define 

the acceptance, the 90% confidence level upper limit on the branching 

fraction for the decay r+e+c/ is .064%. 

We can determine upper limits on the production cross section 

suppression factor R,* for pair-produced excited electrons 

in exactly the same way that upper limits on Ra* were set in 

section 5.6. However, the requirement that the opposite track 

not be identified as an electron must be dropped. This 

leads to the e-7 mass distribution shown in Figure 5.26. 

The expected number of detected e-7’ events (shown as a function 

of the excited lepton mass m * in Figure 5.27) is less than 

the excited muon case due to the tighter acoplanarity cut. The 

average e-r mass resolution is worse than the IL-?’ mass 

resolution due to electron bremstrahlung. Therefore, we must 

increase the acceptance window from three to four 25 Mev/cz 

90% confidence level 

intervals. 

bins. 

upper 

Table 5.2 lists the resulting 

limits on Re* for various mass 
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Figure 5.26. Expected number of detected E --> e+ 
events as a function of the excited electron mass. 
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Figure 5.27. Measured e- invariant mass distribution 
after applying an acoplanarity cut of 28 degrees. No 
cuts are imposed on the other charged track in the 
event. 
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TABLE 5.2 

Pair produced excited electron point cross section 
suppression for various lepton mass ranges. 

Mass Interval Maximum Bin 90% Confidence Level 
(Gev/cz 1 Sum Upper Limit on Re* 
.5-.6 0 .0014 
.6-.8 3 .0027 
-8-1.0 5 .0023 

1.0-1.3 8 .0025 
1.3-2.0 22 .0041 
2.0-2.3 15 .0030 
2.3-2.5 16 .0051 
2.5-3-O 10 .0096 
3.0-3.2 1 0039 
3.2-3.3 0 :0110 

References: 

1.1 J.D. Bowman et al., Phys. Rev. Lett. 42:556. (1979). 

2.1 C.A. Blocker, Ph.D. Thesis, LBL Report LBL-10801 (1980). 
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Chapter 6 

A Search for the Decay Tau --> 3 charged leptons 

6.1 INTRODUCTION: 

Another test of the sequential lepton hypothesis is to search for 

the decays listed in (1) which vioiate lepton number conservation: 

r+ee+e‘, r+pe+e‘ , r+ep+k-, r-w~*~‘ (1) 

Analogous searches for the three electron decay of the muon have been 

conducted (2) 

pee+e- (2) 

and have yielded an upper limit of 2~10~~ on the branching fraction 

for this decay.’ In this section we report on an analysis of a 

search for the three charged lepton decays of the tau. Previous 

experiments have determined an upper limit of .6% on the branching 

fraction for these decaysz, and given the improved lepton 

identification capabilities of the MARK II and our large data sample, 

Evidence for 

distribution of a 

Acceptance limita 

these limits can be considerably strengthened. 

the decays will be found in the invariant mass 

11 3 charged lepton combinations in the data samp 

tions, however, force us to also use combinations 

‘le. 

which 

have only 1 or 2 leptons identified. The data sample contains 48,000 

produced tau pairs and is the same sample used in the search for 

radiative tau decays (see section 5.1). 
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6.2 EVENT TOPOLOGY: 

Experimental studies have confirmed that over 70% of tau decays 

have one charged particle in the decay products. Therefore, i n the 

search for the three charged lepton decays of the tau, we use all 3 and 

4 charged prong events which have a total charge between -1 and 

which have one or more tracks identified as an electron or muon. 

restrictions are placed on the number of neutral particles in th 

, and 

No 

event. 

At least 3 of the charged tracks must form a vertex located within a 

cylinder 16 cm long and 8 cm in diameter centered about the interaction 

region. T o insure a well-defined momentum cutoff, all tracks used in 

any invari ant mass calculation must have a momentum larger than 100 

Mev/c and must originate in the event vertex. Corrections are made to 

the measured track momenta to account for the energy lost in traversing 

the material in front of the drift chamber. 

6.3 IDENTIFIED LEPTON REQUIREMENTS: 

The MARK II’s acceptance to detect and identify all 3 leptons from 

any of the four tau decays listed in (11, is small and decreases as the 

number of muons in the decay increases. Thus, we are forced to also 

consider 3 charged track combinations where only one or two tracks are 

identified as leptons. The background from random combinations 

increases with the number of unidentified tracks. Therefore, the 

contribution to each of the 4 decays from combinations where 1, 2, or 3 

leptons are identified, are accumulated separately so that those with 
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the worst background can be discarded. For example, contributions to 

the invariant mass distribution for the decay r+ep+p- can be 

from any of the following lepton combinations: 

exx, cl.xx, evx , Xl+? e-w (3) 

where x represents a particle which was not identified as a lepton. 

Note that the electric charges of the particles are relevant. The 

combination exx can contribute to the decay only if x(11 and x(2) have 

opposite charges. If in the combination uxx, both x(l) and x(2) have 

the opposite charge from the muon, we will use only the combination 

which has the best chi-square for the beam constrained fit (see below). 

6.4 BASS RESOLUTION AND THE BEAN CONSTRAINED FIT: 

Given the measured 3 momentum and a mass hypothesis,for each 

charged track, the invariant mass of the three charged track combination 

is calculated from equation (4). 

m q I’ZSEiI’ - (~PiI’I”’ 
i 

(4) 

The resolution in this measurment depends on the center of mass 

energy and the number of electrons in the decay. For the 3 muon decay, 

the resolution is typically 20 to 30 Mev/c*, but it is several times 

worse for the eee decay. This can be improved by a factor of 2 to 3 if 

the fact that the tau is produced with the beam energy is used to 

correct the measured track momenta. If AE is the difference between 

the beam energy and the measured total energy of the 3 particles, 

AE=Ebeam - IEi 
i 

(5) 
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and dEi is the expected measurement error in the energy of particle 

(i), then the energy of particle (k) is adjusted to satisfy 

Ek’=Ek+oE(dEk’)‘/C(dEi’)Z 
i 

(6) 

The chi-square of the fit is proportional to AEZ. Thus, requiring 

the fit have a good chi-square is equivalent to the requirement that 

idering those AE be small. We imp lement this restriction by only cons 

combinations where 

A < Z sx Ei/Ebcam < 1.03 
i, 

(7) 

A(w~)=.97, A(eyw)=. 96=A(pee) A(eee)=.95 

Figure 6.1 shows the measured 2 distribution for all 3 muon candidates 

a long with a Monte Carlo prediction for 7+(1wu at 5.2 Gev. In 

F igure 6.2 we plot the beam-constrai ned fit resolution function for 

both the 3 muon and 3 electron decays at 5.2 Gev. 

6.5 BACKGROUNDS: 

There are many different sources which contribute background to 

this search; for example, electromagnetic events, hadronic events where 

pions are misidentified or decay to muons, converted photons in hadronic 

events, semi-leptonic decays of charmed particles. and tau events. A 

few of these sources can be easily discriminated against, especially 

those which produce events with 3 or 4 detected leptons. 

Listed in Table 6.1 are the number of 3 or 4 prong events in the 

data sample as a function of the number of identified muons or electrons 

in the event. There are no 4 muon or 3 muon events detected, but many 

events with 3 or 4 electrons are seen. 
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Figure 6.1. Total energy of the 3 BUOIL candidates 
divided by the beai energy for the taa --> 3 muon decay 
search. The,monte carlo calculation is also shovn. 
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?igare 6.2. tlonte carlo calculation of the 3 particle 
invariant mass resolution function for the 3 electron 
and 3 adon decays of the tau. 
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TABLE 6.1 

The number of 3 or 4 prong events 
listed according to the number of 
detected muons and electrons. 

Re 0 1 2 3 4 
w 

0 -- 9909 4059 1161 81 
1 2477 392 27 1 
2 192 40 3 
3 0 0 
4 cl 

Converted photons in both electromagnetic and hadronic events 

provide the largest single source of multi-lepton events. Therefore, we 

discard all events in which a converted photon is found. Table 6.2 

shows the effect of including this cut. 

TABLE 6.2 

The number of 3 or 4 prong events 
listed according to the number of 
detected muons and electrons after 
removing converted photons. 

te 0 1 2 3 4 
#lr 

0 -- 8913 2729 574 8 
1 2437 376 17 0 
2 ’ 175 37 1 
3 0 0 
4 0 

Most 4 electron events are either bhabha events, where one electron 

radiates a photon in the pipe material which then converts, or e-e-y 

events (8) where the photon has 

e+e‘+e+e‘Y Y+e+e- (8) 

converted. Most three electron events are this same type except one 

electron has not been identified or was not tracked. In converted 
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bremsstrahlung Bhabha events, it is difficult for the tracking program 

to accurately track the 3 electrons that emerge in such a narrow cone 

particularly at high energies. The fact that all the tracks leave the 

origin nearly along a single axis provides a simple way to discriminate 

against these events. By considering only the projection of the tracks 

in the x-y plane, errors in the momentum reconstruction along the z axis 

can be ignored with the added benefit of also tagging those events where 

one of the incident electrons emits initial state radiation. 

The follow 

mu1 tiprong ‘cop 

cop1 anari ty ang 

less than -.970 

this cut are il 

ng simple algorithm is effective in identifying these 

anar’ events: if the average of the cosine of the 

e between one track and all other tracks in the event is 

discard the event (see Figure 6.3). The effects of 

ustrated in Table 6.3. 

TABLE 6.3 

The number of 3 or 4 prong events 
listed according to the number of 
detected muons and electrons after 
removing converted photons and 
cop1 anar events. 

#e 0 1 2 3 4 
#W 

0 -- 7714 881 129 3 
1 2286 342 17 0 
2 86 27 1 
3 0 0 
4 0 

Several other observations can be made about Tables 6.1-6.3. 

Although the above cuts reduce the number of 3 and 4 electron events by 

a factor of 10 and the 2 electron events by a factor of 5, only 25% of 

the single electron events are removed. Thus, most electrons in events 
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with one identified electron do not come from converted gammas. The 

coplanarity algorithm removed roughly l/2 of the 2 muon events and a 

considerable fraction of the two muon + one electron events. These 

events are usually muon pair or cosmic events with a knock-on electron 

as the third track. Most of the remaining w-u.-e, (L-u-e-e, and 

e-e-u events are consistent with the electromagnetic process listed in 

(9). 

e+e- + e+e-p+p- (9) 

We 

program 

decay-- 

The two 

have calculated the detector's acceptance using the Monte Carlo 

assuming two different model s for the matrix element for the 

invariant phase space, and a four fermion V-A type interaction. 

models yield very similar results with the V-A acceptance being 

slightly larger. In Figure 6.4 we show, for both models, the acceptance 

for the 3 muon decay as a function of center of mass energy. The 

acceptance to detect the three charged tracks from any of the decays in 

(1) is nearly the same, and is independent of the beam energy . However, 

the requirement that one or more of the tracks also be identi fied 

introduces a factor which depends on the beam energy. For example, with 

a beam energy of 2.0 Gev, it is nearly impossible to identify all 3 

muons from the 3 muon decay due to the 700 Mev/c muon system momentum 

threshold. As the beam energy increases, the probabi!ity of detecting 2 

or more muons is enhanced while the probability of detecting only one 

muon decreases. 

6.6 ACCEPTANCE: 

In Figures 6.5-6.7, we plot the acceptance for the pee, cup., 
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Figure 6.4. Detection efficiency for the tau-->)ljI)l 
decay as a function of the center of sass energy. 
Calculations for both invariant phase space and a Y-A 
matrix element are shown for the different lepton 
identification catagories. 
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Figure 6.5. Detection efficiency for the tau-->pee 
decay as a function of the center of mass energy. 
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and eee tau decays calculated with the phase space Monte Carlo including 

all analysis cuts. 

6.7 BRANCHING RATIO LIMITS: 

comb 

6.8. 

The measured in 

inations with 1, 

There is no ev 

ariant mass distributions for 3 electron 

2, or 3 identified electrons is shown in Figure 

dence in the plot for the decay r-reee. Figures 

6.9-6.11 show the equivalent plot for the other 3 decays: r+wee, 

weiw , and r+u.lrw. Again, no evidence can be seen for the decay of 

the tau to any three charged lepton combination. 

Table 6.5 is a summary of the data for each of the 4 decays in the 

search. In this table we list, subdivided according to the catagory of 

identified leptons, the average acceptance for each decay, the number of 

detected events within the 40 Mev/c2 region used to.define the 

acceptance, and the 90% confidence level upper limit on the branching 

ratio. Within any single decay, the results from different sets of 

identified lepton catagories are statistically independent as different 

particle combinations,contribute to each catagory. By adding the 

catagories with the least background together, the overall limit on the 

branching ratios can be improved. Table 6.6 summarizes the best limits 

obtainable in this way. 

-142- 



2 

1 

40 

30 

20 

10 

I -. - - , - - -. , - - - ’ 

eea Combination8 

n 

I . _ _ _ , 
I . - . - , 

ax Comblnatioaa 
II 

a-: : T ’ : : :, 

exx Comblnalions 

Figure 6.8. Tau-->eee search measured 3 particle beam 
constrained invariant mass distribution for different 
lepton identification catagories. 
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Figure 6.9. Tau-->eppsearch seasured 3 particle bear 
constrained invariant sass distribution for different 
lepton identification catagories. The e# catagory 
had no events. 
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Figure 6.10. Tau-->/Jee search measured 3 particle beam 
coastrained invariant sass distribution for different 
lepton identification catagories. The yee category 
had no events. 
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Figure 6.11. Tao-->yry search measured 3 particle beam 
constrained invariant mass distribution for different 
lepton identification catagories. The or catagory 
had no events. 
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90% confi dence level upper limit 
on tau-> 3 charged lepton decays. 

Decay Lepton-ID Aver age #Detected Branching Ratio 

TABLE 6.5 

Acceptance(%) Events Upper Limit(%) 

WP 

ew 

we 

eee 

BXX 
PWX 
Plw 

lrxx 
exx 
WX 
ew 
ew 

wxx 
exx 
wx 
eex 
we 

exx 
eex 
eee 

15.7 
4.6 

.2a 

5.4 
7.1 

a7 
518 

.68 

1.5 
7.1 
3.4 
4.2 
1.7 

5.8 
7.3 
2.8 

TABLE 6.6 

a .086 
0 .052 
0 .86 

9 .2a 
13 .28 

0 .2a 
0 .042 
0 .35 

4 .56 
13 .3a 

0 .d70 
1 . 10 
0 .14 

24 .57 
1 .056 
D .DB6 

90% confidence level upper limit 
on tau-> 3 charged lepton decay 
obtained by adding different 
lepton-id catagories. 

Decay Lepton-ID Average #Detected Branching Ratio 
Used Acceptance(%) Events Upper Limit(%) 

IWJ. Pw-wcI 4.9 0 .049 
ew wx-ew-ew 7.3 D .033 
we eex-epx-pee 9.3 1 .044 
eee eex-eee 10.1 1 .040 
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Chapter 7 

A Search for Charged Lepton+Neutral Hadron Tau Decays 

7.1 INTRODUCTION: 

The unconventional tau decays discussed in chapters 5 and 6, i.e., 

the lepton-photon and 3 charged lepton decays, are analogs to the 

sequential lepton-number violating decays of the muon listed in Cl). 

per peee (1) 

In fact, the non-observation of these muon decay modes played an 

important role in the development of the concept of electron and muon 

lepton-number conservation. As the muon is lighter than the lightest 

hadron, simple energy conservation rules out any muon decay modes 

containing a hadron, whether or not they violate lepton number 

conservation such as 

b --> n”+e (2) 

But the large mass of, the tau removes this restriction, and we can 

imagine many decay modes besides those discussed in chapters 5 and 6 

which are forbidden by the sequential lepton model. In particular, a 

search for the electron(or muon)+neutral hadron decay of the tau can 

provide another test of the sequential lepton hypothesis. 

In this chapter we report on a search for the lepton+ neutral 

hadron tau decays listed in (3). 

7+1-l+]*(-)+h0 l=e, p h=Trr K, p (3) 

Although these are two body decays, the hadrons are short-lived and can 
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be measured only by detecting their decay products. The rho is 

reconstructed using the charged pions from its n+n‘ decay. As 

its large width allows only a loose mass cut to be made, the analysis is 

very similar to the 3 charged lepton decays discussed in chapter 6. The 

neutral kaon is reconstructed from the 2 charged pion decay of its 

short-lived component. The fact that the kzero can travel an 

appreciable distance from the interaction region before decaying, and 

the kinematic constraint provided by its narrow width requires a more 

detailed analysis to be made but results in an improved signal to 

background ratio relative to the rho-lepton decay. Photons detected in 

the liquid argon barrel modules are used to reconstruct neutral pions. 

The shower counter detection efficiency and 1 im #ited solid angle restrict 

the acceptance, resulting in a reduced sens itiv ity for the charged 

lepton+pizero search. 

The data sample, containing 48000 produced tau pairs, is the same 

used in the previous analyses (see Figure 5.1). The event topology used 

in the rho-lepton and kaon-lepton search is the same as that used in the 

three charged lepton decay search (except for one vertex cut in the kaon 

analysis), while the topology used in the pizero-lepton search is the 

same as that used in the lepton-photon search except that we require at 

least two photons to be detected in the event. Other similarities exist 

between this analysis and the previous ones, and we shall make many 

references to material previously presented. 

The remainder of this chapter is divided into 3 sections. First we 

will discuss the search for the rho-lepton decay of the tau, followed by 

the kaon-lepton and pion-lepton searches. 
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7.2 SEARCH FOR THE DECAYS r+e+p AN0 r-rw+p : 

The search for the rho+charged lepton 

similar to the 3 charged lepton s d 

case of the uxx and exx lepton 

anal ys i 

identif i cat 

decay of the tau is very 

scussed in chapter 5 for the 

on categories. The same 

event topology, background-removing cuts, and beam constraint technique 

are used. Only three differences exist: 

1.1 The two x tracks are assumed to be pions and must have 

opposite charge. 

2.1 To reduce the background a tighter cut is applied on the measured 

total energy of the three tracks (Z=(E(leptonI+E(n+)+ E(n‘I)/Eb,,,). 

In the previous analysis, a rather loose cut was used to maximize the 

acceptance, and it did not change with the center of mass energy. 

Because of the severe background (the kxx and exx events produced very 

poor limits which were easily superseded by the other lepton 

identification catagories), a tighter Z cut must be used. As the 

resolution in Z changes with the beam energy, the cut is now made to 

vary with the total energy as shown in Equation (4). 

W-P : 

e-p : 

.975( 

.975( 

x=(ECM-4.0) Gev 

-.0038x) < z < 1.025(1+.0038x) (4a) 

-.0038x) < z < 1.02oCi+.oo3axI (4b) 

The cuts were determined using the Monte-Carlo simulation program and 

are a compromise between maximizing the acceptance and limiting the 

background. The u-p cuts (4a) were chosen so that a constant 

fraction (90%) of the signal events are accepted. Because the e-p 
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background is worse, a slightly tighter Z cut was chosen (4bI to improve 

the signal to background ratio. Figure 7.1 shows the measured Z 

distribution for the u-(n*n‘I and e-Cn+nCaOI candidate 

events along with a Monte-Carlo prediction for tau decays at 5.2 Gev for 

comparison purposes. 

3.1 The invariant mass of 

mass. In Figure 7.2 we p 1 

distribut ion for all v-(n +. 

the two pions must be consistent with the rho 

ot the measured 2 pion invariant mass 

n-1 candidate events passing the 

total energy (ZI cut along with the Bright-Wigner distri bution expected 

for the rho (mass 765 Mev/cz, width 110 Mev/cz). A smal I rho signal 

is seen, and to maximize the signal to background ratio, the n+n‘ 

invariant mass is required to be within 100 Mev/c* of the rho mass. 

The beam-constrained rho-lepton invariant mass distributions 

obtained after applying the above cuts are shown in Figures 7.3a and b 

for the w-p and e-p candidates. We see no evidence for the decays 

~-++p or r+e+p nor do we observe any evidence for pair 

produced states decaying to a rho and charged lepton at any other mass. 

Figure 7.4 displays the invariant mass plots on a finer scale near the 

tau mass along with the expected resolution function for 

r+p+charged lepton decays at 5.2 Gev. 

The acceptance (using those events within 20 Mev/cz of the tau 

mass) has been calculated with the Monte Carlo simulation program 

and--averaged over the center of mass energy range represented by the 

data sample-- is 5.5% for the WV-p decay and 6.5% for the 

we-p decay. Given that no p-p events are detected within the 

idence level upper limit on the branch acceptance window. the 90% conf ing 

ratio for the decay ry+p is 
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Figure 7.1. Measured sum of particle energies divided 
by the beam energy for 
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distribution (Figure 7.3) shown with an expanded scale. 
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BR < 2.3/(96000*.055) =.044% (90% CL) (5) 

There are also no e-p events detected within the acceptance window. 

Thus the 90% C.L. upper limit on the branching fraction for the decay 

7+e+p is 

BR I 2.3/(96000*.065) =.037% (90% CL) (6) 

7.3 SEARCH FOR THE OECAYS ?+e+K* AND T+~+K*: 

The search for the charged lepton + neutral kaon (kzero) decays of 

the tau is somewhat more involved than the rho+charged lepton search. 

When produced, the neutral kaon exists as an equal fraction of a 

short-lived Cctz2.7 cm) and a long-lived Cct=1554 cm) component. 

Although the long-lived component will escape the drift chamber before 

decaying, the short lived one can be detected via its IT+R- decay 

mode (branching fraction = 68%). Although the net acceptance for the 

kzero+charged lepton decay will be reduced over the rho case by a factor 

of .34, the fact that the kaon decay vertex is most often located away 

from the primary vertex can be used to significantly reduce the 

background. We can no longer, however, demand that the two pion tracks 

originate in the primary vertex. But all the other vertex, topological, 

and background removing cuts used in the 3 charged lepton tau decay 

search are retained. 

The narrow width of the kaon allows an additional constraint to be 

applied to the measured pion track parameters, but we will see that this 

results in only a negligible improvement (3%) in the tau mass 

resolution. The algorithm which reconstructs neutral kaons from drift 

chamber tracks is discussed below. 
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7.3a) Neutral Kaon Reconstruction Algorithm: 

The kzero reconstruction algorithm is straight 

clean kaon sample. We exploit the fact 

foward and yields a 

relatively 

magnetic f 

projected 

one of the 

that in the uniform 

eld of the Mark II, the charged particle trajectories 

n the X-Y plane are circles. The decay vertex is located at 

two points where the circles intersect, and the invariant 

mass of the two tracks, calculated with the momenta measured at the 

decay vertex (not the point of closest approach to the interaction 

region) is --within errors--the kaon mass. Specifically, two tracks will 

be called a neutral kaon if they satisfy the following conditions: 

1) The tracks must be oppositely charged, and must not be identified as 

electrons or muons. 

2) The "overlap" of the two projected circles is defined as the distance 

between the two circle centers minus the two circle radii. If the 

overlap is negative, the two circles do not intersect so the vertex is 

taken to lie between the circles along the line joining their centers. 

Otherwise the circles intersect in two points (verti 

overlap is non-negative, but measurement errors can 

values. Only track pairs with an overlap between -1 

considered. 

ces). Ideally the 

result in negative 

.O and 300 cm are 

3)The vertex (or vertices) must satisfy several conditions: 

a) The z coordinates of the two tracks at the vertex can 

be no further than 16.5 cm apart. 

b) The kaon half life and momentum spectrum imply a 

maximum useful distance of the vertex from the 

interaction region. Only vertices whose radial 

distance from the interaction region (Rx,) is less 
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than 30cm are used. 

c) As the kaon is assumed to come from the primary 

vertex, its line of flight should point back to the 

interaction region. Only those vertices are used for 

which the distance of closest approach between the 

radial line of flight (determined by the net momentum 

vector) and the interaction region is less than .60 

cm. If Rx, is greater that 1.5 cm, the vertex must 

lie on the same side of the interaction region as the 

net momentum vector. 

If both vertices pass the vertex cuts, it is ambigious which vertex is 

the real one. Since the reconstructed kaon 4-momentum is the same at 

each vertex, the main reason to determine the correct vertex (aside from 

dedx loss corrections) is that the vertex position provides a useful 

background cut. Since most of the background to the kaon signal comes 

from tracks which originate (and cross) in the interaction region, if 

both vertices pass the cuts, we choose the vertex closest to the 

interaction region so as not 

position cut. 

4) The tracks are corrected 

depending on Rx,,. 

5) Figure 7.5a shows the dip 

to diminish the effectiveness of the vertex 

or dedx 

on invar 

asses in the detector material 

ant mass distribution for a sample 

of candidate tracks. The kzero mass resolution (sigma) is roughly 6 

Mev/c2. Only those pairs with a mass within 18 Mev/cz of the kaon 

mass are retained. 

6) At this point a large background from random track combinations with 

vertices near the interaction region remains. Figure 7.6 shows the 
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Figure 7.5. ‘nl~ invariant mass for pairs satisfying the 
neutral kaon reconstruction algorithm vertex cuts: (a) with 
no Rxy cut, (b) uith Rxl > .8 cm. 

-159- 



80 

80 

40 

20 

Figure 7.6. Rxy distribution for neutral kaon candidates. 
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Rxy distribution for the candidate sample. Much of the background 

can be eliminated by requiring Rx, to be greater than .8 cm. This 

results in an additional inefficiency (f) given approximately by 

Equation (71, which is largest for low momentum kaons but is 

f=l-exp(-Rxymin(cm)/C4.6P(Gev/c)) (7) 

unimportant here as the desired kaons arise from a two body decay of the 

tau. The loss induced by this cut ranges from 12% at 4.0 Gev to 9% at 

6.6 Gev. Figure 7.5b displays the kzero mass distribution after 

applying this cut but prior to the kzero mass cut. The overal 1 

efficiency for this algorithm to call a pion pair (from a kzero+charged 

lepton tau decay) a neutral kaon is approximately 75% if both tracks are 

detected in the drift chamber. 

7.3bI Kinematic Constraints and the Tau Mass Resolution. 

We now address the question of the kinematic constraints which 

exist for the kzero+charged lepton tau decay and the effect on the tau 

mass resolution of fitting the events so as to satisfy these 

constraints. The beam energy constraint applies as before although the 

2 Cut (Z=E(total )/Ebeaa 1 must be made looser because the 

momentum resolution is degraded for tracks which do not originate near 

the interaction region. In Figure 7.7 we show the 2 distribution for 

all P-K* and e-K* candidates. Only those candidates which survive 

the 2 cut listed in Equation (8) are used. 

x=(ECM-4.0) Gev 

p-K* : .960(1-.0077x) < 2 < 1.040(1+.0077x) (8a) 

e-K* : .950(1-.0077x) < 2 < 1.040(1+.0077xI (8b) 
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These cuts were determined using the Monte-Carlo simulation program and 

are looser than the rho-lepton decay cuts both because the resolution is 

poorer, and because the background is much reduced due to the kzero 

requirement. 

For those candidates which pass the 2 cut, we can apply the beam 

constraint technique to improve the lepton-kaon mass resolution as 

discussed in section 5.4. Figure 7.8 shows the resolution function for 

tau decays at 5.2 Cev measured with the Monte Carlo both before and 

after applying the beam constraint. The constraint improves the mass 

resolution (sigma) from 22 MevAt to 8.7 Mev/cZ. 

The events can also- be fit to force the two pions in the decay to 

have an invariant mass equal to the kaon mass. However, this improves 

the tau mass resolution only marginally as can be seen in Figure 7 

where we have also plotted the resolution function after applying 

the kaon mass constraint, and‘after applying both the beam-energy 

kaon mass constraint in a 2-C fit. The addition of the kaon mass 

constraint improves the resolution by only 3%. 

.8 

just 

and 

7.3~) Limits on r+u+K” and ?-+e+KO Decays: 

The constrained Ko-p and K”-e invariant mass distributions 

are shown in Figure 7.9. The distributions contain no evidence for a 

charged lepton+kzero decay of the tau or of any other particle in the 

mass range accesible to this experiment. The acceptance for these 

decays has been calculated using the Monte Carlo simulation program, and 

averaged over the center of mass energy range represented by the data 

sample, is 2.4% for the p.+K” decay and 3.1% for the e-K0 decay of 
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the tau. Given that no u-K0 events are observed which have an 

invariant mass within 20 Mev/cz of the tau mass, we can set a 90% 

confidence level upper limit on the branching fraction for the decay 

?+u+KO of 

BR 5 2.3/(96000*.024) =.10X (90% CL) (9) 

The single e-K0 event observed in the 40 Rev/c2 acceptance window 

determines the 90% C.L. upper limit on the branching fraction for the 

decay r+e+K” of 

BR I 3.9/(96000*.031) =.13X (90% CL) (10) 

7.4 SEARCH FOR THE DECAYS T+~.+TTO AND ?+e+lrO: 

The final charged lepton+neutral hadron tau decays we shall discuss 

are the T+~+TI~ and ?+e+nO decays. This analysis is in 

many ways similiar to that of the search for the charged lepton + photon 

decay discussed in Chapter 4. A subset of the events used in that 

analysis are used here-- 2 oppositely charged, acoplanar 05 deg) tracks 

which originate in the interaction region, one or more o f which is 

identified as a leptoh, with 2 or more photons detected in the liquid 

argon barrel modules --and is therefore subject to the same sources of 

background. The algorithms discussed in section 5.5 to eliminate events 

of purely el ectromagnetic origin are also used in this analysis as they 

have a negligible effect on the acceptance (<2X) but reduce the 

background significantly. Because the lepton-pizero mass resolution is 

dominated by the photon energy resolution, the beam constraint technique 

yields nearly the same mass resolution as existed in the radiative decay 

search, and the inclusion of the pion mass constraint improves this 
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somewhat. The acceptance is significantly smaller, however, as the two 

photons from the decay must be detected, and the sensitivity of this 

search is correspondingly reduced. We begin by discussing the algorithm 

used to reconstruct neutral pions from photons detected in the liquid 

argon barrel modules. 

7.4a TIO Reconstruction: 

The K” reconstruction algorithm discussed in section 7.3 yielded 

a very clean sample of neutral kaons because it employed both the kzero 

mass constraint and vertex constraints to eliminate the background from 

random track pairs. In attempting to reconstruct u”‘s using photons 

detected in the liquid argon shower counters, vertex constraints cannot 

be applied as the pizero lifetime is much too short and no directional 

information is obtained. Thus, only the pion mass constraint is 

available for use in identifying pizeros. Coupled w ith the low energy 

resolution of the shower counters. this fact results in a large 

background to the pizero signal especially for pions with low energy. 

The reconstruction algorithm is extremely simple: all photon pairs 

whose invariant mass is consistent with the neutral pion mass are called 

pizeros. No attempt is made to resolve the ambiguity if a photon is 

used in more than one pizero. 

The invariant mass is calculated from equation 11 

m = IZE~E~(l-cos6)l 

using the photons measured energy and posi 

they originate in the interaction region. 

l/2 (11) 

tion, and the assumption that 

Figure 7.10 shows the 

calculated invariant mass resolution (rmsd) for isotropically produced 

pizeros as a function of the produced pion energy. This Monte Carlo 
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Figure 7.10. 8% invariant 8158 resolution for isotropically 
produced pizeros as a function of pion energy. 
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calculation takes into 

measured photon detect 

the energy and angular 

account the barrel sol 

ion efficiency, and ass 

resolutions of the dev 

d angle coverage, the 

gns gaussian errors for 

ce : 

u(E)=. 13dE(Cevl u(9)=. 008 o(B)=. 008*sinZCB) (121 

The mass resolution has contributions from both the energy and angular 

resolutions: the angular resolution contribution increases linearly 

with the pion energy, while the contribution from the shower counter 

energy resolution decreases like the inverse square root of the pion 

energy. This is illustrated in Figure 7.11 which shows as a function of 

pion energy, the fraction of the mass resolution due to the photon 

angular resolution. For pions of fixed energy, the mass resolution 

varies with the asymmetry of the decay X 

X = MinimumCEl,E2l/(E1+E2~ (13) 

as can also be seen in Figure 7.10 where we show the mass resolution for 

several X values. In the pion energy range where the photon energy 

resolution dominates (<2.5 Cev), the mass resolution worsens as the 

decay asymmetry increases (X+0). Thus, the signal to noise ratio will 

be poorest for pizeros with large asymmetry. This effect is 

particularly pronounced for high energy photon pairs as they tend to 

consist of one high energy and one low energy photon due to the nature 

of the inclusive photon spectrum. 

The pizero detection efficiency is limited by the solid 

coverage of the shower counters and the photon detection eff 

Figure 7.12 shows the pizero detection efficiency as a funct 

pizero energy for isotropically produced pizeros. The effic 

angle 

ciency. 

on of 

ency is a 

function of the pizero decay asymmetry and is also shown in Figure 7.12 

for several values of produced X. Although pions decay uniformly in X 
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Figure 7.12. Pizero detection efficiency for isotropically 
produced pions as a function of pion energy for several 
different values of the pion decay aspmetry (X). 
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within limits given by equation 14, 

(I-Jl-Cm /E12)/2 < X < .5 (14) 

the threshold in the single photon detection efficiency causes a cut-off 

in the measured X distribution as X approaches zero. This is 

illustrated in Figure 7.13 which shows a monte carlo calculation of the 

measured X distribution as a function of produced pizero energy. The 

cut-off is exactly opposite to what will occur with background ‘pizeros’ 

from random photon combinations, and this can be exploited to improve 

the signal to noise ratio for high energy pizeros. 

As an illustration of the above discussion, we plot in Figure 7.14 

the 2-photon invariant mass spectrum from a sample of acoplanar 2 prong 

events. As an estimate of the background we use the mass spectrum 

measured with photons taken from adjacent events and normalized in the 

region above 300 Mev/c2. A pizero signal is present which has a 

resolution consistent with the analysis discussed above. However, a 

large excess of low mass combinations is observed. Some of these come 

from real processes such as an electron radiating two or more photons 

during its flight from the interaction region to the shower counters. 

But most are the effects of fake photons found by the software. To 

create a photon in the barrel counters, the photon search algorithm 

requires a ‘hit’ in two orthogonal layers and the diagonal strip in the 

U layer which crosses over their interaction point. To discriminate 

against fake photons caused by fluctuations in the electronic noise, the 

individual layer energies and the sum of the three layer energies must 

exceed a threshold. In the presence of a real shower, the fake 

elimination power of these requirements is reduced, and artificial 

photons are sometimes generated which use the energy of the real shower 
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in one or more layers (called sharing). This produces photon pairs uith 

low invariant mass. A large fluctuation in the electronic noise on one 

strip can partially mimic this situation resulting 

photons which share energy. The invariant mass d i 

pairs which share energy is also shown in Figure 7 

most of the low mass enhancement arises from these 

in two low energy 

stribution for those 

14. It is clear that 

pairs. Note that a 

large fraction of the high energy pizeros use energy sharing photon 

pairs. This is to be expected given that as the energy of the and 

pizero increases, the average photon opening angle decreases, the 

showers tend to overlap in one or more layers. This will cause the mass 

resolution to deteriorate faster than expected simply from the angular 

and energy resolutions for independent photons, and will eventually 

result in the inability to separate pizeros from single photons. Figure 

7.15 plots, as a function of their energy, the measured fraction of 

identified pizeros (see below) which use photons that share energy. 

From Figure 7.14 we know that the plot is contami nated with a large 

amount of background, but this contamination is 1 ess significant for the 

high energy points. The sharing problem is important, but as the 

majority of pizeros of interest in this analysis are below 2.5 Gev in 

energy, it is not of fundamental concern here. 

Two cuts are used to decide whether a given photon pair is to be 

called a pizero. The pair is required to have an invariant mass between 

50 and 250 tlev/ca. Pairs 

fit to the pizero mass in 

and those which have a ch i 

which survive this cut are subject to a 1-C 

which all the photon parameters are varied, 

-square less than 5 are called pizeros. These 

cuts are loose and maximize the pizero detection efficiency at the 

expense of a large background. 
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Photons from which random background pizeros are made come from 

three sources: real photons from the particle decays (pizeros, etas, 

etc.), real photons from other processes (bremstrahlung radiation, final 

state particles in purely electromagnetic events, etc.), or fake 

photons. Photons from the second catagory are often relatively easy to 

identify. For example, see the discussion on backgrounds in section 5.5. 

Fake photons are typically of low energy and can be discriminated 

against by applying a minimum energy cut. Figure 7.16 shows the photon 

energy distribution for all events satisfying the topology cuts for the 

r+e+fTO decay search listed above. To determine the contribution 

from fake photons, the photon energy distribution from muon-pair events 

in the same data sample was measured, and is shown in Figure 7.16 

normalized to the number of events in the electron sample. Fakes 

contribute an average of . 16 photons/event with 90% having an energy 

below 250 Mev. However, a substantial number of real photons are 

present in this energy range, and the pizero efficiency will 

suffer--particularly for pizeros below 1 Gev in energy--if a minimum 

photon energy cut is applied to remove this background. 

Another way to improve the signal to background ratio exploits the 

difference in the de C ay asymmetry (XI distributions for real and 

background ‘pizeros’ as discussed above. The measured X distribution 

for all identified p i zeros in the electron sample is shown in Figure 

7.17. By accepting 0 nly those pairs with X larger than .15, much of the 

background in the high energy pizeros can be removed. This wil I reduce 

the acceptance by no more than 14% for pizeros between 1.5 and 2.5 Gev, 

but will remove the majority of the background. 

The signal to background ratio in the identified pizero sampl 
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Qectzonle Noise Contribution 

Figure 7.16. Photon energy distribution from pizeros which 
satisfy the topology cuts for the r--> e+V decay search. 
The contribution from fake photons generated by fluctuations 
in the amplifier noise is also shown. 
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be estimated from the photon-pair invariant mass distribution. Given 

the mass and chi-square cuts listed above, the signal to 

signal+background ratio shown in Figure 7.18 is obtained for the 

e-no sample. The contamination is large especially for the low and 

high energy pizeros. However, low energy pizeros are not needed for this 

analysis while the high energy sample can be improved by iI 

the asymmetry cut. A small additional improvement can be 

tightening the mass and chi-square cuts but only with a si 

reduction in pizero efficiency. 

mplementing 

obtained by 

gnificant 

7.4b Decay Constraints and the Tau Mass Resolution: 

Having reconstructed the neutral pions. the invariant mass is 

calculated for all lepton-pizero combinations which have a total energy 

consistent with the beam energy. As the resolution in 

ETOT=E(a)+E(lepton) varies with the lepton and pion energy, a cut is 

applied to the normalized variable Y: 

utE(rr))=. I 3JEo(Gev) 

(15a) 

(15b) 

(15cl 

115d) 

The square of Y is equal to the chi-square for the 1-C fit constraining 

ETOT to the beam energy. Figure 7.19 shows the measured-Y distribution 

for both the e-no and P-so candidates along with the expected 

distributions for lepton-pizero tau decays calculated with the Monte 

Carlo simulation program. All combinations for which the magnitude of Y 
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is greater than 2.0 are rejected. 

The lepton-pion invariant mass reso 

and pion track parameters is approximate 

lution using the measured 1 epton 

ly 100 Mev/c* (sigma). Us ing 

the parameters from the 1-C fit to the pizero mass reduces this to 80 

Mev/c2. uhile employing the beam constraint improves the resolution to 

16 Mev/c2. Performing a simultaneous fit to the mass and beam 

constraints gives an additional 10% improvement as is illustrated in 

Figure 7.20. The 2-C fit, however, has the added advantage that the 

chi-square for the fit is a better test of the decay constraints than 

the pizero mass and beam energy constraints taken separately. Figure 

7.21 shows the measured 2-C chi-square distribution for the u-r0 

candidates along with the distribution calculated with the Monte Carlo. 

Candidates with a chi-sqauare larger than 7 are rejected. 

The lepton-pizero mass resolution varies with the asymmetry of the 

decay, and deteriorates rapidly as the lepton energy approaches the beam 

energy. As the pizero energy resolution is identical to the single 

photon energy resolution (equation 

X=E(lepton)/Eb,., in the same way d 

lepton-photon decay in section 5.3. 

poorest resolution, only events wit h 

5c). the mass resolution varies with 

scussed for the 

To eliminate the X region with 

X less than .8 are used. 

7.4~ Backgrounds 

Figure 7.22 plots the constrained lepton-pizero mass for all 

candidates passing the decay constraints. A large background is present 

which originates from several sources, and further cuts can be applied 

to suppress it. As was demonstrated in Figure 7.18, the signal to 

background ratio in the pizero sample is poor. We first discuss several 
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Figure 7.21. Heasured chi-square distribution fro8 the 
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Figure 7.22. Measured lepton-R'invariant mass distribution 
for all events satisfying the decay constraints. 
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cuts designed to reduce the pizero background. 

Any cuts which discriminate against photons from sources other than 

pizeros will reduce the contamination in the pizero sample. Photons 

arising from electron bremstrah 

be identified. Thus, we reject 

labeled as bremstrahlung radiat 

ung in the detector material can easily 

any pizero which uses a photon that is 

on using the cut described in section 

5.5. This cut reduces the acceptance by no more than 2% but succeeds in 

reducing the number of e-n0 candidates by 30%. 

As discussed in sect 

background pizeros with a 

easily be eliminated: on 

on 7.4a, the large number of high energy 

low value of the asymmetry parameter X can 

y pizeros which have X larger than .15 are 

retained. Although this cut removes 27% of the e-so candidates, the 

acceptance is reduced by an amount ranging from 7% at 4 Gev to 13% at 

6.6 Gev. The e-no invariant mass. distribution after the imposition 

of these cuts is shown in Figure 7.23. 

The background due to fake photons can be suppressed by imposing a 

minimum photon energy cut. Therefore we reject any pizeros which use a 

photon with energy less than 200 Mev/c2. This cut reduces the 

acceptance by a fraction which varies from 14% at 4 Gev to only 4% at 6 

Gev, while it reduces the total number of e-so candidates by 33% and 

p-llo candidates by 25%. 

As was discussed in section 5.5, purely electromagnetic processes 

tend towards small values of the charged track acoplanarity angle. We 

can remove any remaining contamination from this source by applying a 

tighter cut on the acoplanarity angle. Figure 7.24 plots the measured 

acoplanarity distribution for the lepton-pizero candidates. The cluster 

of event in the e-no sample with small acoplanarity can be removed 
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Figure 7.23. Electron-einvariant mass distribution after the 
bremstrahlung photon and pizero asymmetry cuts. 

-188- 



5 

0 

Figure 7.24. Charged track acoplanaritp for taa-->leptoa+W* 
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by demanding the acoplanarity be larger than 12 degrees. The reduction 

in the acceptance caused by this cut ranges from 3.4% at 4.0 Gev to 9.5% 

at 6.6 Gev. 

The lepton-pizero invariant mass distribution for those events 

which survive the background cuts is shown in Figure 7.25. Al though no 

evidence for the p-r0 decay of the tau is seen, 6 e-x0 decay 

candidates remain in the 40 Mev/cz wide bin centered near the tau 

mass. The e-lo mass plot is shown on an expanded scale in Figure 

7.26 along with the Monte Carlo resolution function measured at 5.2 Gev. 

One significant source of background remains which populates this 

mass plot in a manner that is strongly dependent on the center of mass 

energy. This background comes from standard decays of the tau. 

The branching ratio for the decay T+~+Y has been measured 

to be 21%. If one member of a produced tau pair decays in this manner 

while the other decays leptonically to an electron or muon (18% 

branching ratio for each mode), the charged lepton from one decay can 

combine uith the pizero from the other and mimic the process for which 

we are searching. Since the taus are produced back to back in the 

detector, the pizero .and lepton tend to recoil in opposite directions 

resulting in large values for their invariant mass. Figure 7.27 plots 

constrained mass distributions for this process calculated with the 

Monte Carlo at three.center of mass energies. This background peaks near 

the beam energy and does not contribute in the region of the tau mass 

for center of mass energies larger than 5.2 Gev. The fraction of 

produced tau pairs decaying in this manner which survive all the 

analysis cuts and constraints is .8% at 5.2 Gev and grows slowly with 

the center of mass energy. Given that our data sample contains 48000 
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produced tau pairs, we expect approximately 33 events in the mass plots 

to be from this source. 

The fact that the pizero is a decay product of the rho provides a 

way to discriminate against this background: the invariant mass of the 

other charged track in the event and the pizero will be consistent with 

the rho mass. Figure 7.28 shows this mass distribution for the 

remaining pizero-lepton candidate events. A very clear rho signal is 

present. Monte Carlo calculations for this distribution under the 

hypothesis that the pizero came from a tau+lepton+pizero decay and the 

charged track came from any of the standard tau decays, are shown in 

Figure 7.29 for three center of mass energies. Demanding that the 

invariant mass of the pizero and opposite track be outside of the region 

from 650 to 950 Rev/c* reduces the acceptance for the charged 

lepton+pizero decay by roughly 20% at 4 Gev and only 6% at 6.6 Gev. 

Applying this cut to the data removes 33 events from the e-m0 

distribution (66%), and 22 events from the ~-1~ distribution 

(54%). The lepton-pizero mass distributions remaining after this cut 

are shown in Figure 7.30. 

7.4d Branching Ratio Limits 

No evidence is seen in Figure 7.30 for the p+~rO decay of the 

tau. The acceptance has been calculated with the Monte Carlo simulation 

program, and is 2.9% when averaged over the center of mass energy region 

spanned by the data sample. No events are detected within the 40 

Rev/c2 region which defines the acceptance. This determines the 90% 

confidence level upper limit to the branching fraction for the decay 

z+~+v” to be .082%. 
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(16) BR I 2.3/(96000*.029) = .082% 90% C.L. 

After app lication of all the background cuts discussed above, three 

events remain in the 40 Mev/cZ wide bin encompassing the tau mass. 

The acceptance, calculated with the Monte Carlo and averaged over the 

center of mass energy region, is 3.5%. Thus, the 90% confidence level 

upper limit on the branching fraction for the decay 7+e+s" is: 

BR < 6.7/(96000*.035) = .21% 90% C.L. (17) 
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CHAPTER 8 

Summary 

In this thesis we studied two properties of te tau lepton--its 

production cross section in e+e- annihilation, and the conservation of 

lepton number in tau decays. 

The tau production cross section was found to be consistent with 

the spin l/2, point particle cross section in the center of mass energy 

region between 3.85 and 6.85 Gev. The branching ratio product for the 

electron and muon leptonic decay modes was measured to be .032?.002+.004. 

No evidence was seen for any of the 12 lepton number violating 

decays of the tau listed in Table 8.1. Upper limits (90% C.L.) on each 

of the 12 modes were determined. The observed lack of these decays 

provides further support for the sequentia 1 1 epton nature of the tau. 

TABLE 8.1 

90% confidence level upper 
the branching ratio for 12 
of the tau lepton. 

li mits on 
decay modes 

Upper Limit (%I 
.064 
.055 
.040 
,033 
.044 
.049 
.037 
.044 
.13 
.lO 
.21 
.082 
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Appendix A 

Electromagnetic Interaction of 

Heavy Charged Particles with Matter 

In this appendix, we briefly review the electromagnetic 

interactions of heavy charged particles in matter. These interactions 

are important in understanding the properties of the MARK II liquid 

argon shower counters and the muon range counters. 

When a charged particle traverses matter, it loses energy by atomic 

excitation and ionization. In the classical interpretation, the 

incident particle suffers elastic collisions with the charged particles 

of the media thereby losing kinetic energy. Very little energy is 

transferred to atomic nuclei due to their large mass. A proper 

treatment takes into account the fact that electrons are bound in atoms 

which obey the laws of quantum mechanics, and yields the result for the 

mean ionization loss% 

-a _ 2nNe4 -- 
dx meczfY2 1 (1 +v) (1) 

where N is the electron density, WMAX is the maximum amount of energy 

which can be transferred to an electron in a single collision, and U, I, 

V, and II are phenomenological functions. U represents atomic structure 

corrections for very slow particles; V accounts for higher order 

electrodynamio corrections important for slow or highly charged 
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particles. The parameter I represents the average effect of the 

excitation and ionization potentials of the atom. The polarization of 

the medium reduces the effect of the incident particles’ electric field 

at large distances and is represented by the function D. At low 

incident energies, 0 is defined to be zero, and any polarization effects 

are included in the parameter I. At high energies, D takes the value 

C + 21nRY (2) 

so as to cancel the logarithmic rise with momentum in the ionization 

loss due to distant collisions. Thus the mean ionization loss increases 

at large energies due only to the increase in WMAX. Detectors which 

measure the ionization loss usually have a limited response for knock-on 

electrons with energy greater than some value. In this case, the energy 

loss recorded by the detector approaches a constant at high energies 

known as the Fermi plateau. 

Except for the insignificant mass dependence in WMAX, the 

ionization loss is dependent only on the velocity of the incident 

particle. Figure A.1 shows the dE/dx losses for various particles in 

aluminum as a function of momentum. Different materials have different 

values of N and I, and Figure A.2 plots the dE/dx losses for muons in 4 

materials used in the MARK II. 

The density effect function D has been parameterized by 

Sternheimer as2 

D=O x < x0 

D=4.606X+C+aCX1-XI” x0< x <Xl 

D=4.606X+C x > Xl 

where x=1 og, c (P/m.c). The constant values determined for liquid 
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The statistical fluctuations in energy loss lead to a fluctuation 

in range. Sternheimer has made numerical calculations5 for the rms 

deviation in the range of muons in various materia 1s. Figure A.3 plots 

the relat ive range straggling for muons in 3 mater ials as a function of 

momentum. The 2 dependence is very slight. 

Although electromagnetic interactions with nuclei do not lead to 

energy loss, they can deflect the incident particle. Usually the 

individual deflections are small and lead to a gaussian distribution for 

the multiple scattering. However, large individual scattering can occur 

and leads to long non-gaussian tails. A useful formula due to Rossi and 

Greisen for the mean square scattering angle is6 

<S>z=t(Eo/RPI’ Eo=21 Mev t=X/RL (41 

where RL is the radiation length of the absorber, t the absorber 
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argon are listed below2. 

c=-5.43 X0=.270 X,=3.0’ A=. 2058 mP3.0 

Because the ionization loss is a statistical process, individual 

particles experience fluctuations. Collisions which occur most 

infrequently are those which cause the greatest energy loss. Therefore, 

situations exist where the distribution of energy losses is not 

gaussian. To be more precise, if the probable number of collisions in 

each energy loss interval is large, then the energy loss distribution 

will be gaussian. In a thin absorber (one in which the average energy 

loss is much smaller than the total energy) this condition will occur if 

K=F/WMAX is much greater than 1. If K is much less than 1, large 

fluctuations are likely and lead to a distribution with a long tail 

towards large energy losses3 The oase for arbitrary values of K has 

been treated by Vavilov’. 
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Figure A.3. Relative range straggling for muons in 
several materials as a function of momentum. 
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thickness. We shall use this formula as a good estimate for the 

mu1 tiple scattering. 
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Appendix B 

Liquid Argon Shower Counter System 

B. 1 INTRODUCTION: 

The Mark II shower detectors have the dual function of photon 

detection and separation of electrons from hadrons. Photon detection 

requires that the counter be many radiation lengths deep so that the 

photon energy resolution is not dominated by shower leakage through the 

rear of the module. To accomplish the second function, the detector 

must exploit the difference between hadronic and electromagnetic 

showers. The most fundamental difference is the length scale which 

parameterizes the shower development. Electromagnetic cascade shower 

development is primarily governed by the related processes of 

bremsstrahlung emission and photon pair production’. The natural 

length scale for these processes is the radiation length for the medium 

in which the shower occurs. Hadronic cascades are of a different 

characterz. A hadron, in traversing a material, will typically travel 

one absorption length before it interacts. The secondary hadrons 

leaving the interaction will then travel another absorption length 

before interacting. Thus, the natural length scale for hadronic 

cascades is the material’s absorption length. To lowest order, the 

radiation length3 of a material is proportional to l/Z* while the 

absorption length varies as l/A. Therefore, to accentuate the 
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difference between hadronic and electromagnetic showers, an absorber 

with a large atomic number should be used. 

A practical shower detector must not only generate and contain the 

shower, it also must provide a way to extract information about it. If 

the absorber is a scintillator and does not absorb the fluorescent 

radiation, the emitted light can be used to measure shower 

characteristics; such is the case with thallium activated sodium 

iodide’. Another type of shower measurement is detection of the 

ionization generated in the absorber by the passage of el ectrical ly 

charged shower particles. Unfortunately, good absorbers usually do not 

make good ionization detectors. To circumvent this probl em, shower 

counters often consist of alternating layers of radiator (to generate 

the shower) and any of several charged particle detectors. Such a 

detector is known as a ‘sampling’ shower detector. 

In principle, an electromagnetic shower counter which detects 

ionization can have very good resolution since nearly all the original 

shower energy is eventually spent in ionization. In practice, the 

resolution would be limited by the escape of low energy photons through 

the back of the detector. Other less fundamental effects such as 

amplifier noise and nonlinearity, or detector inhomogeneity can worsen 

the resolution. In a sampling detector, however, because only a 

fraction of the incident energy is measured, event by event fluctuations 

in the measured fraction will be the limiting factor determining the 

resolution. The resolution will improve as the thickness of the 

radiator plates is reduced. 

The Mark II shower counters are sampling detectors. They consist 

of a stack of lead sheets (2mm thick with 3mm gaps) immersed in a tank 
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of liquid argon kept at 86-89 (deg K). The detectors are actually large 

parallel plate ionization counters in which the lead sheets generate the 

shower and provide the collecting surfaces for the ionization counters. 

Liquid argon shower counters (LASC’s) have several advantages over 

other sampling detectors. The absorber plates can be made very thin, 

thus reducing the sampling fluctuations. The plates are easily 

subdivided thereby allowing spatial information on the shower to be 

extracted. The mechanical portion of the detector can be made quite 

homogeneous, and local variations in the sheet location do not change - me,- . ’ 
the total liquid argon gap. Since the created ionization is not 

mu1 tip1 ied, calibration is simple and with care will be very stable for 

long periods of time. The device is not subject to radiation damage, 

and with appropriate design can handle high rates. 

Liquid argon shower counters are not without their drawbacks, 

however. The cryrogenic requirements of liquid argon demand much work 

during the design, construction, and day to day operation of the system. 

Secondly, the signal magnitude is small. A typical value for the 

collected charge is 1 

must be given to the 

picocoulomb per Gev of inc 

design and shielding of the 

Pioneering work on liquid argon shower coun 

dent energy, so care 

electronic circuitry. 

ers was done in the 

first half of the 1970’s5. The Mark II LASC system is a product of 

the early work but represents several extensions: 1)The system was 

designed to function in the unique environment provided by e+e- storage 

rings. 2)Eiectrons and photons are detected over a wide momentum range 

to many Gev. 3)The modules cover a large fraction extending from 100 Mev 

of the total solid ang 

incidence angles. The 

le wh i 

rest 

ch requires accepting particles at large 

of this appendix will describe two aspects 
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of the performance of the Mark II shower detectors. We will briefly 

discuss the physical construction of the modules, review the long term 

stability during the one and one-half year run of SP-29, and describe 

their response to minimum ionizing particles. We also report on a monte 

carlo study of the response of liquid argon counters to electromagnetic 

showers. 

6.2 PHYSICAL CONSTRUCTION6: 

The LASC system is composed of 8 modules providing detection 

capabilities over 60% of 41 (see Figure 2.1). Each module covers l/8 

of the azimuthal coordinate and extends 1.9 meters along the beam axis 

either s 

stack of 

filled w 

de of the interaction region. A module consists of a 

37 rectangular lead plates C2mm thick), separated by 3mm gaps 

th liquid argon. The structure can be conceptual1 y divided 

into 18 ‘cells’ each consisting of 2 lead sheets and 2 gaps. The 37th 

sheet serves as a ground plane for the last cell. The first sheet of 

each cell is solid and is held at ground potential. The second is cut 

into strips along lines that are parallel to one of 3 directions. The 

strips which are oriented so as to measure the spherical angles theta or 

phi are labeled ‘F’ or ‘T’ respectively. The third set, aligned along a 

45 degree angle relative to the F and T strips, are called ‘U’ strips. 

To save on the number of electronic channels, the 18 cells are 

ganged together to form 6 ‘layers’ as indicated in Figure B.l, resulting 

in three F, one U, and two T layers. The strips in all but the U layers 

are 3.49 cm wide separated by spaces of .31 mm. Strips in layer U are 

fi wider. Except for the two strips on either end, adjacent pairs in 
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layer T2 are wired together, resulting in double width str 

strips in layer U are quadruple width and the four precedi 

either end are double width. 

total i 

their 

depos i 

T 

ips. The end 

ng ones on 

he modules are mounted behind the solenoid coil and other material 

ng 1.34 radiation lengths. Electromagnetic showers will begin 

development in this material and since we do not sample the energy 

ted there, fluctuations in that quantity adversely affects the 

energy resolution of the stack, especially for low energy particles. 

One way to correct for this effect is to measure the state of shower 

development at the’front of the stack, then correct the energy measured 

in the stack using the known correlation between the state of shower 

development at the stack entrance, the energy deposited in the stack, 

and the energy lost in the coil. To implement this correction, a 

special low noise cell consisting of two 6 mm gaps, two 1.6 mm aluminum 

ground planes, and 1.6 mm aluminum signal electrodes is mounted on the 

upstream face of the stack. The signal plane is divided into strips 

which have the same length, orientation, and width as the F layers. For 

historical reasons, this cell is called the ‘trigger gap’ layer. The 

front section of the modules are tapered so that they can be closely 

packed. This was done by leaving out the strip on either end of layer 

Fl, and the last two strips on either end in the trigger gaps. 

8.3 ELECTRONICS AND CALIBRATION: 

Electromagnetic shower development occurs in a module on the time 

scale of a few nanoseconds. The electrons created in the argon drift in 

the applied electric field with a velocity of 180 ns/mm7 until they 
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reach the collection electrode. The charge collected by a single cell 

as a function of time is shown in Figure 8.2. Ignoring the charge lost 

to recombination or electro-negative impurities, the signal electrode 

collects all the produced electrons but for a uniformly ionizing track 

only half of the charge is useable since the positive ions (immobile on 

this time scale1 induce a charge on the plates*. Using the fact that 

the average energy needed to create an ion pion in liquid argon is 

24.6 eV9, we can calculate the total charge collected from a minimum 

ionizing track in a cell to be 

Q=Ce/2)CdE minion)/(24.6 eVI=(.6mm)(4000 e/mmI=2.4x104 (1) 

which is .0038 picocoulomb. This amount of charge would be induced by 

two millivolts of noise through 2 picofarads of stray capacitance! 

The 8 module system has 2944 electronic channels. Al 1 channels 

connected to the stack are treated in identical fashion, but the trigger 

gap signals require slightly different processing due to the longer 

drift time in the double width gap, and the better signal to noise ratio 

required by the trigger gaps’ special function. A fraction of the 

collected charge is coupled through a high voltage blocking capacitor 

and impedance matching transformer into a charge-sensitive amplifier. 

The amplified signal is shaped and sent via bipolar drivers to the 

electronics trailer where it is sampled and saved until the trigger 

decision is made. If the event is accepted, a microprocessor controlled 

acquisition system digitizes the signal, reduces it, and stores the 

result in memory. The data reduction process consists of a minimum 

pulse height cut (1 sigma of the channel’s measured electronic noise), a 

pedestal subtraction, a quadratic correction, and a scale conversion to 

units of energy deposited in the liquid argon. The 4 constants used in 
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Figure 8.2. Collected charge as a function of time 
in the standard stack cell. 
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the reduction sequence are measured simul taneously for all 2944 channels 

during a calibration run and are stored i n the microprocessor memory. 

Each channel has a 1Opf calibration capacitor connected to the low 

voltage s i 

injecting 

applying a fixed voltage), and measuring the channel’s response 

de of the blocking capacitor. A calibration consists of 

a known amount of charge through the calibration capacitor (by 

is done 20 times for each of five different voltages and once w 

charge injection in order to measure the pedestal. A quadratic 

made to the measured response, yielding the gain and quadratic 

. This 

ith no 

fit is 

correction factor. A correction is required to account for the fact 

that the charge is not directly injected onto the strip, and this was 

measured for each channel during module construction. The rms deviation 

of the channel response for a fixed input defines the electronic noise. 

This quantity is measured during the calibration and is combined with 

the pedestal to form the minimum pulse height cut used in the data 

reduction process. After the calibration is finished, any channel which 

has constants that significantly differ from nominal values is turned 

off by setting the minimum pulse height cut beyond the range of the 

AOC. 

The small amplitude of the signals produced in the detector 

dictates that care be taken to minimize electronic noise. The noise 

level determines the lowest energy at which photons can be detected. 

They must be sufficiently above the noise so that random noise 

fluctuations are not called photons by the photon finding algorithm. 

Also, the separation of electrons from hadrons is enhanced for low 

momentum tracks if the minimum ionizing signal is clearly separable from 

the noise. 
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The occupancy of a channel is defined as the fraction of samples 

for which the channel’s pulse height is above its one-sigma cut. The 

occupancy is very sensitive to changes in the pedestal or the background 

noise, and makes a useful indicator of fai 

Assuming the pulse height cut is nominally 

gaussian noise the occupancy will be 16%. 

8.9, the noise is approximately gaussian.) 

ing electronic channels. 

set at one sigma, for 

As can be seen from Figure 

The fractional change in the 

occupancy for a small change in the electronic noise is then given by 

d(oco)/occ = 1.5 da/a. (2) 

There are contributions to the noise from both the amplifier 

thermal noise and external noise sources. During the run at SPEAR, the 

measured noise was found to vary with beam current. The average system 

occupancy as a function of beam current is plotted in Figure 8.3 at 

several energies, where the data for each spans only one calibration. 

The noise increases with current at all energies but t he largest 

increase occurs at the highest energy. Adding the noi se sources in 

quadrature, the change in occupancy between the start and end of the 

fill implies the external noise at the maximum beam current can be as 

large as half the thermal noise. 

The occupancy frequency distribution for Tl strips is shown for a 

typical run in Figure 8.4. Although the average occupancy is near 16%. 

the deviation is large. The minimum pulse height cut is at best 

accurate to one ADC count, so part of this deviation is caused by the 

limited resolution of the ADC for signals of this level. Demanding that 

the resolution for minimum ionizing signals not be limited by ADC 

resolution, and that large signals from multi-Gev showers be analyzed, 

requires a high resolution ADC and electronic channels with a large 
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Figure B.3. Shower detector average system occupancy 
as a function of beam current for 3 center-of-mass 
energies. The data for each energy span only one 
calibration. 
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Figure B.4. Occupancy frequency distribution in a 
typical run for all strips in layer Tl. 
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dynamic range. 

Since the amplifier noise depends on strip capacitance, the ganged 

layers have different noise levels. Table B.l lists the average rms 

noise for each layer. 

TABLE B. 1 

Average rms noise for 
each 1 ayer. 

Trg Fl F2 F3 U Tl T2 
Noise (Rev) .59 .95 .95 2.0 .93 .64 1.0 

In layer U, the noise varies with strip dimensions as is shown in Figure 

8.5. Individual variations in channel noise are expected, but high gain 

amplifiers are subject to oscillation; and poor connections, supply 

variations, or environmental changes can trigger them. In a system with 

thousands of channels, at any time a few may be on or over the edge of 

stability. When the data is analyzed, the photon finding algorithm 

meticu 11 

level. 

signal 

can be 

ously searches for signals which exceed the expected background 

Oscillating, or otherwise noisy channels, represent just such a 

It is imperative that the data be monitored so any ‘beacons’ 

found and silenced. 

8.4 LONG TERl’l STABILITY: 

The stability of the LASC performance from October of 1978 through 

June of 1979 is indicated in Figure 8.6. This figure shows the average 

minimum ionization pulse height in module 1 from muon-pair events as a 

function of run number. Also shown is the average noise performance 

obtained by tracking ‘imaginary’ particles in the same events. A signal 
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Figure B.S. Average-on noise pulse height for strips 
in layer U as a function of strip number. The effect 
of different strip dimensions is clearly seen. 
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Figure B.6. Average pulse height for minimum ionizing 
tracks in module 1 as a function of run number. The 
decrease in pulse height is caused by nitrogen 
contamination in the argon. 
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loss occured near run 3600 when the argon became contaminated with 

nitrogen from an undetected leak in the argon storage dewar’s liquid 

nitrogen cooled heat exchanger. Different modules experienced different 

amounts of contamination which increased linearly until the end of the 

fall cycle. During the Christmas break, the argon was transferred to 

the dewar thereby suffering further contamination. Glhen the modules 

were refilled, there was a 35% reduction in the minimum ionization 

signal in all 8 modules. The argon was exchanged near run 4300 with 

argon contaminated with an as yet unknown substance. This contaminated 

argon was replaced with pure argon near run 4560 which remained pure for 

the duration of the experiment. The new argon increased the minimum 

ionization signal by 7% above its value at the start of the fall cycle. 

8.5 MINIMUM IONIZING PARTICLES: 

Although the main functions of the liquid argon shower counters are 

to separate electrons from hadrons and detect photons, they can also be 

used to help identify muons. A small probability exists that the muon 

system will identify en electron as a muon, due to either background 

signals (electronic noise, cosmics, etc.) or conversion in a muon 

ohamber of low energy photons from the electrons’s shower. BY requiring 

that any track identified as a muan by the muon sys tern also have a 

muon-like signal in the LASC, we can reduce the mis identification 

probability for electrons to be called muons nearly to zero. Muons also 

provide a clean minimum ionizing signal useful for studying the barrel’s 

response and therefore provide a.good starting point for the examination 

of the liquid argon system. 
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The philosophy for identifying minimum ionizing tracks in the 

liquid argon is simple: use the drift chamber information to select the 

appropriate strips to be examined in each layer, and compare the 

measured pulse height from these strips against that expected for a 

minimum ionizing particle. To carry out this program, one must 

determine the optimal search region for each layer, then use a known 

source of muons to determine the liquid argon minimum ionization 

response. Because the signal to noise ratio is low (it varies within 

the layer for the 3 non-F layers), it is important to make the search 

region as narrow as possible. There are several factors which need to 

be considered: 1.1 the size of the region in which the ionization is 

created, 2.1 the drift chamber resolution and multiple scattering in the 

coil and stack, 3.1 the angle of incidence and the ganging of the 

different physical layers. 

For muons, the width of the ionizat 

more important effect is the uncertainty 

position due to the finite resolution of 

ion reg 

in the 

the dr 

on is negligible. A 

tracks’ predicted 

f t chamber. For the 4 

layers which measure phi, the drift chamber resolution is excellent and 

causes a negligible uncertainty in the predicted position. The 4 mrad 

resolution in theta corresponds to a one-sigma uncertainty in position 

of .7cm/sin2(g) for the T layers. The barrels cover the region up 

to sinz(Q)=.5 resulting in a maximal one-sigma uncertainty in the 

predi,cted track position of .4 strip widths in layer Tl. Because the 

strips in layer T2 are twice as wide (except for the two single width 

strips on either end) the position uncertainty in T2 is reduced to at 

most .2 strip widths. The 45 degree orientation of layer U and the fact 

that the strips are 40% wider than the standard 3.8 cm width, reduces 
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Multiple scattering is an important contribution to the tracking 

uncertainty for low momentum tracks. The rms multiple scattering of 

normally incident muons as a function of depth in the stack is shown in 

Figure 8.7 for several different muon momenta. The coil (and related 

materials) represent the dominant contribution to the scattering in the 

first third of the stack after which point the scattering in the stack 

itself becomes more important. To determine the net position 

resolution, add the multiple scattering in quadrature with the drift 

chamber resolution. Note that the multiple scattering is the main 

contribution to the resolution below an incident momentum in the range 

of .5 to .6 Gev/c. 

Another important effect to cons ider when determining the search 

region is the ganging of several phys ical layers to produce the signals 

which constitute the data. Tracks which enter the barrels at non-normal 

angles will intersect the physical layers at different places thus 

making the measured width appear larger than the true one. In fact, for 

tracks which have a large enough angle of incidence, the situation can 

occur where ionization created in the first ganged layer is collected by 

a strip which is not adjacent to the one which collects the ionization 

in the deepest ganged layer. However, for tracks which originate near 

the interaction region, this situation can never occur. If D is the 

separation between the first and last physical layer in a ganged layer, 

and A is the angle of the track relative to the normal to the stack in 

the plane which contains the coordinate axis and the normal, the 

measured width will be 

the predicted uncertainty in position to at most l/5 of a strip. 

W(measured)=D*tan(A)+W(ionization)/cos(AI. 
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Figure B.7. Average projected multiple scattering 
for muons in the lead stack as a function of depth. 
Scattering in the solenoid coil is included. 
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The value of D for each of the 7 layers is listed in Table 8.2. The 

angle where each term contributes equally to the measured width is also 

listed in Table B.2 for a typical ionization width of 2 centimeters. 

TABLE 6.2 

Separation (0) between first 
and last physical layers, and 
angle (A) where ionization width 
and ganging width are equal. 

Trg Fl F2 F3 U Tl T2 

D(cm) --- 3.8 3.8 4.8 6.8 6.8 2.8 
A(deg) --- 30 30 25 17 17 46 

For tracks which originate in the interaction region, the maximum 

value of A is less than 25 degrees for the F layers, but can be as large 

as 45 degrees in the T layers and 38 degrees in layer U. Thus we see 

the angular region in which the ganging does not confuse the width 

information is limited in layers Tl and U. This effect is partially 

compensated by the one-sigma pulse height cut in the raw data. Because 

the signal to noise ratio is low for minimum ionizing tracks, if only a 

fraction of the ganged physical layers receive ionization for any given 

strip, the signal will be proportionately less than the full minimum 

ionizing signal and therefore less likely to pass the pulse height cut. 

This lessens the effective signal widening due to ganging but also 

causes a net signal loss! The ganging problem could be nearly 

eliminated if the widths of the ganged strips in the deeper physical 

layers were made ,larger in proportion to their distance from the 

interaction region so that the edges of the ganged strips lie in a plane 

which contains the interaction region. 

A very direct way to visualize the liquid argon response to minimum 
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ionizing particles is to plot the average pulse height measured by a 

particular strip as a function of z where z is defined to be the 

difference between the predicted coordinate of a track at the average 

depth of the ganged layer and the coordinate of the center of the strip. 

Figure B.Sa shows a plot of the average pulse height vs. ,:z for trigger 

gap strip t18 (near the module center) made using muons from muon-pair 

events and averaged over all 8 modules. The very sharp cutoff at the 

edges of the strip reflects the quality of the drift chamber resolution 

in phi, while the typical average noise pulse height is reflected in the 

tails of the plot. The ratio of the signal at the peak to the average 

noise is nearly 18. Figure B.8b is a plot of the occupancy as a 

function of z where, as before, the occupancy is defined as the fraction 

of time when the pulse height is above the one-sigma cut. The average 

efficiency at the peak is 98%. Figure 8.8~ is a plot of the average 

pulse height for only those cases when the pulse height is above the 

cut. This signal to noise ratio is now only 4 and is more 

representative of the true signal to noise. We define the ‘best 

physical signal to noise’ ratio as this ratio measured with minimum 

ionizing tracks at normal incidence. Figure B.8d is the same as Figure 

8.8~ except it is for a strip in layer Fl. The signal to noise ratio is 

worse for this layer than for the trigger gaps. Given that the pulse 

height exceeds the cut, it is difficult to separate a minimum ionizing 

signal from the noise. This makes it clear why it is important to use 

the narrowest search region possible when tracking minimum ionizing 

particles. Table 8.3 gives the best physical signal to noise ratio (as 

defined above) for each layer. 
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Figure B.8. Single strip response to minimum ionizing 
particles as a function of Z where Z is defined to be 
the difference between the predicted coordinate of the 
track at the average depth of the ganged layer and the 
coordinate of the center of the strip. For trigger 
gap strip 18 we show the (a) average pulse height; 
(b) occupancy, and (c) the average-on pulse height. 
For comparison, (d) shows the average-on pulse height 
for strip 19 in layer Fl. 
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TABLE 8.3 

Best physical signal to 
noise ratio for each layer. 

TRG Fl F2 F3 U Tl T2 
Best S/N 3.5 1.9 1.9 2.0 2.4 3.1 2.2 

For the 4 F layers, the best physical signal to noise ratio is 

constant throughout each, but it varies in the other layers. Because 

the path length in an argon gap increases as the inverse cosine of the 

incident angle, the ionization increases and the signal to noise ratio 

should grow. This is what happens in layer T2. But in layer Tl, as was 

mentioned before, as the angle of incidence increases there comes a 

point where the particle traverses at most only 2 of the 3 ganged 

physical layers for any given strip, thus reducing the signal by one 

third. As the incidence angle is further increased, eventually only one 

physical layer is traversed and the signal becomes lost in the noise. 

The pulse height distribution for muon tracks which go through the 

central region of trigger strip 18 in module 1 is shown in Figure 8.9. 

Also shown is the pulse height distribution expected from the Landau 

theorylO, and from the Landau theory folded with a Gaussian 

resolution function. This data was collected over several months. so 

the resolution has contributions both from the electronic noise and the 

intrinsic resolution of the calibration system for this channel. What 

does not contribute to this resolution but will contribute to the 

overall system resolution are any channel to channel differences, 

incidence angle effects, or tracking peculiarities such as edge effects 

or noise from other strips in the search region. 

Because the average pulse height versus z function is very 
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Figure B.9. Response of the trigger gap to minimum 
ionizing particles. The Landau distribution is 
shown along with the expected distribution after 
folding in the electronic noise. 
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distinct, we can use it to measure individual 

to the drift chamber prediction. In particul 

verify the correctness of the strip wiring. 

strip 

at-, th 

About 

positions relative 

s method was used to 

% of the strips were 

found to be miswired, although most cases were relatively minor 

interchanges of adjacent strips. A small misalignment of the drift 

chamber was discovered which resulted in errors for modules 5 through 8 

in the z coordinate predictions for which corrections are made. The 

points where the z response function drops below 150% of the average 

noise is plotted for layer Tl in Figure B.10. The increase in the width 

of the z function near the module ends has contributions both from the 

ganging and the worsening of the tracking resolution as the polar angle 

theta moves away from 90 degrees. The search region algorithm for 

minimum ionizing tracks uses the width measured in this manner for each 

layer and includes the contribution expected from multiple scattering 

I f.or lower momentum tracks. 

We will now discuss the muon response of the liquid argon counters 

as defined by the search algorithm mentioned above. Muons from muon-pair 

events and from cosmic ray events are used as muon samples. Cosmic 

events are required to be no more than 20 cm from the interaction region. 

along the z axis, and only the outgoing track is used. Except for layer 

Tl, the minimum ionization pulse heights have the expected l/cos 

dependence on the incident angle and unless otherwise stated, all 

minimum ionization pulse heights will have this factor removed. 

The material preceding the trigger gaps represents 30 g/cm2 dE/dx 

equivalent of aluminum. Normally incident muons with momentum less than 

180 Mev/c will range out in this material. The additional 85 gm/cm2 

of lead and 17 gm/cm2 of argon in the.stack will stop muons with 
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Figure B.lO. Width of the Z response function for 
minimum ionizing particles as a function of strip 
number in layer Tl. 
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momentum less than 320 Mev/c. Figure 8.11 is a plot of the range in the 

stack for muons at normal incidence and at an incidence angle of 45 

degrees. The layers’ response to stopping tracks is complicated by the 

fact that they are either thick (F3) or effectively thick due to 

ganging. Figure 8.12 plots the average layer pulse height for muons as 

a function of the range in the stack for the trigger gaps and the two T 

1 ayers. Because its cells are adjacent, the response in layer T2 

experiences a sharp rise, peaks, and then levels off as the particle 

range increases. The response for layer Tl is more gradual because its 

cells are not contiguous. The layer efficiency for detecting minimum 

ionizing tracks peaks, as expected, where the minimum ionization pulse 

height peaks. The average minimum ionization total pulse height is 

plotted as a function of muon momentum in Figure 8.13. The average 

energy loss, which quickly approaches the Fermi plateau, is compared to 

the theoretical expectations shown with or without the density effect 

contribution (see Appendix A). 

The frequency distribution for the total pulse height is shown in 

Figure 8.14 along with the response from ‘imaginary’ tracks obtained by 

tracking muons in the.wrong module. The minimum ionizing signal is 

easily separable from the noise. For comparison, Figure 8.15 shows the 

pulse height distributions for the trigger gaps and layer Fl. For the 

sake of clarity, the point at zero response is not shown. Table 8.4 

lists, for both real and ‘imaginary’ tracks, the fraction of time the 

layer had no signal. Also listed is the most probable signal for real 

tracks, and for the imaginary tracks, the one sigma noise level. We can 

see here the effects of dead or inefficient channels (i.e., the minimum 

ionizing particle efficiency for a good trigger strip is above 98%). 
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Figure B.ll. Muon range in the lead stack as a 
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upstream material have been included. 
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Figure B.14. Distribution in total pulse height for 
minimum ionizing tracks in the shower counter. The 
noise response is also shown. 
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Figure B.15. The pulse height distribution for 
minimum ionizing tracks in the trigger gap and 
layer Fl. The noise response is also shown. 
The point at zero response is not plotted. 
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Note also the noise occupancy is larger than the 16% expected from 

individual strips due to the search region requirements. 

TABLE 8.4 

Shower counter inefficiency and 
most probable pulse height for 
minimum ionizing tracks. The 
occupancy and average pulse height 
due to noise are also listed. 

Trg Fl F2 F3 U Tl T2 

Zero response a.7 14. 14. 12. 5.0 2.4 6.8 
fraction(%) 

Noise occupancy(%) 30 24 23 27 27 34 25 

Most probable 2.9 2.3 2.4 6.3 3.6 3.4 3.6 
pulse height (Mevf 

Noise (Mev) .77 1.2 1.2 2.8 1.4 1.1 1.4 

8.6 ELECTROMAGNETIC CASCADE SHOWERS: 

Next we discuss the basic processes which govern electromagnetic 

shower developmentll. For electrons, bremsstrahlung is the dominant 

energy loss mechanism until the energy falls below the critical 

energyrz of the shower material. At that point ionization losses 

become more important. 

Pair production is the most significant photon interaction for 

photon energies above a few Mev. The cross section rises with photon 

energy until a plateau is reached when the photon wavelength is on the 

order of a nuclear diameter C-200 Mev). Low energy photons lose energy 

primarily by Compton scattering (4) 

r+e- + r+e- (4) 

which has a cross section that goes inversely as the photon 
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energy”. Thus the total photon cross section has a minimum near an 

energy of a few Mev, and photons of this energy will be the end products 

of electromagnetic showers. As they are absorbed comparatively weakly, 

a certain fraction of the shower energy will escape through the back of 

the shower counter. Other interactions, such as the photoelectric 

effect, positron annihilation, and photo-meson production make less 

important contributions to the shower development15. 

The transverse momentum transfer in the electromagnetic processes 

mentioned above is typically no greater than m .*c so that the emission 

angle between the photon and electron in bremsstrahlung is small as is 

the angle between either electron and the primary-photon in pair 

production. These processes cause very little transverse spreading in 

the shower. Multiple coulomb scattering produces much larger transverse 

deflections of the charged shower particles and therefore dominates the 

transverse shower development. 

Simple arguments like those above can be used to qualitatively 

understand electromagnetic cascade showers. However, a shower is a 

complicated stochastic process and detailed description using analytic 

methods is difficult. Monte carlo simulation of the shower provides an 

alternate method and allows shower development in complicated geometries 

to be explored. The EGS15 shower simulation program available at 

SLAC has been used to study shower developmen r in the liquid argon 

shower counters. Some results of this study are presented below. 

8.7 MONTE CARLO SIMULATION OF ELECTROMAGNETIC SHOWERS: 

Interpretation of the shower development in the modules is 
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complicated by the electrical ganging of the physical cells, electronic 

noise, and the large width of the strips. Therefore, we will begin by 

discussing shower simulation in a module without electronic noise or 

ganging. and with strips narrow enough to provide a clear measurement of 

the transverse shower development. The material upstream of the trigger 

gap layer totals 1.34 radiation lengths and is included in the shower 

simulation. Average shower properties will first be discussed. 

The average longitudinal shower development as measured by the 

energy deposited in the liquid argon gaps is shown in Figure B.16 for 

electrons of several different momenta. The positi on of shower maximum 

increases like the logarithm of the initial energy, and the shower has 

an exponentially decaying tail. The fraction of the total energy which 

leaks out the back grows logarithmically with the energy and varies 

exponentially as the effective stack thickness for different incident 

angles. 

In Figure 8.17 we have plotted normalized average transverse energy 

distributions for 750 Mev electron showers 

depths. The distributions have larger tai 1 

for the trigger gap layer due to the large 

coil. A measure of the width of the distr i 

square deviation O,,,. We show Oy in Figure 

energies. cell depth for several incident 

Oy narrows as expected from mu1 

was no material upstream of the 

depth. But the coil material, 

the shower in the first part of 

iple coulomb scatter 

stack, O,,, would grow 

ocated roughly 20 cm 

the module. 

as seen by cells at several 

s than gaussians, especially 

distance between it and the 

but ion is its root mean 

6.1 a as a function of 

As the energy increases, 

ing. If there 

with increasing 

upstream, broadens 

Another, perhaps more useful, measure of the transverse width is 
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Figure B.16. Monte Carlo calculation of the average 
lognitudinal shower development as measured by the 
energy deposited in the liquid argon gaps. 
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Figure B.17. Monte Carlo calculation of the average 
transverse shower distribution in the trigger gaps 
and at three depths in the stack. The effects of 
the material upstream of the counter are included. 
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Figure B.18. RMSD width of the average shower 
transverse energy distribution as a function of 
depth in the stack. 
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the energy fraction width =e,,, defined as the distance between the 

two points where the energy in the tails of the distribution is a 

certain fraction of the total energy (e.g., for ucu(90%), each 

tail contains 5% of the total energy). This quantity is less sensitive 

to the long tails found in the transverse distribution, and is useful in 

determining tracking regions. Figure B.19 plots ue,,,(90X) as a 

function of cell depth for several incident energies. The ratio of 

uey to.ucr depends, of course, on the shape of the transverse 

distribution, but it is found to vary from its average value by no more 

than 30X for different depths or incident energies. In Figure 8.20 we 

have plotted the ratio, u,w(P)/u, averaged over al 1 ccl ls, as 

a function of P for 750 Mev showers. The ratio quickly rises as P 

exceeds 90%. As concerns the particle identification function of the 

shower counter, it is desireable to limit the search region in the 

tracking algorithm at the expense of a small loss in the measured shower 

energy. 

As an illustration of the effects of the coil material, Figure 8.21 

plots u,,(90%) for 750 Mev showers as a function of cell depth 

with and without the upstream material. The coil material dominates the 

transverse development up to the region near shower maximum. 

The main effect governing the change in the longitudinal shower 

development as the angle of incidence changes, is the apparent scale 

change in the longitudinal construction of the shower counters. Beyond 

the first few radiation lengths, the average longitudinal energy 

incidence by scaling 

ine of the normal 

ion lengths depends 

a cell’s pulse height and depth by the 

angle. Shower development in the first 
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Figure B.19. 90% energy fraction width of the 
average shower transverse distribution as a 
function of depth in the stack. 
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Figure B.20. Ratio of the energy fraction width to 
the RMSD width of the average shower transverse 
distribution as a function of the energy fraction 
for 750 MeV electrons. 
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Figure B.21. 90% energy fraction width for 750 MeV 
showers as a function of depth in the stack with and 
without the material upstream of the counter. 
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more strongly on the thickness of the lead absorber plates and the 

simple scaling arguments seem to slightly overestimate the measured 

values. This is illustrated in Figure 8.22 which shows the average 

longitudinal energy distribution for 500 and 2000 Mev showers incident 

at 45 degrees, along with that expected from simple scaling. 

Several effects are important in determining the average transverse 

shower development as the incidence angle changes. The centroid, as 

measured by the energy deposited in the liquid argon gaps, deviates from 

that predicted from the initial direction primarily due to two factors. 

The first is a small effect and is important only in the initial gaps. 

Shower particles which are scattered so as to increase their angle of 

incidence have a longer path length in the argon, and cross the argon 

gap (on the average) further from the shower axis. Thus the centroid is 

slightly biased in a direction away from the normal. 

A second effect occurs which tends to bend the shower centroid 

towards the stack normal. Because shower particles that are scattered 

towards the normal travel through less material by the time they reach a 

given depth, they suffer less attenuation. Thus the shower ‘bends’ 

towards the normal as it propagates through the stack. Figure B.23 

plots the deviation of the centroid from the ‘expected’ position for 500 

and 2000 Mev electrons incident at 45 degrees. The deviation decreases 

as the shower energy increases. 

As demonstrated in Figure 8.21, the average transverse shower 

development in the first half of the module is primarily determined by 

the coil material. As might be guessed from the arguments mentioned 

above, this contribution to the width grows more quickly than simple 

scaling would predict. In the deeper regions of the stack, the bending 
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Figure B.22. Longitudinal energy distribution as a 
function of cell depth for 500 and 2000 MeV showers 
incident at 45 degrees. The dotted line shows the 
curve obtained by scaling the measured distribution 
for normally incident tracks. 
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Figure B.23. Average deviation of shower centroid 
from predicted position as a function of cell depth 
for showers incident at 45 degrees. 
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of the shower towards the normal causes the average shower width to grow 

less quickly than expected. Figure 8.24 plots the measured Ow for 

1000 Mev electrons at 45 degrees compared to that expected from simple 

scaling. 

We turn now to the question of individual fluctuations from the 

average shower response. As regards the overall energy resoultion, a 

simple argument will illustrate the nature of the fluctuation. Since 

only a small fraction (l/S) of the total energy is deposited in the 

liquid argon, fluctuations in this fraction dominate the energy 

resolution. The energy deposited in the liquid argon is roughly equal 

to the number of minimum ionizing particles which traverse a gap times 

the average energy lost by each particle in the gap. We ignore 

fluctuations in the individual particles’ ionization loss. (Note that in 

certain classes of shower counters, such as those which measure the 

ionization with proportional tubes, this fluctuation cannot be ignored.) 

The total number of liquid argon gaps crossed is given by the incident 

particle’s energy divivded by the energy lost by a minimum ionizing 

particle in traversing one argon gap and one lead plate (9.8 Mev). 

Because the electrons and positrons are created in pairs, the number of 

uncorrelated events is less than this by a factor between 1 and 2. So 

the relative error is given by 

AE/E = l/JE/(.098 Gev)/-1.5 = .12/E (5) 

Thus we see the resolution is inversely proportional to the square root 

of the energy, and is proportional to the square root of the cell 

thickness. The Monte Carlo yields somewhat better results (.10/J?) 

although it deteriorates at low energy faster than the inverse square 

root due to large fluctuations in the energy lost in the coil. Because 
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Figure 8.24. RMSD width of the average shower 
transverse distribution as a function of cell depth 
for 1000 MeV showers incident at 45 degrees. The 
dotted line shows the curve obtained by scaling the 
measured widths for normally incident tracks. 
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the effect 

normal ang 

incidence 

ve gap thickness increases as the inverse cosine of the 

e, we expect the resolution varies with the angle of 

ike the inverse square root of the cosine. However, the 

There are large fluctuations about the average for the energy 

deposited in any particular cell. Figure 8.25 is a plot of the 

deposited energy distribution in the trigger gaps and 2 stack cells for 

750 Mev electrons. We can see the evolution of the shower develpment in 

these distributions. In the trigger gap distribution, a peak is clearly 

seen representing a single minimum ionizing particle traversing 

the argon gap. As we consider deeper cells, the min imum 

ionization peak- become less prominent reflecting the evolving nature of 

the shower: there are more lower energy electrons which range out as the 

Compton ionization process becomes increasingly important. As is 

illustrated in Figure B.25b, the distributions become Poisson in 

character. 

increased effect of the fluctuations in the energy lost in the coil 

decrease the resolution more quickly than this at large incidence 

angles. 

The relative rmsd width of the individual cell energy distribution 

is plotted in Figure 8.26 for several different incident energies. Just 

as the overall energy resolution is determined by the number of argon 

gaps traversed by charged shower particles, the individual cell energy 

ned by the average number of energy depositing 

which occur in an individual cell. Assuming the 

resolution is determ 

processes, ‘events’, 

distributions are PO 

from the average can 

sson, the.measured average energy and rms deviation 

be used to determ 

and the mean energy deposited by each 
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Figure B.25. Deposited energy distribution for 
750 MeV showers in the trigger gaps and at two 
depths in the stack. 
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Figure B.26. Relative RMSD width of the individual 
cell energy distribution as a function of depth in 
the stack. 
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In Figure 8.27 we have plotted for 750 Mev showers, the average energy 

per ‘event’ calculated in this way as a function of cell depth. It is 

nearly constant except near the rear of the module where it begins to 

decrease. Another way to interpret this plot is to note that the 

relative rms deviation of the energy distribution is less than unity 

whenever the average energy deposited in a cell is greater than this 

‘event’ energy. 

There are weak correlations between the deposited energy in 

different cells. Figure 8.28 is a plot of the correlation coefficients 

between specific cells and the other cells in the counter. The 

coefficients are generally positive between cells on the same side of 

shower max, and negative for cells on opposite sides. The correlation 

is usually strongest between adjacent cells and grows as the shower 

energy increases. (See Ref. 16 for data at 20 Gev). 

The measurement of an individual shower’s transverse distribution 

is a more difficult problem than the corresponding longitudinal 

measurements particularly at low or moderate energies because one must 

subdivide an already meager data sample. There are several reasons 

which make a detailed discription of such measurements with the ideal 

module of limited value. For example, when the probability of any 

given cell receiving energy is small, a more useful discription of the 

shower development can be obtained if the signals from several 

contiguous ceils are added together. However, the transverse response 

of the ganged cells --as measured by the average of individual shower 

width or centroid measurements-- cannot be obtained from a knowledge of 

these quantities for the unganged cells. Also, the transverse energy 

distribution of an individual shower is not a continuous function. and 
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Figure B.27. Average local energy deposited as a 
function of depth in the stack (see text). 
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Figure B.28. correlation coefficients for the 
individual cell deposited energy for 2000 MeV 
showers. 
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measurements of it will be affected by the absolute strip width. But a 

few useful points can be discussed. 

One way to get a “feelm for the significance of the transverse 

width of individual showers without actually defining and measuring 

individual shower widths, is to compare the distribution of measured 

shower centroids to the average shower transverse distribution. In 

Figure 8.29 we have plotted the ratio of the rmsd width of these two 

distributions for showers of several energies. In those cells where in 

a large fraction of cases only one localized ionization event occurs, 

the centroid distribution should be nearly the same as the average 

transverse distribution. As the number of ionization events in the cell 

grows, the centroid becomes better defined allowing the position 

resolution to improve. Counting the number of strips in a cell which 

receive at least a significant fraction of the energy deposited by a 

minimum ionizing track provides an equivalent measure of this effect as 

can be seen by comparing Figure 8.30 where we have plotted the fraction 

of events uhere two or more strips in a cell receive a least 50% of the 

minimum ionization energy. 

The position resolution depends not only on the inherent width of 

the transverse distribution, but also on the absolute width of the 

strips and the manner in which the cells are ganged. For very small 

strips, the position resolution is determined solely by the intrinsic 

width of the shower (averaged over the ganged cells). The dependence on 

strip width is weak until the strips become almost as wide as the shower 

itself. When the shower is contained completely within one wide strip, 

the centroid measurement is nearly independent of the shower 

characteristics, but then the center of the strip must be near the 
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Figure B.29. Ratio of the F&ED width of the measured 
shower centroid distribution to the RMSD width of the 
average shower transverse distribution as a function 
of depth in the stack. 
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Figure B.30. Fraction of showers where two or more 
strips in a cell receive at least 50% of the energy 
deposited by one minimum ionizing particle. 
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shower centroid, providing the strip is not too wide. When they are 

1 very wide, the distribution of the deviation of the shower centroid from 

the predicted position becomes nearly flat. These points are 

illustrated in Figure a.31 where we have plotted for 50 

the deviation of the shower centroid from the predicted 

shower maximum as measured with strips of 3 different w 

8.32 is plotted the position resol' 

a function of strip width for 500 

module strip width of 3.8 cm negli 

Mev showers, 

position near 

dths. In Figure 

ution measured near shower maximum as 

and 2000 Mev showers. The basic 

gibly effects the position resolution 

for 500 Mev showers, but has become the dominant contribution to the 

resolution at 2 Gev. As the angle of incidence increases, the situation 

impro 

prov 

ves. 

Measuring the width of the transverse shower distribution could 

de another source of information which can be used in particle 

identifcation schemes. The measured width depends more strongly on the 

strip width, however, than did the measured shower centroid. In 

particular, if only one strip is hit (i.e., receives a significant 

amount of energy) we can only assign an upper limit to the actual shower 

width. If two strips are hit, again there is little that can be said 

about the actual shower width. A narrow shower which happens to be at 

the boundary of two strips will hit them both. The fact that two strips 

were hit has statistical meaning though in that the fraction of time 

that this happens will increase with the intrinsic width of the shouer. 

Only when 3 or more strips are hit can we hope to assign a width to the 

shower which in some sense measures its intrinsic width. A common1 y 

used measure of the width is the rmsd width defined by 

zEi(Xi-Xc)*/CEi (6) 
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Figure 8.31. Distribution of the deviation of the 
shower centroid from the predicted position measured 
with strips of three different widths. 
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Figure B.32. Position resolution near shower maximum 
as a function of the strip width. 
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where Xi represents the center of the i’th strip and Xc is the 

shower centroid. If only two adjacent strips are hit, this can be 

rewritten as uw*dm) where f is the fraction of energy 

deposited in one strip and (l,, is the strip width. This has a 

maximum value of u,,,/2 when each strip receives half the energy. As 

an illustration, Figure 8.33 shows the distribution of rmsd widths near 

shower maximum as measured with 3.8 cm wide strips. Al so shown is the 

width measured on the same trials with .35 cm strips. The contribution 

from events where only two adjacent strips are hit is 1 ocated below the 

1.9 cm bin and is clearly visible. When more than 2 adjacent 3.8 cm 

strips are hit, the widths as measured by both sets are similiar. 

Thus we see the quality of the width information depends very 

strongly on the number of strips which are used to define it. In Figure 

8.34 is plotted, for 500 and 2000 Mev showers, the fraction of events in 

layer Tl Cie, near shower max) where more than 1 or more than 2 strips 

receive an energy larger than 50% of that deposited by a minimum 

ionizing track as a function of strip width. At either energy with 3.8 

cm strips, only a small fraction of events have 3 or more strips hit, 

while at 500 Mev the fraction where 2 are hit is only 50%. Therefore, 

we see that only the fraction of events where 2 strips are hit has any 

meaning as far as the LASC shower counter width information is 

concerned, and the significance of this information is weakened by 

electrical noise and the misalignment of the ganged physical layers for 

non-normally incident showers. Furthermore, for low energy showers the 

fluctuation in the number of charged particles even near shower maximum 

is so large that often only a few ionizing tracks are present thus 

making the transverse shower width a somewhat nebulous concept 
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Figure B.33. Distribution of the RMSD width for 
individual showers measured near shower maximum 
with 3.8 cm strips. The distribution measured 
on the same showers with .35 cm wide strips is 
also shown. 
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Figure B.34. The fraction of events in layer Tl 
where more than 1 or more than 2 strips receives 
an energy.larger than 50 % of that deposited by a 
minimum ionizing track as a function of strip 
width. 
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independent of the strip width. 
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