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ABSTRACT

A SEARCH FOR TIME DEPENDENT B — B_g OSCILLATIONS
USING EXCLUSIVELY RECONSTRUCTED D¢ AT SLD

SEPTEMBER 2001
CHENG-JU STEPHEN LIN, B.S., BOSTON UNIVERSITY
B.A., BOSTON UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Guy T. Blaylock

We set a preliminary 95% C.L. exclusion on the oscillation frequency of BY —
BY mixing using a sample of 400,000 hadronic Z° decays collected by the SLD
experiment at the SLC during the 1996-98 run. In this analysis, BY mesons are
partially reconstructed by combining a fully reconstructed D, with other BY decay
products. The Dy decays are reconstructed via the ¢m and K*K channels. The b-
hadron flavor at production is determined by exploiting the large forward-backward
asymmetry of polarized Z° — bb decays as well as information from the hemisphere
opposite to the reconstructed B decay. The flavor of the B? at the decay vertex
is determined by the charge of the D;. A total of 361 candidates passed the final
event selection cuts. This analysis excludes the following values of the B® — B?
mixing oscillation frequency: Am, < 1.4 psec™! and 2.5 < Am, < 5.3 psec™! at

the 95% confidence level.
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CHAPTER 1

INTRODUCTION

In this dissertation, we present the result of a search for B? — FS oscillations.
B? oscillation is a quantum mechanical phenomenon in which the particle converts
to its antiparticle, and vice versa (B? < Bg). The frequency of oscillation is
characterized by the mass difference, Amy, between the two mass eigenstates, By
and Bp, and is directly related to fundamental but poorly measured parameters
in the current theory of particle physics, the Standard Model. The B? oscillation
frequency is expected to be large. As of today, no direct measurement has been
claimed, only lower limits have been established.

A measurement of B? oscillations could shed light on some of the important
questions in particle physics, in particular, the phenomenon of Charge Parity (CP)
violation. It was assumed that the laws of physics were invariant under the com-
bined operation of Charge conjugation (particle to antiparticle) and Parity reversal
(mirror reflection). It was a startling discovery when Christenson et al. [1] con-
firmed in 1964 that CP operation is not a perfect symmetry in nature and it is
violated in the neutral kaon system. The origin of the CP violation remained a
great mystery in particle physics until the birth of the Standard Model. As we will
discuss in the next chapter, with 3 generations of quarks, the Standard Model nat-

urally accommodates CP violation. Now the key question is whether the Standard



Model’s description of CP violation is correct and complete. To address this ques-
tion, we will need to know the Standard Model effects accurately. A measurement
of BY mixing will provide an important input to pin down the Standard Model
contributions and possibly to establish the presence of new physics.

The search for the rapid oscillations of the B? meson has proven to be a challenge
for all aspects of experimental physics. It is a challenge for the particle accelerator
physicists to push the machine to produce the necessary high luminosity, for the de-
tector folks to achieve the best possible detector resolution and for people involved
in the analysis to come up with ever more clever ideas to extract the signal from
the data. The search has been truly a collaborative venture involving experiments
in Europe and in the U.S. The combined efforts over the years from experiments at
CERN, Fermi National Accelerator Lab (Fermilab) and the Stanford Linear Accel-
erator Center (SLAC) have steadily increased the limit on Am,. Based on indirect
evidence, we believe the experimental sensitivity is now near where the signal lies.
In fact, we may already have the first hint of a signal.

In this dissertation, we will discuss the efforts at the SLD (SLC Large Detec-
tor) experiment at SLAC to search for BY oscillations. Although the emphasis is
on the “Dj+Tracks” analysis, most of the issues discussed apply equally well to
other mixing analyses at SLD. All B? mixing analyses require the same three basic
ingredients: 1.) a data sample enriched in B? events, 2.) a means to determine
the B? flavor at production and decay and 3.) an algorithm to reconstruct the BY
proper decay time. Optimizing the three ingredients is the key to achieving good
sensitivity to BY mixing. The discussion in the coming chapters is divided into three
main sections: theory, experimental apparatus and analysis. In the theory section,
we will introduce the Standard Model with an emphasis on the physics relevant

to Z° pole and B? mixing. We will discuss the Cabibbo-Kobayashi-Maskawa ma-



trix (CKM matrix) and the various experimental constraints on the CKM matrix
parameters. After the theory discussion, we will move on to describe the experi-
mental apparatus that produced the data used in this dissertation. The remaining

chapters are devoted to the analysis of B? oscillations.



CHAPTER 2

THEORETICAL MOTIVATION

The fundamental theory of particle physics describes the basic constituents of
matter and the interactions between them. Based on our present understanding,
there are two categories of point-like particles in nature: fermions and bosons.
Fermions come in two distinct classes: quarks and leptons. The six quark flavors
have been given whimsical names: up, down, charm, strange, top and bottom. The
six leptons are: electron (e), muon (u), tau (7) and the three neutrinos (v, v,
and v,). For each particle that exists in nature, there is a corresponding partner,
the antiparticle. For example, the electron has its partner the anti-electron (or
positron).

In our current view, particle interactions are mediated by the exchange of force
carrying particles. These force carrying particles are collectively referred to as
intermediate vector bosons or as gauge bosons. The photon is the mediator of the
electromagnetic interactions. Figure 1 shows the Feynman diagrams that depict
examples of electromagnetic interactions. Gluons, on the other hand, participate
in the strong interaction and they are responsible for holding the nucleus together.
The weak force, mediated by a neutral and two charged bosons, Z° and W%, is
the culprit behind the decay of heavy particles. Lastly, the gravitational force is

presumably transmitted by the undiscovered graviton.



(a) (b)
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Figure 1: Feynman diagrams of electromagnetic interactions. Diagram (a)
shows electron (e™) positron(e™) scattering via exchange of a vir-
tual photon. Diagram (b) shows electron and positron annihilating
into a photon and the photon later produces an electron-positron
pair. These two diagrams are examples of Bhabha scattering.

An important goal, if not the holy grail of particle physics, is to explain all four
interactions in the most elegant and simple way. This has inspired physicists on a
long journey to unify all forces. Just as electricity and magnetism were shown to
be two different manifestations of the same electromagnetic force, Glashow, Salam
and Weinberg (GSW) [2] demonstrated that electromagnetic and weak interactions
are manifestations of a single electroweak interaction. The electroweak unification
required the existence of three gauge bosons, W= and Z°. It was a great triumph
for the GSW theory when W+ and Z° particles were later discovered [3]. With the
success of the electroweak unification, the next logical step is to incorporate the
strong with the electroweak force. The strong interaction is so far described by a
stand-alone theory, the Quantum Chromodynamics (QCD). Attempts to combine
QCD and GSW theories into a Grand Unified Theory (GUT) are showing great
promise. There are some indications that the unification occurs at the high energy
scale of about 10'5 GeV. The last force, gravity, is perhaps the most familiar force

to us. After all, gravitational attraction is responsible for keeping us on the earth

and the planets in orbits. Ironically, theoretical treatment of gravity has been the



most difficult among the four forces. There is not yet a consistent formulation
of renormalizable quantum field theory for gravity due to the fact that graviton
is a spin-2 particle. A renormalizable theory is one where the divergences in the
theory can be mathematically removed in order to obtain finite physical results.
Fortunately, gravity is far weaker than the strong and the electroweak forces at the
energy scale pertinent to experimental particle physics. Thus, the effect of gravity
could be ignored in our subsequent discussion. Nevertheless, to have a completely
unified theory, whether it comes in the form of supergravity, superstring or other
theories, gravity would have to be incorporated into the overall scheme.

The Standard Model is our current theory of particle physics. The theory has
been extremely successful at describing the electroweak and the strong interactions.
It has survived a battery of experimental tests with ever more precision for over
two decades. However, the Standard Model is believed to be only an “effective”
theory [4], a theory that is a low energy approximation to the more fundamental
theory of particle physics. This belief is based on conceptual as well as experimental
grounds. As mentioned earlier, the electroweak and the strong interactions are
expected to manifest as a single force at the GUT scale. It is conceivable that the
unification could also include gravity at higher energy, perhaps near the Planck
scale of 10! GeV. At this energy, it is unlikely that the Standard Model in the
present form would still be valid without introducing new physics.

On the experimental side, new results are beginning to reveal hints of phe-
nomenon beyond the Standard Model. The recent result released by the g-2 exper-
iment [5], which performed a precision measurement on the anomalous magnetic
moment of muon, shows inconsistency with the predicted value from the Standard
Model. If the result is verified, this would be a direct confirmation that the Stan-

dard Model is incomplete. In the neutrino sector, results from SuperKamiokande [6]



and SNO [7] experiments are suggesting that the atmospheric and solar neutrino
deficit anomalies are due to neutrino oscillations. The consequence of the findings
is that the neutrinos have to be massive. It is improbable at this point that all
the evidence of oscillations will disappear, and thus the Standard Model would
have to be modified to include neutrino mass. A more subtle hint of new physics
comes from astrophysical observations. There is mounting evidence that most of
the matter in the universe is composed of particles outside the Standard Model, the
so called non-baryonic cold dark matter [8]. The neutralino, the lightest particle
in Supersymmetry (SUSY) is a prime candidate for the mysterious dark matter in
the universe. If SUSY is confirmed experimentally, it would open up a new chapter
in particle physics as well as solving the cold dark matter problem. It would also
double the known list of particles since SUSY rests on the premise that for every
particle in nature there is a corresponding SUSY partner.

There are numerous other experimental hints of new physics. The last example
that we will discuss concerns baryogenesis. As Sakharov pointed out in his 1967
paper, one of the necessary conditions for the formation of baryon and antibaryon
asymmetry in the universe is that CP invariance must be violated [9]. Although
the Standard Model accommodates CP violation, it has been suggested that the
level of CP violation is insufficient to account for the large asymmetry observed
between matter and antimatter [10]. This might be an indication that there are
new sources of CP violation beyond the Standard Model. The phenomenon of CP
violation is one of the least tested aspects of the Standard Model. At the present
time, we still do not have conclusive experimental evidence to demonstrate that
the Cabibbo-Kobayashi-Maskawa matrix (to be discussed in section 2.2.1) in the
Standard Model correctly describes the CP violation effects in nature. Therefore

it is imperative that we thoroughly test the Standard Model’s description of CP



violation. As we will discuss later, the study of CP violation is the subject of this
thesis analysis.

We will devote the remaining sections of this chapter to aspects of the Standard
Model that are important to CP violation. A thorough treatment of the Standard
Model is beyond the scope of this dissertation and therefore we will only focus on
some of the basic principles. Interested readers could consult reference [11] for more

details or clarifications.

2.1 Overview of the Standard Model

The Standard Model is a quantum field theory based on local gauge symmetries.
The theory, more specifically the Lagrangian, is constructed in a way that it remains
invariant under local gauge transformations. The Standard Model gauge symmetry
group is:

SU(3)e ® SU2), @ U(1)y, (2.1)

where subscript C' denotes the color, L for left-handed helicity, and Y for hyper-
charge. In particular, SU(3)¢ is the symmetry group for the strong interactions and
SU(2), ® U(1)y is the group for the electroweak unification. The Standard Model
is composed of two distinct parts: the GSW theory that describes the electroweak

interaction and the QCD theory that describes the strong interaction.

2.1.1 Electroweak Interaction

The GSW theory is based on the SU(2), ® U(1)y gauge group. The require-

ment of gauge invariance generates interaction terms. The SU(2) group has three



generators that give rise to three gauge bosons while the U(1) group has one asso-
ciated gauge field. A new quantum number, the weak isospin (I) is introduced in
the electroweak theory. The left-handed leptons and quarks are arranged in three
families or generations of doublets with the weak isospin assignment I = 1/2 and
the third component I3 = £1/2. As illustrated in figure 2, each left-handed quark
or lepton in the same family can convert into each other via the charged current

interaction involving the W*. The right-handed fermions and the left-handed an-

(b)

(va),

Figure 2: Feynman diagrams of charged weak interactions. Diagram (a) in-
volves the quark sector and (b) involves the lepton sector.

tifermions, however, are weak isospin singlets (I = 0) and do not couple to W+
bosons. Thus, the electroweak theory violates Parity (left-right symmetry). In
addition to weak isospin, there is another quantum number, the weak hypercharge
(Y), that is related to the charge and the third component of weak isospin by the

Gell-Mann-Nishijima formula:

Q=15+ %Y. (2.2)

Table 1 summarizes the electroweak multiplets and the associated quantum num-

bers. There are no right-handed neutrinos and left-handed antineutrinos in the

!
Y

Standard Model (assuming neutrinos are massless). The down-type quarks (d’, s



b') in weak isospin doublets are the rotated states of the flavor eigenstates (see

section 2.2.1).

Fermion Multiplets 1 I3 Q
s | (), (), (%), 12 (Sa) (5)
e ), L), T ), —1/2 -1
€R HUR TR 0 0 -1
u c t +1/2 +2/3
anie (), (), (o), e (52) (555)
d . s . b’ . -1/2 -1/3
URr CRr tR 0 0 +2/3
dR SR bR 0 0 —1/3

Table 1: Electroweak interaction multiplets. The columns under I and I3 list
the weak isospin and the third component of the weak isospin as-
signments for the fermions. The column under Q lists the electric
charge.

The two fundamental interaction terms in the GSW formalism are: a weak

isotriplet current J, that couples to the three vector bosons W* with the coupling
strength g,

—igd, - WH = —ig(J,WH + W + JSWH), (2.3)

and a weak hypercharge current that couples to the vector boson B* with the

coupling strength ¢'/2,

!/

9 v
~05Ju B*. (2.4)
The wavefunctions of the physical charged bosons W= can be expressed as:
1
+\ _ 1 . 2
W=y = —(WN F zWN). (2.5)

V2
The two neutral gauge bosons, photon and Z° are mutually orthogonal linear

combinations of the fields Wi’ and B,. More specifically the physical states are:

|A,) B, cos by, + W5 sin ,, (2.6)

\Z,.) —Bysin by, + W} cos 0,

10



where A, is the photon field, Z, is the Z° field and 6, is the electroweak mixing
angle. The electroweak mixing angle tells us the strength of the mixing between
the weak and the electromagnetic interactions. For 6,=0, the two interactions
are completely decoupled. This scenario has been ruled out by experiments. The
current measured value of the angle is sin®6,, = 0.23146 £ 0.00017 [12]. The
couplings g and ¢’ are related to the electroweak mixing angle,

!

sinfy, = ——9 (2.7)
V9 +9?
and to the electric charge,
e = gsin by, = g’ cosb,. (2.8)

The electromagnetic and weak couplings are therefore not independent and are
related to more fundamental parameters. This is the essence of electroweak unifi-
cation.

The above formalism describes beautifully the relationship between electromag-
netic and weak interactions. However, it does not elucidate how particles acquire
mass. The naive method of introducing mass terms to the Lagrangian spoils the
gauge symmetry and leads to problems with renormalization. A possible solution to
the issue of mass generation is the Higgs mechanism [13]. In this theoretical model,
four scalar fields (Higgs fields) are required, one for each gauge boson. Three of
the Higgs bosons, the quanta of the Higgs fields, are absorbed by W= and Z°
during the electroweak phase transition. This process breaks the SU(2), @ U(1)y
symmetry and generates the masses for the three gauge bosons. The fourth Higgs
boson remains free since the photon is massless. The search for the Higgs boson
is another important area of experimental particle physics. The discovery of the

Higgs boson could explain the origin of the electroweak symmetry breaking. The

11



predicted masses of the gauge bosons are based on three parameters, the coupling

constants g and ¢', and the vacuum expectation value of the Higgs fields v:

1 1 e
mwy+ = —gu= —v
w 29 2 siné,,

1 Mmwy+
Mmyo = —u\/g2+g?2=
2 2 g9 cos 6,

The same Higgs mechanism also gives masses to the fermions (except neutrinos,

(2.9)

which are assumed to be massless). The masses of the fermions are introduced via
Yukawa couplings between the Higgs boson and the fermions. For the quark sector,

the most general Yukawa interaction term can be expressed as [14]:

£==3% [Gyuir (9'Djr) + Giydin (¥'Dj1 )| + hec., (2.10)

i .

3 3
=1j=1

where the weak eigenstates of the unbroken gauge theory are

Uj
DjLE y UjR, de. (211)
d;

L
The matrix, Djy, is the SU(2);, doublet and u;g, d;r are the right-handed SU(2)
singlets for up-type (u, ¢, t) and down-type (d, s, b) quarks, respectively. The
indices, 7 and 7, run from 1 to 3 for three generation of quarks. The 3 x 3 matrices,

G and C:”ij, each contains 9 complex constants that describe the inter-generation

quark couplings. The SU(2) Higgs doublets are

o+ -
d = ;O =in®*, (2.12)
(I)O

where &+ = (¢, +id2)/V/2, ®° = (¢35 +ids)/V/2 and 7, is the second Pauli matrix.
The scalar fields ¢, ¢9, ¢3 and ¢, are the four postulated scalar Higgs fields. The

mass terms for the up-type and down-type quarks can be obtained from the vacuum

12



expectation values of ® and :

31

(Ul,’LLQ, Ug)RMu Ug + h.C.,

L
dy
(dy1, do,d3)gpM*| d, | + hec., (2.13)
ds
L

where Mf] = %Gm and M;{j = %Gi,j. The parameter v/\/§ is the vacuum
expectation value of ®. The off-diagonal terms of the mass matrices couple weak
eigenstates of different generations. The quark mass eigenstates can be obtained

by diagonalizing the mass matrices. The diagonalization is accomplished by multi-

plying the mass matrices with appropriate unitary matrices on the left and right,

m, 0 O
Ug' M"Up, = 0 m. 0 |,
0 0 my
mg 0 O
Dz'MD;, = 0 my, 0 |, (2.14)
0 0 my

where Ug, Ur, Dg and Dy, are the unitary transformation matrices. The diagonal
terms on the right are the physical quark masses. The mass eigenstates u, ¢ and
t are linear combinations of the weak eigenstates u;, us and usz and likewise for
the down-type quarks. In the charged-current weak interactions involving the W=+

bosons, the bilinear terms ui;,v*d1r, topy*dor and uspy*ds;, terms appear in the

13



Lagrangians. The sum can be expressed as an inner product of vectors:

dy d
(ula U2, u3)L/YN d2 = (U, c, t)LUzDL’yN S (215)
ds b
L L

Therefore, in the charged current interactions, generation mixing of the mass eigen-

states occurs and can be characterized by a mixing matrix
V=UID,. (2.16)

To complete the discussion on the GSW theory, we now show the Lagrangians
for electroweak interactions. The Lagrangian for the neutral current interaction

involving the photon and the Z° has the form:

0 €
£ = jlerQua,+

mf}/’*ZM [I3f(1 - %) - 2Q¢ sin? Qw] } f

=7 {e’y“QfAu + mv“ZN (vf — affy5)}f, (2.17)
where * are the Dirac matrices, () is the charge of the fermion, A, is the photon
field, Z,, is the Z° boson field, I3/ is the third component of the weak isospin, and
f is the fermion field. The vector (v;) and axial-vector (a;) coupling constants are
defined as:

vy = Igp —2Q; sin® 0y, (2.18)

ap = Is;.
The vector and axial-vector couplings for the Standard Model Fermions are listed
in table 2. Unlike the neutral current interaction, the charged current interaction

involving W* does not conserve flavor. This behavior is reflected in the charged

weak interaction Lagrangian. In particular, the Lagrangian for the quark sector is:

+ € _ q -
£ = V2sin b, @7 (1 = Y)W, (Voxa)d + dy* (1 = 4" )Wy, (Vo))
(2.19)
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Fermion (f)

al v o
Ve, Uy, V. 0 = +=
eea wy ¥t ! _l_|_22' 20 _i
T A RSl I
u, ¢, t +§ —1-?— 3 Sin” 0y, +%
d, s, b —z | —5+2sin’6f, | —3

Table 2: Standard Model vector (vf) and axial-vector (a;) couplings for up-
type and down-type fermions.

where Wui are the W boson fields, Vox s is the 3x3 Cabibbo-Kobayashi-Maskawa
matrix that describes quark mixing (see equation 2.16), u represents the up-type
quarks (u,c,t) and d the down-type quarks (d,s,b). The determination of the
elements of the CKM matrix is the prime focus of this dissertation. We will return

to this topic after completing the survey on the Standard Model.

2.1.2 Strong Interaction

The theory of the strong interaction, QCD, is based on the SU(3)c gauge
symmetry group. The requirement of gauge invariance generates eight interacting
terms, gluon fields, that mediate the strong force. The SU(3)¢ symmetry is exact
and unbroken in QCD and therefore the gluons are massless. In electromagnetic
interactions, the photon couples to the electric charge. In a similar fashion, gluons
couple to the color charge in strong interactions. There are three types of color
charges: red (r), green (g) and blue (b), and the corresponding anticolors. Since
leptons do not carry color charge, they do not participate in strong interactions.
A consequence of the non-Abelian nature of the SU(3)¢ symmetry group is that
the gluons themselves carry color charges (color and anticolor). This allows the

gluons to couple to other gluons. Color charge, like electric charge, is conserved
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in all strong interactions. Figure 3 shows an example of quark-gluon coupling and

conservation of color charge.

q(r)
g(b,r)

q(b)

Figure 3: The Feynman diagram shows the coupling of quark to gluon. In this
diagram, the quark changes from blue to red and the gluon carries
away one unit of blueness to conserve color.

Experimentally, particles appear to come in colorless bound states. That is,
quarks in ¢q states (mesons) always come in color-anticolor pairs. For baryons
with three quarks, the quarks each carry a different color to form a color singlet
state. The fact that no isolated quark with bare color has ever been observed in
nature gives rise to the confinement concept. Although confinement is not explicitly
demonstrated in QCD, a plausible explanation is that the potential energy between
quarks increases with separation so that the quarks can never break free. Therefore,
it is more energetically favorable to produce an extra ¢q pair than an isolated quark.

A unique feature of QCD is asymptotic freedom. It is found that the coupling
constants in particle interactions are not really constants, they are “running con-
stants”. In particular, the strength of the strong coupling constant «, decreases
as a function of energy due to the presence of self-interactions among gluons. The
coupling «, has the following first order dependence on Q?, the four-momentum

transfer:
47
(11 — %nf)log(%) ’

where ny is the number of quark flavors involved and A is the fundamental QCD

o,(Q%) = (2.20)
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scale (Agop &~ 200 MeV). For Q* approaching the fundamental QCD scale, the
strong coupling constant becomes large. For an energy scale of about 1 GeV, the
typical hadron mass, «; is greater than one. This is in the region where the QCD
calculations based on perturbation theory fail. One of the few available tools to
make calculations in the non-perturbative region is the numerical technique called
Lattice Gauge theory [15]. This technique has made tremendous progress in recent
years but the application is still very limited. In cases where Lattice QCD has made
predictions, the results are often hindered by a large uncertainty. At the energy
scale near the Z° mass of 91 GeV, the strong coupling constant «a; is approximately
equal to 0.12, which is sufficiently small that perturbation theory may be applied
to hard processes with @Q* > Agep.

The success of QCD rests not only on solid theoretical foundation of gauge
symmetry but also on experimental verifications. However, to fully exploit the
framework, progress in computational technique, especially for soft processes, is

needed. This is a challenge for the theoretical community.

2.2 CP Violation in the Standard Model

A process is said to violate CP symmetry if its rate and the rate of the CP-
conjugate process are different,
Asf &L Aoy (2.21)
TA—=f) # T(A=])
This can occur if there exists a relative complex phase between two amplitudes

leading to the same final state (for a pedagogical discussion see [16]). The matrix

element for the process illustrated in figure 4 can be written as M = M; +e M,
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~_ 7

M,

Figure 4: Two different paths of A — f with amplitudes M; and M,.

where ¢ is the relative complex phase between amplitudes M; and M,. The rate

of the process is given by the square of the total amplitude M,
R= MM*= M,M;] + MyM; + M;Mje™* + M; Mye™. (2.22)
For the amplitude of the CP-conjugate process, the complex phase changes sign,
M 0 = M,y + et M, (2.23)
and the transition rate is
R = MM* = MM} + MyM; + M, M;e™™ + M} Mye™. (2.24)

Now it is clear that there are three conditions for CP violation to occur in a given

Process:

e there has to be more than one way to go from the initial state to the final

state to generate the interference term,
e the amplitudes M; and M, are complex (CP conserving phases) and
e there is a relative CP violating phase ¢ between the two amplitudes.

There are generally higher order processes that result in the same final states as the

tree level decay and therefore the first condition is readily satisfied. An example of
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W S g c

b C b u,C,t S
\W

Figure 5: Feynman diagrams of b decay. Diagram (a) shows the tree level decay
of b quark to c¢s. Diagram (b) shows the electroweak penguin decay
of b quark to the same final states.

this type of decay is illustrated in figure 5. The second condition can be satisfied
by strong interaction phases which are invariant under CP. We will discuss in the
next section that the final requirement may be fulfilled by the complex phase in
the quark mixing matrix for three generations of quarks.

There is another method to generate the required CP violating interference
term. Instead of relying on the decay amplitudes, interference can occur through
mixing. Figure 6 shows the decay of BY to the CP eigenstate of 77~. The same
final state is also accessible to BY. This type of process could potentially generate
CP violation if the two amplitudes have a non-vanishing relative phase. Similar to

the previous example, the latter condition could be met by the complex phase in

& @

NGO

Figure 6: The decay of B® to CP eigenstate (7+7~) with and without mixing.

the CKM matrix.
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2.2.1 CKM Matrix

A consequence of the Higgs mechanism is that the quark weak eigenstates are
not the same as the physical mass eigenstates. Instead of coupling to the physical
mass eigenstates (u, d, ¢, s, t, b), the charged weak currents couple to the weak
eigenstates (u, d', ¢, ¢, t, b'). This induces mixing in the quark sector and allows
transition between generations to occur. By convention, we rotate the down-type
quarks and express the weak eigenstates as orthogonal combinations of the physical

quark eigenstates:

dl Vud Vus Vub d
ldY = Vexm-ldy=| s [=| Vg Vis Va s |- (2.25)
b’ Viae Vis Vi b

The CKM matrix is a unitary matrix whose elements describe the strength of
the couplings between up-type and down-type quarks. In principle, there are 18
parameters: 9 magnitudes and 9 phases. After applying the unitarity constraint
and removing arbitrary phases, the number of independent parameters is reduced to
four: three rotation angles and one phase. This phase, if non-zero, could explain the
existence of CP violation in the Standard Model. This was the original motivation
for Kobayashi and Maskawa to propose the third generation of quarks before the
bottom quark was discovered [17]. They recognized that the phase could only
occur in the mixing matrix if there are three or more generations of quark (for 2
generations of quarks the matrix elements are all real).

A popular approximation of the CKM matrix is the Wolfenstein parameteriza-

tion [18]:
1—7%/2 A ANX3(p — in)
Veru & Y 1—A%/2 AN? +O\Y). (2.26)
AN(1—p—in) —AN 1
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In this parameterization, the 3 real parameters are A, p, A, and the complex
term is 7. The CKM elements are expressed explicitly in powers of A (A =
sin Ocapivee ~ 0.23), thus the relative magnitudes between the various elements
are quite apparent (the other parameters are of order 1).

The Standard Model does not offer any insight on the values of the matrix
elements. They all have to be determined experimentally. The values obtained
from current experiments are shown below. The range of values corresponds to

90% confidence limits [19]:

0.9742 — 0.9757  0.219 — 0.226 0.002 — 0.005
Vekwr = | 0.219-0.225 0.9734—0.9749 0.037—0.043 | (227)
0.004 — 0.014 0.035 —0.043  0.9990 — 0.9993

The diagonal elements are for transitions within the same generation. As expected,
the values are of order unity. The off-diagonal elements describe transitions across
generations. The two least known elements are V,,;, and V4. These two elements also
harbor the most significant imaginary parts. To resolve the CP violation question,
V. and Vi will have to be determined to a much better precision.

The elements V,;, and V}4 are related by one of the unitarity constraint equations:
wVud + VepVea + Vi Via = 0. (2.28)

This relation can be expressed as a triangle on the complex plane as shown in
figure 7. This triangle is the least degenerate and contains the largest complex term
among the six triangle relations. It is often referred to as the Unitarity Triangle.
The apex of the normalized triangle is denoted by the Wolfenstein parameters p
and 7, with n being the imaginary term. The Unitarity Triangle provides a natural
arena to test the Standard Model. If the Standard Model is to stand on firm

footing, two conditions have to be satisfied: 1.) the Unitarity Triangle is closed,
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(0,0) (0,1)

Re

Figure 7: The Unitarity Triangle. Triangle (a) illustrates the unitarity con-
straints. Triangle (b) is normalized to |V;V| so that the base is
real and with a unit length.

ie. a+ f+~v=180° and 2.) n # 0. The first condition comes from the unitarity
constraint of the CKM matrix. If it is found otherwise, it may imply that there
is an additional generation of quarks or other interactions. The second condition
is needed for CP violation to occur. If 7 is found to be zero, then the Standard

Model in the current form cannot accommodate CP violation. The observed CP

violation would have to come from sources beyond the Standard Model.

2.2.2 Phenomenology of B? - B? Oscillations

We have discussed in the previous section the importance of measuring CKM
matrix elements. We now turn our attention to the phenomenology of B° mixing.
Our discussion here applies to both BY and B? oscillations. We will show that
measuring both B? and BY mixing is the most promising approach to extract the
matrix element |Vq].

The oscillation of B mesons comes about due to the fact that the mass eigen-

states have different time evolution and the states are not the same as the weak
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eigenstates. The time evolution of the system is described by the time dependent

Schrodinger equation:
BO H, H BO
ig S| = S ’ (2.29)
t{ po Hy, Hoy |\ BO

M =il Myy—ily | [ B

My—ity, M—ir |\ B
where the diagonal elements M and [' correspond to the mass and the decay
width of the B® and B, respectively. Invariance under the combined operations of
Charge, Parity and Time Reversal (CPT) requires Hy; and Hasy to be the same. The
off-diagonal term M, corresponds to virtual B°-BO transitions and 'y corresponds
to on-shell transitions. An example of on-shell transition is B® — 7t7— — B,
In the Standard Model, M, is expected to be large compared to I'15 [20]. There-

fore, unlike the K% — K° system where mixing is driven by on-shell transitions, B°

mixing is dominated by virtual transitions via box diagrams (see figure 8).

b _ 1 th,ts‘ d,s b - w th,ts d,s
W w 1
s 3 b a5
th,ts th,ts

Figure 8: The box diagrams for BS and B? oscillations. The diagrams with
virtual top quarks in the intermediate loop are the dominant contri-
butions to Mis,.

To obtain the weak eigenstates, we diagonalize the Hamiltonian in equation 2.29.

We obtain,

IBy) = (pIB°) +q|B%)), (2.30)

1
NEaE
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1
VP T

where | By ) is the light mass eigenstate, | By ) is the heavy mass eigenstate, p? = iH,

|Bu) = (p1B%) — 4|B)

and ¢* = iHy. Ignoring the effect of CP violation in mixing (assuming |p/q| = 1),
which is expected to be small in the B® — BO system, the weak eigenstates also

become CP eigenstates (B; and Bs):

— 1 0 20
|BL) = |B;) = 7 (1B% + |BY), (2.31)
Bu)— By = —=(1B%)—|B%).
V2
The eigenvalues of the Hamiltonian are m, o — z% where,
A
My = MiTm, (2.32)
A
FLQ - F:l:T

The mass and the decay rate differences between the eigenstates are:

F *

Am = my—ms=2Re \/(M12 - %) (Mf2 — 2”) (2.33)
r I:

ATl = Ih—Ty = —4Im\/<M12 - %) (Mf2 - %)

To obtain the time evolution of the B state, we first invert equations 2.31 to express
BY as a linear combination of Bj, and then apply the time evolution operator to
the |B%(t = 0)) state. The resulting expression is:

1 ) 1 )
B(t)) = —=e0mt=12)| B (1 = 0)) + —=e"m2t=T2D|By(+ = 0)).  (2.34

Finally, we can derive the probability for B to decay as B® (unmixed) or B

(mixed) as a function of time. The probability distributions are:

Punmi:ced(t) = |<BO‘BO>|2 = (eirlt + eirﬂ + 2671—% COS Amt) (235)

N N

Prized(t) = |<B0|BO>|2 = (e_rlt +e 12t —2¢7 T cos Amt) ,
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where I is the average decay rate (%) In the limit of AT' < Am, equations 2.35

are reduced to:

Punmizea(t) = e (1 + cos Amt), (2.36)

Prized(t) = =e "'(1 — cos Amt).

NN =

The probability distributions for mixed and unmixed events are shown in figure 9.

B° - B° UNMIXED

. B B° MIXED

Proper time (ps)

Figure 9: Probability distribution functions for mixed and unmixed events with
generated Am; of 10 psec™! and B? lifetime of 1.57 psec.

The frequency of oscillations for the B meson is the mass difference between the
mass eigenstates. For the BY system, the mass difference is denoted by Amgy and
for the B? system, the chosen notation is Ams.

The mass difference, Am, can be calculated from the box diagrams (figure 8).

For Amyg, the expression is [21],

2

G . *
Ama = B ity B aSo( 20 ViaVil?, (237)

where Gy is the Fermi constant, ng is the QCD correction factor that accounts

for the strong interaction at short distances, mpy is the mass of Bg, my 1S the

mass of the W boson, fg4 is the B decay constant, Bgg is the bag parameter that
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corrects for the vacuum insertion approximation, and Sy is a kinematic function.

The kinematic function has the form,

1 9 3 32%In(2)
T4 41 -2) 201—2)2 20 —2)3%

(2.38)

The mass difference, Amy, has been measured to about 2%. The recent world
average on Amy is 0.4844-0.010 psec™! [72]. It may appear that with a measurement
of Amy, equation 2.37 can be used to extract the CKM matrix element |V;4|. How-
ever, there are large theoretical uncertainties associated with the non-perturbative
QCD factors, in particular, the value fgqv/Bpg obtained from the Lattice calcu-
lation has an uncertainty on the order of 20%. Without further improvement on
the theoretical inputs, the extraction of |Vi4| from Amy is severely limited. The
problem can be circumvented if one measures the ratio of Amy and Am,. As shown
below, in the ratio, many theoretical uncertainties cancel and that allows one to

extract |Viq| to about 5%.

Vis
2 = (1.14j:0.06)|ﬁtd|2. (2.39)

Am,  mp, [ Bs, |E

- 2
Amg  mp,f By B, Vi

The B? oscillation frequency is expected to be large in the Standard Model. In
the Wolfenstein parameterization, Amg is proportional to \® and Am, is propor-
tional to A* (A & 0.23). Therefore, based on naive coupling analysis (ignoring QCD

effects and assuming |1 — p — in| = 1), Am, is about 20 times larger than Amy.

2.2.3 Experimental Constraints on p — 7

The major challenge in B physics for the coming decade is to perform precision
measurements of the CKM matrix elements. The experimental goal is to over-

constrain the Unitarity Triangle by measuring all three sides and all three internal
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angles. Any detected inconsistency in the triangle relation may be a hint of new

physics.
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Figure 10: An illustration of the various constraints on the apex of the Uni-
tarity Triangle.
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[

Figure 10 illustrates the various experimental constraints on the apex of the
Unitarity Triangle (p,7n). The angle 5 is currently the only internal angle of the
Unitarity Triangle that is directly accessible by experiments. In fact, the BaBar
experiment at SLAC and the Belle experiment at KEK in Japan have recently
reported sin(2/) values of 0.59 4+ 0.14 and 0.99+0.15, respectively [22]. The results
are of particular importance since they not only establish for the first time the
presence of CP violation in the B system, they also constrain the n parameter
in the non-zero region. The sin(2/3) value is obtained from measuring the rate

asymmetry between the decays of B — J/¢YK? and B® — J/%K° The time
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dependent asymmetry is given by [23],

I'(B® — J/¢YK?% —T'(B° — J/¢K?)
['(BY — J/¢K9) + (B — J/¢KO)

 sin(24) sin(Amgt). (2.40)

The ratio of |V,| and |V,| is proportional to v/p? + n2. Therefore it defines the
circular band on the p — 7 plot centered at the origin with a width that is given by
the uncertainty on the ratio. There are two approaches to measure V,,: inclusive
and exclusive [62]. For the inclusive method, the partial width for semileptonic B
decay to charm mesons is related to |V,| using the expression obtained from the

heavy quark expansion:

(Br(b — clv) x 1.55ps)
(0.105 x )

V| = 0.044 x \l (2.41)

In the exclusive method, the value of |V,| is extracted by measuring the differential
decay rate for B — D*~I*v as a function of w, where w is the four-momentum
product of D*~ and BY. The differential decay rate for the decay is given by:

% = K(w)F?(w)| Ve ?, (2.42)
where K is the kinematic phase space term and F' is the hadronic form factor of
the decay. The unknown term in the expression is the form factor. However, it can
be calculated in the heavy quark limit at w=1, which corresponds to the scenario
where the D*~ is at rest in the BY rest frame. Experimentally, one measures the
differential decay rate near the kinematic endpoint and extrapolates to w=1 to
obtain the value of |V|.

Similar to the inclusive |V, analyses, the element |V,;| can be extracted by
measuring the rate of charmless B decays. One could either measure the inclusive
b — u or exclusive (e.g. B® — plv) decay rates [23]. The inclusive approach has the

advantage of larger statistics and less model dependence compared to the exclusive

analyses.
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CP violation in K°-K° mixing can also contribute to the overall determination
of the Unitarity Triangle. The parameter ex describes the CP violating effect in

the kaon system. It is given as,

_ 6i7r/4 Im M12

(2.43)

where Amy is the mass difference between K? and K2, and M, is related to the
box diagram for K° mixing. By evaluating the matrix element M, and substituting

the result into equation 2.43, one could obtain the expression [23]:

n(l—p) +né =&, (2.44)

where &; o are parameters derived from experimental and theoretical inputs. Equa-
tion 2.44 specifies the hyperbola on the p-n plane (figure 10). The width of the
hyperbola band is defined by the uncertainties in & and &,.

As discussed in the previous section, Amy is proportional to the matrix element
|Via|, or in the Wolfenstein parameterization, /(1 — p)? + n%. This defines a circle
on the p — n plane centered at (1,0). The Amyg input effectively constrains the
magnitude of the right side of the Unitarity Triangle. In the absence of a direct
Amgs measurement, the limit on the ratio Amgs/Amy translates to a tight upper
bound on the right side of the Unitarity Triangle.

The constraints from |V;4| and the angle 8 on the apex of the Unitarity Triangle
are mutually orthogonal. These two parameters are likely to be the first two well-
measured parameters on the triangle relation and could provide strong constraints
on the values of p and 7. The result of the global fit on the apex of the Unitarity
Triangle using recent experimental and theoretical inputs is given in the conclusion

chapter.
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2.3 Polarized Z° — ff Decays

We conclude this chapter with a discussion on the physics of ete™ — Z° — ff
decays. This discussion will naturally lead us to the next chapter on experimental
apparatus.

There are two processes that could occur at the eTe™ collision point. These

processes are shown in figure 11. At the Z° pole, the cross section is dominated

(a) (b)
e+ f et f

e /e /
Figure 11: The Feynman diagrams for ete™ — (a) v — ff and (b) Z° — ff
decays.
by the Z° production diagram and therefore the photon exchange term may be
neglected. The differential cross section at the Z° in the center of mass frame is

given by (ignoring v and v — Z° interference contributions) [11]:

do_ 1 p
dQ  64n2s p;

Mz, (2.45)

where /s equals the total energy in the center of mass frame, p; (py) is the mo-
mentum of the incoming (outgoing) particle and M is the scattering amplitude

for the process shown in figure 11b. The scattering amplitude is given by:

AN
k2 _HM% Z) [efy (Ue - aefys)e] ) (246)

2

My = 9 [J?’Y“(Uf - af’Ys)f] (gw’

 4cos? 0

where f (e) is the fermion (electron) field, g,, is the metric tensor, £ is the four-

momentum of the Z° and M is the mass of the Z°. The differential cross section
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evaluated for the case of polarized electron beams is then,

do
dcos 0 x

(1 — A.P.)(1+ cos?0) +2A;(A. + P.) cos b, (2.47)

where Ay = 2ayvf(af + v7) and 6 is defined as the angle between the outgoing
fermion and the electron direction. The electron polarization P, is defined as:

_ N(R)—N(L)
° N(R)+ N(L)’

(2.48)
where N(R) (N(L)) is the number of right-handed (left-handed) electrons in a
beam bunch.

An important feature of the differential cross section given in equation 2.47 is
that the total cross section is larger for left-handed polarized beams, i.e. the Z°
boson preferentially couples to the left-handed fermions. This is due to the parity
violating nature of the weak interactions. The difference between right-handed and
left-handed cross sections is known as Arr and it is related to the fundamental

parameter sin” f,,, the weak mixing angle,

01, —OR

A = — 2.49

w o= 2 (2.49)
2(1 — 4sin6,,)

= . 2.50

1+ (4sin?6,,)2 (2:50)

Experimentally, the measured quantity is,

ng —Ngr

Ameasured 2.51

i P (251)

== |Pe|ALRa (252)

where n;, and ng are the number of Z° produced for left-handed and right-handed
polarized electron beam, and |P,| is the average polarization of the electron beam.
The measurement of Ay g is the most direct and clean method to extract the weak
mixing angle. Using this technique, the SLD experiment has produced the best

single measurement of sin? 6,,.
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Another important feature to note is that the differential cross section is asym-
metric between forward (6 > 0) and backward (f < 0) scattering events. This
is due to the second term in expression 2.47 which has a linear dependence on
cos . Consequently, for left-handed polarized electron beams (P, < 0), the outgo-
ing fermion from the Z° decay is more likely to decay along the same direction as
the outgoing electron beam (fermion decay direction is reversed for right-handed
beam polarization). Figure 12 shows the differential cross section for b quark ver-

sus cos f for three different polarization values. The strong dependence of the cross
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Figure 12: The plot shows the differential b quark production cross section as
a function of cosf for three polarization values (P, = 75%, -75%
and 0). The angle 6 is defined as the angle between the b quark
momentum and the outgoing electron beam direction.
section on the beam polarization can be clearly seen. This behavior, referred to
as the polarized forward-backward asymmetry, is exploited at SLD to determine

the flavor of the initial quark. This initial state tag is extremely powerful (average

correct tag probability of about 72%) and it is unique to SLD.
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CHAPTER 3

EXPERIMENTAL APPARATUS

The Stanford Linear Accelerator Center (SLAC) is the home of the largest
linear accelerator in the world. The research program began at SLAC in 1966
with the completion of the two-mile long linear accelerator (LINAC). The initial
LINAC was designed to accelerate electron beams to 20 GeV and was used in
a series of fixed target experiments. In 1983, shortly after the discovery of Z°
boson at CERN, SLAC embarked on an ambitious project of converting the LINAC
to an unique single-pass collider dedicated to the production of Z° bosons. The
project involved upgrading the LINAC to accelerate electron and positron beams
to ~45 GeV and constructing a pair of semi-circular arcs at the end of the LINAC
to transport the beams to a head-on collision. The collider was named the SLAC
Linear Collider (SLC). A corresponding state-of-the-art detector, the SLC Large
Detector (SLD) was constructed and placed at the beam collision point to study the
detailed properties of the Z% boson. The physics data collection began at SLD in
1992 and continued for the next six years. By the end of the run in 1998, over half
a million Z° — ¢q events were recorded by the detector with electron polarization
as high as 78%.

In this chapter, we will give a broad overview of the SLC and the SLD detector.

A detailed description of the collider can be found in [25] and the detector in [26].
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3.1 SLAC Linear Collider

The SLC is a prototype of a new class of machines (linear colliders) that acceler-
ate particles in a straight path as opposed to the traditional storage ring colliders,
which maintain particles in a circular orbit. In a storage ring, particles lose energy
by emitting synchrotron radiation with an energy loss per turn [27],

At €?
3 er'ng

Ey

Eloss = R. )
ring

B3yt o (3.1)

where Ej is the energy of the beam and R,i,, is the radius of the storage ring.
Therefore, to go to higher beam energy, the radius of the ring would have to be
increased by a factor equal to the fourth power of the energy ratio (Epev /Epeminal)
to keep the synchrotron radiation loss at a constant level. Synchrotron radiation
loss at a linear collider is negligible in comparison, thus it is the only available type
of collider that can realistically push eTe™ experiments to the TeV energy frontier.
Since particles have only one chance to collide (single-pass) at a linear collider, the
major challenge for the linear collider instead, is to achieve a high rate of collision.

The SLC is a variant of the linear collider. As shown in figure 13, the same
LINAC is used to accelerate the electron and positron bunches. A true linear
collider, similar to the current design of potential future machines (NLC, TESLA,
and JLC [28]), would have two linear accelerators facing directly at each other. This
would eliminate the need to build a pair of transport arcs and avoid the problem
of synchrotron radiation loss in the arcs. The SLC, nominally completed in 1987,
had a prolonged and difficult commissioning period. The principle challenge was

to achieve the desired luminosity. The luminosity L for a linear collider is

N*N~f.
(ﬁwﬁyewfy)l/y

where N* and N~ are the number of positrons and electrons in a colliding bunch

L x (3.2)
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Figure 13: Schematic of the SLC complex showing the various components and
transport lines. The orientation of the electron spin along the SLC
path is shown in arrows.
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and f, is the beam crossing frequency. The parameters [5; , are the beta functions

and €, are the beam emittances. These four parameters in the denominator of

y
equation 3.2 essentially define the size of the beam spot (in z and y) at the col-
lision point. Many approaches were employed to improve the luminosity of the
machine over the years. The efforts included raising the beam currents (higher N
and N7), reducing the beam emittances (smaller beam size) and adding complex
beam-control feedback systems to improve machine stability [29]. With better un-
derstanding of the complexity of the machine, the luminosity rose steadily over the
years. The results can be seen in the luminosity history plot shown in figure 14.

The peak luminosity achieved in 1992 was 30 Z°/hour and by the end of the run

in 1998, the peak luminosity surpassed 300 Z°/hour, a factor of ten improvement.

3.1.1 SLC Machine Cycle

The SLC operates at 120 Hz cycle. This frequency is fixed by the AC power
distribution to the LINAC klystrons. At the start of each machine cycle, two
polarized electron bunches are produced by photoemission from a GaAs photo-
cathode [30]. The photoemissions are induced by shining circularly polarized light
from two Nd:YAG-pumped Ti:sapphire lasers firing about 60 nsec apart at every
cycle (see figure 15). From 1993 onward, a strained-lattice GaAs photocathode
(figure 16) is used instead of the bulk GaAs. The strained GaAs photocathode
has a maximum theoretical polarization of 100%, but in practice, the maximum
polarization obtained is about 80%.

The two bunches of longitudinally polarized electrons from the photocathode
(each bunch contains &~ 7 x 10'° particles) are accelerated to 1.2 GeV in the main

LINAC before injecting into the north damping ring. To preserve the electron
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Figure 14: Luminosity history of SLC recorded by the SLD detector. The
histograms show the total number of Z° produced per week from
1992 to 1998. The solid black line shows the total integrated Z°
count, for the particular run period. The average electron beam
polarization values are also indicated on the plot.
polarization, the spin of the electrons are rotated from longitudinal to vertical di-
rection before entering the damping ring. The two electron bunches are stored in
the ring for one full machine cycle (1/120 sec) to reduce the beam emittance through
emission of synchrotron radiation. The two electron bunches are then re-injected
back into the main LINAC along with a positron bunch from the south damping
ring produced in the previous machine cycle. The three bunches, with the positron

leading the two electron bunches, are accelerated to about 33 GeV (2/3 way down

the LINAC) at which point the trailing electron bunch, the scavenger bunch, is
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Figure 15: The schematic of the polarized electron source. The two laser pulses
from the Ti:Sapphire lasers (2 nsec long pulses) are circularly po-
larized with a linear polarizer and two Pockels cells (CP and PS).
The helicity of the laser light is determined by the sign of the volt-
age applied to the CP Pockels cell. The resulting circular polarized
laser pulses are directed onto the GaAs photocathode.

extracted from the LINAC and directed onto a water cooled tungsten-rhenium
(W-26Re) target [31] to produce positrons. The resulting positrons from the elec-
tromagnetic showers are collected and accelerated to 200 MeV before transported
to the south damping ring via the positron return line. The positrons are cooled
in the damping ring for two machine cycles (1/60 sec). In the mean while, the two
leading bunches continue down the LINAC and acquire the full energy of 46.7 GeV
(~ 1 GeV is later lost in the arc to synchrotron radiation). The 2-mile long LINAC
is powered by 244 65-MW peak power S-band (2,856 GHz) klystrons [32] produc-
ing an acceleration gradient of 17 MeV/m. At the end of the LINAC, the electron

and positron bunches are split apart at the Beam Switchyard by a dipole magnet

and diverted into the 1-kilometer long north and south arcs respectively. At this
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Figure 16: The energy levels of bulk GaAs (left) and strained GaAs (right).
For the strained GaAs, the degeneracy between m; = £3/2 and
m; = £1/2 valence levels are split by about 0.05 eV, thus allowing
a maximum theoretical polarization of 100%.
point, the electron polarization is still aligned in the vertical direction. To steer the
polarization back to the longitudinal direction, “spin bumps” are introduced in the
north transport arc [33]. The fact that the betatron oscillation of the transport arc
is close to the spin-precession frequency of the electron, is exploited to manipulate
the spin of the electron. This is accomplished by introducing a perturbation in
the electron orbit to cause the spin to precess into the longitudinal direction. The
perturbation is optimized to maximize the polarization observed at the interaction
point. Prior to reaching the interaction region, a series of magnets focus the beam
size to micron level (~0.6pum X 2.1um) to increase the luminosity. After passing
the interaction point, the electron and positron bunches are steered into their re-
spective beam dumps downstream of the SLD detector. The machine cycle now
repeats with two new electron bunches emitted from the photocathode at the head

of the LINAC.
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3.1.2 Beam Energy Spectrometer

The energy of the positron and electron beams are measured using the Wire
Imaging Synchrotron Radiation Detector (WISRD) [34] on every beam crossing.
The WISRDs are located immediately before the beam dumps. The schematic of

the WISRD is given in figure 17. The energy measurement is performed by first
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Synchrotron Radiation
Final Stripe
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Figure 17: Schematic layout of the energy spectrometer, WISRD.

deflecting the beam in the horizontal direction then vertically by a well calibrated
spectrometer magnet and then horizontally again. The horizontal deflections pro-
duce two swaths of synchrotron radiation that are imaged by a multiwire chamber.
The vertical separation between the two horizontal radiation stripes depends on the
deflection angle of the beam through the spectrometer magnet. Having measured
the deflection angle and knowing the precise field map in the spectrometer magnet,
the energy of the beam can be calculated.

An absolute energy calibration was performed during the 1998 run by measuring
the well-known Z° line shape. The Z° production cross section was measured at

three energy points (on, below and above the Z° peak) and results indicated that

40



the energy reported by the WISRD was lower than the true beam energy by about
46 MeV [35]. The cause of the systematic bias is unclear. However, corrections are
made to measurements that are sensitive to the absolute energy scale, in particular

the Apr measurement.

3.1.3 Compton Polarimeter

The knowledge of the electron beam polarization is important to all electroweak
and many B physics measurements. The polarization is measured by a Compton
polarimeter located 33 meters downstream of the interaction point [36]. The ba-
sic principle of the Compton polarimeter is to use the difference in the Compton
scattering of J, = 3/2 and J, = 1/2 states of circularly polarized photons off the
longitudinally polarized electron to determine the electron polarization [37]. Exper-
imentally, one simply counts the number of scattered electrons for the two photon
helicities as a function of scattered electron energy. The measured asymmetry

function is defined as

Nobs (Jz —

) _ A]\[obs(Jz —
Ameasure =
d Nobs(JZ —

) + Nobs(Jz —

= a4P.P,A.(E), (3.3)

N[N
N[N [
N—

)

where N is the number of observed events for the particular photon spin state,
ag is the calculated analyzing power of the detector that determines the scattering
asymmetry, P, is the unknown electron polarization and P, is the photon polar-
ization. The parameter A.(F) is the Compton scattering asymmetry, which is a
function of the scattered electron energy only, and it can be calculated from theory.

The schematic of the Compton polarimeter is given in figure 18. The circu-
larly polarized photons at 532 nm (2.33 eV) are produced by a frequency doubled

Nd:YAG laser at a repetition rate of 17 Hz. The helicity of the photon is selected
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Figure 18: The layout of the Compton polarimeter.

using a series of Pockels cells similar to the laser pulse for the polarized electron
source. The photons are guided with a network of mirrors and lenses down to the
SLC South final focus tunnel and brought in to collision with the outgoing electron
beams at the Compton interaction point with a crossing angle of 10 mrad. The un-
scattered photons continue in a straight path and enter an analysis box where the
polarization of the photons is analyzed using a series of photodiodes. The result-
ing back-scattered electrons of different energies are separated out by an analyzing
bend magnet. The energy distributions of the scattered electrons are measured by
a 9 channel Cherenkov detector (CKV). The nine CKV channels each provides an
independent P, measurement. However, only the channel that measures the asym-
metry for 180° back scattered electrons is used for the polarization determination.

The remaining eight channels are used for cross check purposes.
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3.2 SLD Detector

The SLD detector is a general purpose detector for studying the detailed proper-
ties of the Z° boson production and decay. The detector was completed and moved
into the SLC interaction region in 1991 where it recorded data continuously until
the end of the SLC program. The detector has undergone a major upgrade in 1996
to install a new CCD vertex detector. The new vertex detector (VXD3) dramat-
ically enhanced the performance of the SLD detector, in particular, in measuring
the decay vertices near the e™e™ interaction point where most of the particle decays
occur. The SLD is the only existing colliding beam detector to utilize CCD tech-
nology for precision tracking. The technology has given SLD a unique advantage
in many areas of physics analysis.

The SLD detector, similar to other modern collider beam detectors, is com-
prised of cylindrical shells of subdetectors; each measures a specific aspect of Z°
decay. Figures 19 and 20 show the SLD detector from different perspectives. The
inner most layer is the CCD vertex detector. The function of the vertex detector
(VXD) is to detect the passage of charged particles by ionization of the silicon pix-
els, thereby providing tracking/vertexing near the interaction point. Immediately
outside the vertex detector is the Central Drift Chamber (CDC), which measures
the momentum of the charged particles. The next layer is the dedicated particle
identification system, the Cherenkov Ring Imaging Detector (CRID). Moving fur-
ther outward in radius is the Liquid Argon Calorimeter (LAC), which is primarily
used for measuring energy deposition of charged and neutral particles. The four
inner detectors are surrounded by a solenoidal magnet that provides 0.6 Tesla of
axial magnetic field. The outermost detector is the Warm Iron Calorimeter (WIC),

which is used for muon identification as well as a flux return for the magnetic fields.
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Figure 19: The schematic of the SLD detector. The SLD coordinate system
is also shown on the plot. The positive z axis points along the
positron direction with the origin z=0 at the center of the detector,
Z is defined parallel to the surface and ¥ axis points upwards.

The details of the individual subsystems are provided in the following sections.
The emphasis is on the detectors in the barrel region since the endcap detectors

are not used in this analysis.

3.2.1 Vertex Detector

At the heart of the SLD detector is the pixel-based CCD vertex detector. This

device is capable of making precise determination of particle tracks near the inter-
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Figure 20: A quadrant view of the SLD detector listing the various subdetec-
tors.

action point. In early 1996, a new vertex detector was installed at SLD [38]. A
comparison plot of the geometries of the old (VXD2) and the new (VXD3) detectors
is given in figure 21. The VXD3 consists of 96 CCD’s arranged on three cylindri-
cal barrel layers with the inner layer at the radius of 28.0 mm and outer layer at
48.3 mm. The radius of the first layer is constrained by the radius of the beampipe.
The radius of layer three is chosen to maximize cosf coverage and track impact
parameter resolution. The impact parameter resolution is further improved with
VXD3 because the detector has less material (=~ 0.40%Xj), therefore less multiple
scattering. There are 48 ladders (12, 16 and 20 for layers 1,2 and 3 respectively)

and each ladder has two CCD’s bonded on opposite sides (see figure 22).
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Figure 21: A comparison of VXD2 and VXD3. The cos @ coverage of VXD3 is
increased to 0.85. The ladder spacings are also increased to provide
more leverage arm for track reconstruction.

Each CCD has an active area of 8.0cm x 1.6cm and a pixel size of 20 x20 um.
This translates to 4000 x 800 = 3.2 million pixels per CCD or 307 million pixels
for the entire VXD3. The CCD’s are divided into four regions with a readout node
located at each corner of each CCD. The pixel charges are transferred to the output
nodes at a rate of 5 MHz, which results in a readout time of 0.2 sec or 26 beam
crossings.

A bench-top optical survey on the CCD’s was performed to parameterize the
surface distortions [39]. The optical survey data were later used as the starting point
for a more detailed internal alignment using Z° decay tracks. Gravity sag, thermal
contractions and other geometric distortions that may degrade the resolution of the
CCD are corrected for in the internal alignment. The single hit resolution of the
CCD, obtained from the sagitta of tracks with hits in all three layers of the vertex

detector, is about 4um in both axial and azimuthal directions.
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Figure 22: The layout of a CCD ladder. The ladder is made of beryllium
substrate. The two CCD’s are bonded on opposite sides of the
ladder.

3.2.2 Central Drift Chamber

The CDC is the primary detector to measure the charge and momentum of
charged particles [40]. The chamber extends from a radius of 20 cm to 100 cm. The
CDC contains 5121 25um diameter of gold-plated tungsten sense wires. Electrons
liberated from the drift gas by a charged particle traversing the chamber drift
towards the adjacent sense wire and induce an avalanche near the wire. The particle
trajectory can be reconstructed from a pattern of hits on the sense wires.

The primary gas in the chamber is CO, (75% by volume), which is chosen for
its slow electron drift property. The slow drift time is needed to give sufficient time
for the CDC electronics to accurately sample the charge waveform induced on the
sense wire. The remaining gas compositions are 21% Ar, 4% isobutane and 0.2%
H50. The Ar gas is used to increase the avalanche gain, isobutane is added as a
quencher and the small quantity of water is included to reduce wire aging [41].

The drift cell structure is shown in figure 23. A single cell occupies an area of

about 5 cm by 6 cm. It consists of 8 sense wires aligned in the radial direction
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and a dummy sense wire at either end. The sense wires are surrounded by 25 field
shaping wires and 18 guard wires. The field wires define the electric fields in the
cell and the guard wires help to keep the gas gain constant by maintaining the fields
near the sense wire. The voltage on the field wires varies depending on the position,

with an average value of 5.3 KV. The guard wires are maintained at 3.027 KV.
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Figure 23: The cell structure for the CDC.

The cells are grouped into 10 superlayers (see figure 24). The wires in a given
superlayer are either aligned parallel to the beam or at a crossing angle of ~42 mrad.
The pattern, from inner to outermost superlayer, is: AUVAUVAUVA, where A is
axial orientation, U is 442 mrad crossing angle and V is —42 mrad crossing angle.
The stereo angle arrangement allows the possibility of extracting the z coordinate

of the particle.

48



1 17 1T 17 T 7T T"]
A = Axial Layer U,V = Stereo Layer
1000 [— =
A 9 |
\
8
800 [— —
U .
7
6
600 -
£ 5
E u
> - 47
A
400 |— 3
\%
|— 2 -
1
200 o Sense N
Guard - .
Wire Wire  Field’ ™ 0
- Wire —
A I T I M AN N A M
-200 -100 0 100 200 300
S086Ad X (mm)

Figure 24: A schematic of the axial and stereo wire assignments for the CDC.

For a track found in the CDC, an attempt is made to link the track to the vertex
detector hits. This is done by extrapolating the track back to the vertex detector
and then searching for hits near the path of the track. A CDC track is linked only
if two or more vertex detector hits are associated with the track. A linked track
is then refitted with the vertex detector hits included. The measured momentum

resolution for tracks with CDC hits only is

2
0.0095
(“’%) = 0.0049% + —— (3.4)
yan pi
and with VXD3 hits is
2
0.0095
(‘%) — 0.0026 + ————. (3.5)
yan pi
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3.2.3 Cherenkov Ring Imaging Detector

The identification of charged particles is performed with the Cherenkov Ring
Imaging Detector (CRID). When a charged particle travels through a medium
faster than the phase velocity of light in the medium, a cone of radiation (Cherenkov
radiation) is produced. The principle of the CRID is to deduce the particle velocity
by measuring the angle of the Cherenkov cone. The velocity and the momentum
of the particle, as measured in the CDC, are combined to determine the mass of
the particle.

The schematic of the SLD barrel CRID is shown in figure 25. The barrel CRID is
divided into 40 sectors: 20 each in the north and the south end of the SLD detector.
Within each sector, there are two quartz-window trays that contain the radiator
fluid, two Time Projection Chambers (TPC) for imaging the Cherenkov photons
and a set of 10 mirrors to focus the Cherenkov radiation. To identify particles
over a large momentum range, two radiators are used in the CRID system: liquid
(CeF14) and gas (Cs5Fip + Ny). The liquid radiator, with an index refraction of
1.2723 at A=190 nm [42], is confined in 40 quartz-window trays of 1 cm thickness
below the TPC box. The Cherenkov radiation from the liquid radiator is focused
directly onto the TPC (referred to as “proximity focus”) as illustrated in figure 25.
The main vessel of the detector is filled with a mixture of 85% CsF}, radiator gas
and 15% N,. This yields an index of refraction of about 1.0017 at A=190 nm [43].
The Cherenkov radiation from the gas radiator is focused back to the TPC via a set
of 400 UV-reflective spherical mirrors. The spherical mirrors focus Cherenkov light
emitted by a track to the same point on the TPC regardless of the origin of the
light on the track’s trajectory. The mirrors are needed to focus the gas radiation,

otherwise the long path length of the track through the gas radiator would smear
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Figure 25: A sectional view of the SLD barrel CRID.

the Cherenkov angle completely.

The Cherenkov photons from the radiators photoionize the CyHg drift gas with
TMAE dopant [44] in the TPC. The resulting photoelectron, in the influence of the
400 V/cm electric field, drifts towards the multiwire proportional chamber at the
end of the TPC box. The multiwire proportional chamber is composed of a plane of
93 7um carbon filaments oriented in the vertical direction with 3.2 mm separation
between filaments. The horizontal position of the photoelectron is determined by
the wire number, the vertical position is obtained from using the charge division
method and the longitudinal coordinate is calculated from the drift time. With all
the hits reconstructed in the TPCs, a maximum likelihood method is then used to

fit for the best particle hypothesis (see Appendix A.1).
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The use of CRID is important in this analysis. For additional information on

the topic, refer to Appendix A and reference [45]

3.2.4 Liquid Argon Calorimeter

The Liquid Argon Calorimeter (LAC) is a sampling calorimeter that measures
the energy of charged and neutral particles by sampling the development of showers
initiated by incident particles [46]. The basic LAC module consists of a stack of
lead plates separated by plastic spacers and immersed in a common bath of liquid
argon. The liquid argon is the active medium that becomes ionized by the passing
charged particles. The lead plates induce shower developments and also act as the
charge collecting electrodes.

The barrel LAC is about 6 meters long with an inner radius of 1.8 meters and
an outer radius of 2.9 meters. It is composed of 288 modules mounted inside a
large cylindrical cryostat sharing the same liquid argon volume. The barrel LAC
is segmented in three main sections along the z (beam) direction and 48 modules
in 7¢ (azimuth). The calorimeter in the radial direction is further divided into
electromagnetic and hadronic towers.

The individual modules consist of alternating planes of large lead sheets and
segmented lead tiles. The lead sheets are held at ground potential while the lead
tiles are maintained at —2000 V and function as charge pickup electrodes. The pair
of an adjacent lead sheet and a lead tile is referred to as a cell (see figure 26).

The geometry of the LAC modules is shown in figure 27. The lead sheets and
tiles for the electromagnetic modules are both 2 mm thick, with a 2.75 mm gap
for the liquid argon to soak through. There are two readout channels: EM1 and

EM2, where EM1 corresponds to the energy deposition in the first 6 radiation
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Figure 26: The figure shows a portion of the cell structure of a LAC module.
The wiring configuration for the tiles is also shown in the figure.
lengths while EM2 corresponds to the readout for the latter part of the module
(the remaining 15 radiation lengths of lead). The electromagnetic module with 21
radiation lengths is sufficient to contain 45 GeV electrons, with energy leakage of
1-2%.

For the hadronic modules, the thickness of the lead plates and tiles are both
increased to 6 mm, with the same plate separation of 2.75 mm. There are also
two readout channels for the hadronic modules, HAD1 and HAD2, each with 1
interaction length of lead.

The parameters of the Liquid Argon Calorimeter are given in table 3. The en-
ergy resolution for electromagnetic module is o/E ~ 15%/+/E and for the hadronic
module is 0/E ~ 60%/VE.
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Figure 27: Schematic of LAC modules.

3.2.5 Magnet

The SLD magnet coil provides a uniform axial magnetic field of 0.6 Tesla in

the central detector. The field in the tracking chamber has been determined to be

a thickness of 29 cm

bl

The coil has a diameter of 5.9 meters

uniform to within 3%.

The cylinder is formed by winding a 10 kilometer

and a length of 6.5 meters.

in four 127-turn layers. The

long rectangular aluminum conductor (5 cm by 8 c¢m)

nominal current required is 6600 amps and the resulting power dissipation in the

coil is 5.0 MW.
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EM1 | EM2 | HAD1 | HAD2
Lead Thickness (mm) 20 | 20 6.0 6.0

Argon Gap (mm) 2.75 | 2.75 | 2.75 2.75
Cell Count 8 20 13 13
Radiation Lengths 6.0 | 15.0 | 13.9 13.9

Interaction Lengths 0.24 | 0.60 1.0 1.0
Energy Resolution o/vE | 15% | 15% | 60% | 60%

Table 3: Liquid Argon Calorimeter parameters.

3.2.6 Warm Iron Calorimeter

The outermost subdetector is the Warm Iron Calorimeter (WIC) [47]. The
primary roles of the WIC are to perform muon identification and to act as the
magnetic return flux for the solenoidal magnet. Since most charged particles other
than muons are stopped in the LAC, a track seen in the WIC is likely to be a
muon. It was also originally designed to provide calorimetry information to catch
the energy leakage from the LAC. However, the energy resolution was very poor
and the efforts were eventually abandoned.

The structure of the WIC is shown in figure 28. It consists of 18 layers of
Tarocci (limited-streamer) tubes [48] sandwiched between 5 mm thick steel plates.
An Tarocci tube consists of eight high voltage 100 um wires suspended in individual
compartments. The tube is filled with 88% CO,, 9.5% isobutane and 2.5% argon.
The operating voltage of the larocci tube in the limited streamer mode is 4.75 KV.
The wires inside the tube are not connected to any readout electronics. Instead,
the inner surface of the tube is coated with a layer of slightly conductive graphite
paint to allow electrodes mounted on the outer surface of the Iarocci tube to pick
up the streamer discharge signal inside the tube. The signal from the electrodes

(strips or pads) are recorded in binary (hit or no hit).
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Figure 28: The schematic of the WIC and the layout of the Iarocci tubes. Most
of the air gaps are instrumented with a single layer of Iarocci tubes,
except the top layer of each “coffin” is instrumented with double
layers.

The barrel WIC provides muon coverage up to cos# of 0.6 with an efficiency of

about 85% for muons above 2.5 GeV.

3.2.7 Luminosity Monitor

The Luminosity Monitors (LUM) [49] are finely segmented silicon-tungsten
calorimeters for measuring small angle Bhabha scatterings. The detectors are
mounted around the beampipe about one meter downstream of the interaction
point (see figure 29). The two detectors, Luminosity Monitor and Small-Angle
Tagger (LM-SAT) and Medium-Angle-Silicon Calorimeter (MASC), each covers

different angular regions. LM-SAT covers between 28 and 68 mrad while MASC
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Figure 29: Luminosity monitor.

covers the 68-190 mrad region. The MASC detector was removed from the beamline
in 1996 to accommodate the space requirement of the new vertex detector (VXD3).
As the name suggests, the primary purpose of the luminosity monitor is to obtain
the absolute integrated luminosity by precisely measuring the low angle Bhabha
scattering cross section. The precision on the absolute luminosity measurement is

on the order of 3%.

3.3 Data Acquisition and Trigger

The long time (1/120 sec) between beam crossings at the SLC is a blessing from
the side of data acquisition and triggering. It makes the task of data acquisition
and triggering relatively straightforward at SLD.

The SLD data acquisition system is located above the SLD detector. It consists
of 18 FASTBUS crates. The task of assembling events from the various detectors
is performed using the ALEPH Event Builder (AEB) modules [50].

The task of triggering is controlled by a dedicated trigger AEB. There are var-
ious conditions that may trigger a complete readout of the detector. For hadronic

events, the three trigger conditions are: 1) a minimum energy sum trigger from
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the LAC, 2) at least two tracks with large angles with respect to each other or 3)
one track in the CDC with a lower LAC energy threshold requirement. In addi-
tion to the hadronic trigger, there are triggers for flagging Bhabhas and di-muon
events and a random trigger that writes out the whole detector about every 20
seconds. The average trigger rate is about 0.2 HZ during good low-background

running conditions.
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CHAPTER 4

MONTE CARLO SIMULATION

High energy physics experiments make extensive use of simulations, commonly
referred to as Monte Carlo simulations. Monte Carlo simulation is not only used
to aid the design of experimental apparatus, it is also heavily used to guide physics
analyses. The Monte Carlo data, which are essentially identical to the real data, are
particularly useful in physics analyses for tuning selection criteria and estimating
physics input parameters that cannot be easily obtained otherwise. The generation
of Monte Carlo data proceeds in two steps. First, the underlying physics processes

are generated and then the detector responses are simulated.

4.1 Physics Modeling

The first step in the Monte Carlo simulation is to generate the underlying
physics. The package adopted at SLD to generate the physics events is JET-
SET 7.4 [51]. At the Z° pole, the physics process is efe”™ — Z° — ff — final
state particles. Figure 30 illustrates the different stages of the event generation.
The process begins with the production of the Z° boson by the annihilation of

an electron and a positron. The Z° boson subsequently decays to a fermion and
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Figure 30: The figure shows the different stages of the underlying physics pro-
cess. Region (i) shows the production and decay of Z° or photon
from ete™ annihilation to ¢ pair. This process is fully described
by the electroweak theory. Region (ii) shows the hard processes of
gluon radiations. This QCD process can be calculated perturba-
tively. The shaded box in region (iii) is where the fragmentation
process takes place. The process is intrinsically non-perturbative
and can only be described by phenomenological models. The de-

cays of short-lived and semistable particles are shown in regions (iv)
and (v).

antifermion pair. This chain process, illustrated in region (i) of figure 30, is very
well understood and can be calculated in the context of the electroweak theory.
The second stage (region ii) involves gluon and photon radiation. The basic

processes are:
e | — [y and ¢ — ¢v (photo radiation),
e ¢ — qg (gluon radiation),
e g — ¢q (gluon splitting) and
e g — gg (gluon self-coupling).
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These processes are simulated in JETSET using the parton shower model. The
parton shower model is an approximation to the direct matrix element calculation.
Each process is characterized by a splitting kernel P, ,;.(z), which is the proba-
bility for the reaction to occur. The branching rate is proportional to the integral
[ Paspe(2)dz, where z is the fraction of energy carried away by daughter b. The
daughters b and ¢ can then branch off to form more particles, and so on. The
parton showering process continues until the energy of the partons fall below a
certain cutoff. Strictly speaking, leptons (I) are not partons, however, the same
phenomenology is applicable to quarks and leptons. Instead of treating the leptonic
events separately, for simplicity, JETSET treats leptons as “parton-like”.

The next stage of the development is hadronization or fragmentation. At this
step, colored partons are transformed into colorless hadrons. As implied by the
shaded region in figure 30, this part of the process is not very well understood.
The strong coupling at this stage becomes large and perturbative QCD calculation
breaks down. To describe this part of the physics development, phenomenological
models are used. In particular, JETSET uses the string fragmentation model [52].
This model assumes linear confinement of the quark and antiquark with a constant
potential of & 1 GeV/fm. As the quark and antiquark moves apart from their com-
mon production point, a color flux tube, with a transverse dimensions comparable
to the typical hadron size (= 1 fm), is stretched between the two quarks. A new
quark and antiquark pair may be formed, when the potential energy exceeds the
mass of the new quark pair. The production of quark pairs continues until only
on-shell colorless hadrons are left. The string model is illustrated in figure 31. The
energy of the resulting hadron is described by the fragmentation function, Dg (2),
which is the probability that the hadron h carries a fraction z of the energy of

the heavy quark (). The default JETSET uses the “LUND symmetric” fragmenta-
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Figure 31: The figure shows the evolution of quark pair production in the string
fragmentation model. As the quarks are moving part, the color flux
tube is stretched until a new ¢q pair is produced. The same process
repeats for the successive daughter quarks.

tion function for light quarks (u, d and s). The Peterson function [53] is used for
hadronization processes involving charm and bottom quarks.

The next physics phase (region iv) involves the decay of the unstable particles.
In JETSET, lifetime and branching ratio information for the various hadrons is used
to simulate the decay process. Unfortunately, a large fraction of the hadron decay
properties have not been experimentally measured and therefore, some theoretical
assumptions have to be made (e.g. factorization and strong isospin symmetry).
In the SLD Monte Carlo, the B?, B} and B* decay properties are governed by
the CLEO B decay model, which are found to be in better agreement with the
data from the CLEO and ARGUS experiments. The semi-leptonic B decays are
handled by the scheme of Isgur, Scora, Grinstein and Wise (ISGW) [55] in the
CLEO B decay model. The remaining short-lived particles, including b-baryons,
decay according to the default JETSET. The long lived particles (e.g. K2, ¥, A
and ), however, decay according to the detector simulation (to be described in

the next section) to account for possible interactions with the detector material.
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4.2 Detector Modelling

The next stage of the simulation is to produce simulated data that resembles real
data. This requires good modelling of particle interactions in the detector volume
and the response of the various subdetectors. The SLD uses GEANT 3.21 [56]
to simulate the detector interactions. The GEANT simulation includes a detailed
description of the geometry of the SLD detector and the associated construction
materials. The magnetic field map in the detector is also provided in the simulation.
The GEANT simulation starts with a list of particles output from JETSET and
traces each particle’s trajectory to the boundaries of the detector elements, at
which point the interaction probabilities with the detector elements are calculated.
The electromagnetic interactions are simulated using the EGS4 [57] package and
hadronic interactions are modelled using the GHEISHA hadron generator. The
full GEANT simulation includes the effect of multiple scattering, radiation loss
due to ionization, Bremsstrahlung, photoelectric effect, 6 ray production, ete”
pair production, Compton scattering and nuclear interactions.

To simulate the background conditions for the different data collection periods,
raw detector hits from the data runs are overlayed onto the GEANT generated
hits. These data hits are collected roughly every 20 sec throughout the run (us-
ing a random trigger) and are presumably all from detector noise or accelerator
background.

The raw outputs from the detector simulation are reconstructed and the results
are stored in a format similar to the real data. The main difference of the two
formats is that Monte Carlo data also includes the truth information (particle

type, location of the production and decay vertices, energy, momentum etc...) of

each particle.
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4.3 Monte Carlo Tuning

The Monte Carlo simulation generally models the data well. However, there are
some discrepancies that must be corrected. The two main effects have to do with
tracking efficiency and tracking resolution modelling.

It was found that the average track multiplicity from the selected B decay
events is slightly higher in the Monte Carlo than data. This is an indication that
the track reconstruction efficiency may be over estimated in the Monte Carlo. The
remedy is to randomly remove tracks from the Monte Carlo events. The rate at
which tracks are removed is determined by comparing the reconstructed B vertex
charge distribution in data and Monte Carlo. The result indicates that by removing
~1.5% of the Monte Carlo tracks will yield a good agreement between data and
Monte Carlo.

The second effect is the track resolution. Based on the study of track impact
parameter (distance of the closest approach of the track to the ete™ interaction
point) distributions between data and Monte Carlo, it was determined that ad-
ditional smearing is needed in the Monte Carlo. The discrepancy is corrected by
smearing the CCD positions in the detector. It was also discovered that the impact
parameter distributions in the data exhibit systematic shifts as a function of cos @
and ¢, which are not accounted for in the Monte Carlo [70]. The systematic biases
are shown in figure 32. The offsets are modelled in the Monte Carlo by shifting the
track positions to match the observed shifts. The corrections are made in four cos
and forty ¢ bins. The means of the zy and z impact parameter distributions are
shown in figures 33 and 34 for data and the shifted Monte Carlo. The agreement

is good after the corrections.
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that need to be modelled in the Monte Carlo.
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CHAPTER 35

DATA REDUCTION

The data set used in this analysis consists of roughly 400,000 hadronic Z° decays
collected by the SLD experiment during the 1996-1998 runs. One of the first steps
in analyzing the data is to reduce the data sample to a more manageable size. This
is accomplished through a series of filtering procedures that remove the unwanted
background events. For this analysis (which will be described in detail in later
chapters), the events of interest are Z° — bb decays. Therefore, it is important to
design a data reduction scheme that retains bb events while rejecting all other non

bb events. These and other relevant issues are discussed in the following chapter.

5.1 Physics Event Filter

Events that pass the SLD hardware trigger requirements include hadronic events
(Z° — qq), the leptonic events (Z° — eTe™, uTp~, and 7777), 2-photon events,
beam related backgrounds and cosmic ray events. A software filter is used to further
reduce the contributions of beam related backgrounds. The filter requires either one
high momentum track in the drift chamber or energy deposition in the calorimeter
that is inconsistent with beam-gas or beam-wall interactions. The specific energy

deposition requirements are:
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NEMHI > 10

EHI > 15 GeV min-I

e ELO < 140 GeV min-I

EHI > 1.5 x (ELO-70)

e NEMHI > 0 for both north and south side of the detector

NEMHI is defined as the number of LAC electromagnetic towers with more than 60
ADC counts (& 250 MeV for minimum ionizing particles, min-I). EHI is the high-
threshold energy sum, which is the sum of energy deposited in the electromagnetic
towers with ADC count > 60 and the hadronic towers with ADC count > 120
(equivalent to 1.3 GeV min-I). ELO is the lower-threshold energy sum, which is
the sum of energy deposited in the electromagnetic towers with ADC count >
8 (equivalent to 33 MeV min-I) and the hadronic towers with ADC count > 12
(equivalent to 130 MeV min-I). The cuts on NEMHI and EHI are similar to the ones
imposed at the trigger level. The purpose for the requirement on ELO is to reject
beam backgrounds (mostly SLC muons) that tend to produce many low energy
calorimeter hits. All events that pass the physics filter are reconstructed using the
full SLD event reconstruction code and then written out to the data summary tape
(DST). At this stage, the data consists of all the important reconstructed event

parameters and is ready for physics analysis.

5.2 Hadronic Event Selection and bb Tagging

Further data reduction is achieved at the physics analysis level. It consists of

two steps: selecting hadronic events and tagging bb decays. We start the discussion
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by describing the reconstruction of the ete™ interaction point (IP), which is needed

in the hadronic event selection and bb tagging algorithms.

5.2.1 Interaction Point Determination

The Z° decay tracks are expected to point back to the primary interaction point.
This knowledge is used to reconstruct the IP position. One possible algorithm to
find the IP location would be to simply fit all tracks in a given event to a common
vertex. At SLD, the motion of electron and positron beams near the collision point
in the transverse plane (r — ¢) is estimated to be stable within 7 pum for ~ 30
sequential hadronic events. This allows us to average many events to obtain a
more precise determination of the IP position. However, the averaging scheme is
not applicable in the longitudinal direction due to the long beam size (~ 700 pum)
and therefore the Z position is determined on an event by event basis.

The IP position is determined in the r — ¢ direction using an iterative algo-
rithm [58]. An initial IP position is first chosen and all tracks from a2 30 sequential
events with vertex detector hits and less than 3 ¢ from the initial [P position are
fitted to a common vertex. The 3 o requirement is imposed to reject tracks from
secondary vertices that do not point back to the primary interaction point. The
newly found vertex is then taken as the best estimate of the IP location and the
fitting procedure is repeated. The procedure is iterated until a good vertex fit
probability is achieved (x?/d.o.f. <1.3).

The IP position along the beamline direction is given by the median of the Zp,,
distribution of the selected tracks in a given event. Z,,, is defined as the distance
along the IP axis (parallel to the beam pipe) from the IP to the point of the closest

approach of the track to the beam axis. A track is selected in the Z calculation
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if the r — ¢ impact parameter with respect to the IP is less than 500 ym and the
r — ¢ distance of closest approach (DOCA) of the track is within 3 ¢ of the IP.
The IP resolution is measured directly from the data using Z° — u*pu~ events.
Assuming p* track impact parameter resolution with respect to the fitted IP posi-
tion (from the &~ 30 hadronic events) is the quadrature sum of the true IP resolution
and the p pair track error (from the p pair miss distance), the IP resolution in the
r — ¢ plane is measured to be ~ 4 ym. The resolution in Z is taken from the Monte

Carlo and is estimated to be ~ 17 um for bb events [59].

5.2.2 Hadronic Event Selection

The purpose of the hadronic event selection is to remove the di-lepton events
(Z° — IT17). This is a fairly trivial task since di-lepton events have a much lower
track multiplicity than hadronic events. Z° — ete ™, utu~ decays have typically
two tracks per event and 777~ decays can produce up to 6 tracks. Therefore, a
requirement of at least 7 or more charged tracks removes essentially all the leptonic
7% decays. A track is included in the total track count if the transverse momentum
with respect to the beamline is greater than 200 MeV/c and the DOCA to the IP
is less than 5 cm. A requirement is also imposed on the angle of the thrust axis, T,
to ensure that the event is well contained in the active region of the detector. The
thrust axis points along the direction of the energy flow and is determined based on
the calorimeter cluster hits. Specifically, it is obtained by maximizing the function

ro SilT Bl (5.1)
> | Eil
where E; is the energy and direction of ¢th calorimeter cluster. The complete set

of cuts to select the hadronic events is listed below:
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Number of tracks > 7

cos(T) < 0.85

Number of tracks with VXD3 hits > 3

Total charge track energy > 18 GeV

After the hadronic event selection, about 310K events are left in the data sample

with ¢ purity of over 99.9%.

5.2.3 bb Event Selection

The next filtering step is to extract bb events from the hadronic sample. This is
accomplished by taking advantage of two features of the B meson decay topology.
At the Z° pole, the average energy of a B meson is 32 GeV and the average decay
length is approximately 3 mm, as illustrated in figure 35. With the pixel-based
CCD vertex detector, the secondary vertices can be easily resolved using an in-
clusive topological technique developed at SLD. The large separation between the
secondary and primary vertices is used to identify the weak decays of heavy quarks.
Furthermore, the invariant mass of the secondary vertices can be used to differen-
tiate heavy B meson from lighter meson (e.g. D°, D*, K?) decays. The topological
vertex finding algorithm and the vertex mass determination are discussed in the

next two sections.

5.2.3.1 Topological Vertex Reconstruction

There are different approaches to search for secondary decay vertices. One

method is to fit all track combinations to a common vertex to find the vertices. This
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Figure 35: A Z° — bb event from the 1996 data.

approach is effective, but it is extremely computationally intensive and therefore
impracticle for high track multiplicity events. An inclusive technique was developed
at SLD that searches for vertices in the 3-D coordinate space [60]. In this method,
each track is parameterized by a Gaussian “probability density tube” in 3-D. The
width of the tube is given by the track error at the point of the closest approach
(POCA) to the IP. The regions of space where the probability density tubes overlap
are significant are the vertex candidates. A parabolic approximation to a helical
track is used to represent the Gaussian tube and the functional form for a given

track 7 is defined as:

fi(7) = exp {—é l(x - (””;: ”yw))g - <Z i ;m”(A)yl)Y] } . (62

where the positive ' axis points in the track momentum direction in the zy plane

at the POCA to the IP. The parameter « is the curvature and A is the dip angle of
the track. The parameters o and oy, are the track errors at the POCA to the IP.

A graphical representation of the Gaussian tube is illustrated in figure 36 with the
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Figure 36: The Gaussian probability tube for a track.

1o edge shown in dotted lines. The vertices are found by maximizing the function:

GESWILE ;Vi"}((f; (5.3)

where fy(7) describes the IP location and uncertainty. It is parameterized as a
3-D Gaussian ellipsoid centered on the IP with o,y = 4 pm and oz = 17 pum.
The second term in equation 5.3 is introduced to ensure that V(7) is non-zero in
regions of space where there are at least two overlapping tracks and that V(7) is
approximately 0 at regions where there is only 1 track or the IP function. The track
probability tubes and the function V(#) from a Monte Carlo Z° — bb event are
shown in figure 37. Two vertices that correspond to the IP and the secondary decay
vertex are clearly resolved in figure 37(b). The topological vertex finding algorithm
searches for local maxima of V(7) only in the overlapping region of two tracks. This
significantly reduces the amount of computation needed. In a hemisphere with N
tracks, we expect %N (N + 1) number of local maxima. This number is reduced
by requiring the corresponding x? of the two tracks or track-IP fit to be below a

certain threshold. A pair of local maxima (V' (r7),V (r2)) are considered resolved if
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Figure 37: (a)Plot of Gaussian probability density tubes projected on the x-y
plane. (b)Plot of V() projected on the x-y plane. The two maxima
correspond to the location of the IP(left peak) and the secondary
decay vertex(right peak).

the ratio of the minimum of V() along the straight line joining 7] and 73 to the

lower of V(71) and V (r3) is below the tunable parameter Ry.

min{V(F):Fem +a(fy—7),0 <a <1}
min{V (i), V(72)}

Two adjacent minima are merged to a single cluster if the above condition is not

< Ry (54)

satisfied. This merging procedure is repeated until all clusters are resolved. The
remaining resolved clusters are the vertex candidates. The precise vertex position
is found by fitting all tracks associated with the cluster to a common point. If the
x? contribution to the vertex fit of a particular track exceeds the parameter x2, the

track is removed and the vertex is refitted.
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5.2.3.2 Identifying B Vertices

The next step after locating secondary decay vertices is to determine whether
these vertices are from B or other hadron decays. The invariant mass of the vertex
is used as the discriminating variable. To achieve the optimal resolution on the
invariant mass calculation, a pair of neural networks are used to enhance vertex
purity and to identify potential B decay tracks not attached to any vertices. The
list of vertices from the topological vertexing algorithm are processed by the first
neural network to suppress fake vertices [61]. The inputs to the neural network
include: the distance between the primary and secondary vertices (D), D divided
by the estimated error and the angle between the vertex axis (from the IP to
the secondary vertex) and the momentum vector of the vertex. Tracks that are
associated with the vertices that fail the neural network cut are tagged as un-
associated tracks. At this point, tracks in the hemisphere that are not assigned to
any vertex may still be coming from the B decays. A second neural network is used
to determine whether these tracks can be re-attached to the good vertices. The
attachment neural network uses the angle between the vertex axis and the track
momentum and the normalized 3-D impact parameter of the track to the IP as two
of the inputs. The remaining three input parameters are the DOCA of the track
to the vertex axis (7T'), the distance from the IP to the POCA of the track on the
vertex axis (L) and the ratio L/D. The definitions of the parameters are illustrated
in figure 38.

After the re-attachment, all the secondary decay tracks in the same hemisphere
are fitted to a common vertex. This new position is used to define the B vertex
axis (line between IP and vertex positions). The invariant mass of the vertex, my,

is calculated assuming pion mass for the attached tracks. The missing transverse

75



Vertex Axis
b

Beam Axis

Figure 38: This diagram defines the track attachment parameters L, D and 7'

momentum (p;) with respect to the vertex axis is included in the invariant mass
calculation to partially account for neutral particles that should be associated with
the B decay. The transverse momentum used in this calculation is the minimum
value calculated by allowing the vertex axis to move freely within the 1o contour
of the IP and the secondary vertex error. The minimum p; is used to suppress the
long tail in the vertex mass distribution from charm and light quarks (u, d and s)

events. The p, corrected vertex mass is obtained using the expression:

My, = \/ My + D} + |- (5.5)

The m,, distribution for data and Monte Carlo are shown in figure 39. A minimum
cut of 2 GeV (in at least one of the hemispheres) is used in the analysis which
yields an event sample with b hadron purity of about 97% and single hemisphere b

tagging efficiency of 54%.
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CHAPTER 6

EVENT RECONSTRUCTION

As mentioned in the introduction, a time dependent measurement of B — BO
oscillations requires three basic ingredients: 1.) a sample enriched in B? decays, 2.)
determination of the B flavor at production and decay vertices, and 3.) reconstruc-
tion of the B? proper decay time. In an unbiased b-hadron sample, the intrinsic
B?Y production fraction is roughly 10%. The remaining events are mostly BY, B*
and a small contribution from b-baryons. The charged B hadrons can be sup-
pressed by requiring the charge of the reconstructed hadron to be zero. However,
BY mesons and neutral b-baryons are not easily distinguishable from BY mesons.
A clean method to identify B? decays is to fully reconstruct the BY decay chain.
Unfortunately, this approach is not feasible at SLD due to the limited size of the
data sample. In this analysis, we take the alternative method to obtain a high pu-
rity sample of B? decays by performing a partial reconstruction of BY. Specifically,
we look for decays of the type B? — D; X (and charge conjugate mode), where
X denotes any decay products. As shown in the Feynman diagrams in figure 40,
the presence of a D, in a B hemisphere is a strong indication that the parent B
particle is a B?. This knowledge is exploited to enhance the B? fraction in the
data sample. In this analysis, the D; is fully reconstructed via the decay channels:

D; — ¢, K**K~ — K*K m . The expected branching fraction for the entire
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Figure 40: The Feynman diagrams for B? and BY decays. The dominant B?
decay mode yields a D; in the final state while BY decays into a
D+.
B? decay chain is only of the order of a few percent. Therefore, it is important
to maintain high efficiency at each stage of event reconstruction. Furthermore, it
is important to have good proper time resolution and good flavor tagging in order
to resolve the rapid oscillations of the BY mesons. All these topics are discussed

in the remaining part of this chapter. We start by describing the flavor tagging

techniques used in the analysis.

6.1 Flavor Tagging

For a given event, we need to know the flavor of the B? at production (i.e.
whether it was produced as a B or B?) and decay in order to determine whether the
event is mixed (B? — B?) or unmixed (B? — BY). The final state determination
is based on the charge of the D,;. We assume the D, comes from the direct b — ¢
transition. In this scenario, a D} would imply that the parent B meson at the decay
vertex is a B_S, while a D7 would imply that the parent is a B?. As illustrated in
figure 41, the final state is misidentified if the D, comes from the W decay. The
wrong sign D production (W — Dy) rate is about 10% [62]. The determination of

the initial state is much more involved than the final state. A total of six different
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Figure 41: The Feynman diagram for the wrong-sign B? decay. This is the
source of the final state mistag for the B? events.
tags are used- each with a different efficiency and analyzing power. These tags are:
polarized forward-backward asymmetry, jet charge, vertex charge, dipole charge,
lepton charge and kaon charge. A graphic summary of the initial state tags is

shown in figure 42.

6.1.1 Polarized Forward-Backward Asymmetry

The most powerful initial state tag, unique to SLD, is the polarization tag. As
discussed in chapter 2, the differential cross section for the polarized e*ez’ R —
7% — bb exhibits a large forward-backward asymmetry. For a polarized Z° decay,
the outgoing quark is produced preferentially along the direction opposite to the
spin of the Z° boson. Therefore by knowing the helicity of the electron beam and
the direction of the jet, the flavor of the primary quark in the jet can be inferred.
The correct tag probability of this method is highly dependent on the polar angle
of the jet with respect to the beam axis and the electron beam polarization. The

probability that the jet is a b quark jet is

1+ App

P =2,

(6.1)
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Figure 42: The drawing gives an overview of the initial state tags. The avail-
able tag consists of polarization, jet charge, vertex charge, charge
dipole, high p; lepton and kaon tags.

where App is the polarized forward-backward asymmetry, defined as,

A, — P, cos 0.
App =24, (= ) T 6.2
i ’ (1 — AP, <1 + cos? 0T> (6.2)

with Ay and A, (defined in chapter 2.3) assumed to have the Standard Model values
of 0.935 and 0.150, respectively. The polar angle 6 in equation (6.2) is defined as
the angle between the thrust axis (signed to point in the hemisphere of interest)
and the electron beam direction. P, is the electron beam polarization (P, > 0 for
right handed and < 0 for left handed electron beam). The polarization tag is 100%

efficient and the average correct tag probability is about 73%.
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6.1.2 Jet Charge

In addition to polarization, charge information in the hemisphere opposite to
the reconstructed B? can be used to determine the initial quark flavor. One such
tag is the momentum-weighted jet charge. The jet charge method exploits the fact
that the charged tracks from the B decays carry information about the flavor of
the primary quark. In general, B decay products have higher momentum than
fragmentation tracks. Therefore, to emphasize the contribution of B decay tracks
to the jet charge, each track in the hemisphere is weighted by its momentum parallel

to the thrust axis. The momentum-weighted jet charge, @, is defined as:

trks

Qjet = Z qi
i

K

where ¢; and p; are the charge and momentum vector of track . The vector, T, is
the thrust axis and x (equal to 0.5) is a parameter determined from Monte Carlo
that maximizes the jet charge separation between b and b jets. The Qjet distribution
for data and Monte Carlo are shown in figure 43. The Monte Carlo histograms show
the separation between b and b quarks. A positive (negative) opposite hemisphere
Qjet value tags the event hemisphere as b (b). The average correct tag fraction is

about 65%.

6.1.3 Opposite Hemisphere Topological Tags

The remaining initial state tags used in the analysis all require the presence
of topologically reconstructed vertices. The requirement of a topologically recon-
structed vertex in the opposite hemisphere reduces the efficiency of the tag. How-
ever, they provide additional initial state information (when available) and therefore

are included to enhance the overall tagging purity.
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Figure 43: Momentum-weighted jet charge distributions for data and Monte
Carlo.

6.1.3.1 Vertex Charge

The vertex charge tag requires the topological vertex to be charged. The sign
of the charge gives information on the flavor of the parent quark in the hemisphere.
For a vertex charge greater than zero (less than zero), it is likely that the hadron is
a B* (B7), which implies that the parent quark is a b (b). To maximize the vertex
charge purity, VXD-alone vectors (to be discussed in section 6.2.5) are included in

the vertex charge determination.

6.1.3.2 Dipole Charge

Unlike the vertex charge tag, the dipole tag does not explicitly require the
topological vertex to be charged. This tag exploits the cascade decay (b — c)
structure to infer the flavor of the parent quark. The dipole algorithm separates

secondary decay tracks into two categories: B or D decay tracks. The charge
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dipole is defined as the product of the sign of the charge difference and the distance

between the B and the D vertices:

(5q = Sign(QD — QB) . LB—D- (64)

For a decay containing a b (b) quark, dq is likely to be greater than zero (less than

Z€10).

6.1.3.3 High p; Leptons/Secondary Kaons

The presence of leptons or secondary kaons provide additional information on
the initial state. A positive charge lepton from a B vertex would indicate that the
parent quark in the hemisphere is b (b — W+ — [*). In the case of kaons, the
dominant production mode is from the b — ¢ — s decay chain. For this decay
mode, the charge of the kaon and the parent b quark have the same sign. If more
than one kaon is attached to the B or D vertex, the sum of the kaon charges is
used. The lepton and the kaon tags are available in 18% and 15% of the events,

respectively.

6.1.4 Combination Using Neural Networks

A series of neural networks is used to combine all the opposite hemisphere
charged tags [63]. A neural network is extremely effective at maximizing all the
available information as well as handling correlations between tags. Three separate
neural networks are trained for the following tags: 1.) vertex charge, 2.) charge
dipole and 3.) lepton/kaon/jet charge.

The purity of the reconstructed vertex charge strongly depends on the invariant

mass of the vertex. A low mass vertex would suggest that a significant number of
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tracks (either neutral or charged) are not accounted for. Therefore, the p; corrected
mass is included as one of the inputs to the vertex charge neural net. The remain-
ing inputs are: vertex charge, vertex decay length and the number of VXD-alone
vectors. The average vertex charge tagging purity using the neural net is about
74% with an efficiency of 52%.

The charge dipole neural net contains similar inputs as the vertex charge neural
net. These are: dq, p; corrected vertex mass, vertex decay length and vertex charge.
The tagging purity using the neural net is about 68% with an efficiency of 29%.

Due to the low efficiency of lepton and kaons tags, lepton and kaon information
are combined with jet charge into a single neural net. The inputs to the third
neural net are: Q)j, charge of the lepton weighted by its transverse momentum (if
available), sum of the kaon charges weighted by the total momentum of the kaons
(if available), vertex charge and vertex decay length. The average tagging purity
is about 67%.

A fourth neural net is trained to combine the results of the three charge tag
neural nets and to return the b quark probability as the output. Finally, the
result of the fourth neural net is analytically combined with the b quark probability
from the polarization tag to obtain the overall initial state tag probability. The
overall tagging purity is about 77%. The b quark probability distribution using the

combined neural net tag for both data and Monte Carlo are shown in figure 44.

6.2 B Candidate Selection

The next step of the analysis after the initial state determination is to search
for the signal events (B? — D; X). Figure 45 is an illustration of the signal decay

topology. On average the B? decay vertex is about 3mm from the IP while the
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Figure 44: The initial state b quark probability distribution for data and Monte
Carlo using the combined neural net tag.
Dy is about Imm from the BY decay vertex. The B? decays to a D] and an odd
number of charged tracks (typically only one track). The D, decays downstream
of the B? to a pair of kaons and a pion. The reconstruction of the B? candidate
is divided up into three main steps: 1.) reconstruct D, candidates, 2.) locate the
B? decay vertex and 3.) determine the boost of the BY. The latter two quantities

are needed to compute the proper decay time of the BY.

6.2.1 D, Reconstruction

The two D, decay modes used in the analysis are: D; — ¢7~ (¢ — KTK™)
and K*K~ (K* — K*r~). D; candidates are reconstructed by first pairing

oppositely charged tracks to form a ¢ (K*?) candidate for the g7~ (K*°K~) mode.

A third track is then attached to form a D, candidate. Charged tracks used in the
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Figure 45: BY — D; X event topology.

combination are required to satisfy three quality cuts to ensure that the tracks are

well reconstructed. The tracks used in the analysis are required to have:
e at least 23 CDC hits (out of 80 possible hits);
e at least 2 vertex detector hits;
e combined x?/d.o.f. for the CDC+VXD3 fit of less than 8.

To maximize the discrimination between true D; decays and combinatorial back-
ground, kinematical information for the D, candidate is fed into a neural net. The
neural net inputs for the ¢7 (K*°K) mode include: K™K~ (K*7 ) invariant mass,
fitted vertex probability of the D,, total momentum of the D, helicity angle 6*
(angle between the ¢ (K*°) and the D; flight direction in the Dj rest frame), he-
licity angle \* (angle between the charged daughter of the D, and the Kt from ¢
(K*%) decay in the rest frame of the neutral meson), and particle ID information
for the three tracks. The complete list of neural net inputs is shown in table 4.

The neural net is trained on a sample of Z° — bb Monte Carlo events. The neural
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¢m Mode | K*°K Mode |

D, vertex x? prob D, vertex x? prob
Pptot(Ds) Pptot(Ds)
KK opening angle K (from K*%) opening angle
Dy decay length (in o) D, decay length (in o)
helicity angle \* helicity angle \*
helicity angle 6* helicity angle 6*
particle ID of three tracks particle ID of three tracks
Average Normalized 3-D impact
parameter of K K7 tracks

Table 4: Dy Neural net inputs. Left column is for ¢ and right column is for
KK

net outputs are shown in figure 46. The data and Monte Carlo distributions are in
good agreement.

The optimal neural net cut that maximizes the sensitivity of the analysis to
B? mixing is determined separately for each of the two D, decay modes. The
minimum cut for the ¢ mode is determined to be at 0.9 and for the K**K mode,
at 0.8. Furthermore, for the K**K mode, the kaon from the K*° decay is required
to be identified by the CRID in order to suppress combinatorial and other non-D,
backgrounds (e.g. D™ reflection).

The KK invariant mass spectra are shown in Figures 47 and 48. The Dy
mass peak is fitted separately for events with loose and hard kaon ID and for Q=0
and Q==+1 events, where Q is defined as the total charge of all tracks associated
with the B decay. For the ¢m mode, both the neutral B candidates (Q=0) and the
charged candidates (Q==1) are used in the analysis. The charged sample is heavily
contaminated with B* events, however, it still contains a significant fraction of B?

events and therefore is not discarded in the analysis. For the K*°K mode, only

the neutral candidates are included in the final event sample. The definition of the
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Figure 46: D, neural net output distributions for (a) ¢7 and (b) K* K° modes.
Dots are data, open histograms are Monte Carlo and solid black
histograms represent MC simulation of true Ds events.
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loose kaon ID for the ¢ mode is that all assumed particle types are consistent with
the available CRID information (i.e. the kaon candidates are not tagged as definite
pion or proton and the pion candidate is not tagged as definite kaon or proton). The
hard kaon ID requires at least one kaon candidate to be identified as a kaon. The
loose kaon ID for the K*°K mode requires at least one positively identified kaon
and the hard kaon ID requires both kaon candidates to be tagged as definite kaons
by the CRID. The estimated numbers of D, candidates and combinatorial fractions
are given in tables 5 and 6. The details of the B vertex charge reconstruction and
the myg g, mass fits are described in section 6.2.5. A candidate event of the Bg

semileptonic decay from the 1998 data is shown in figure 49.

No Definite Kaon ID With Definite Kaon ID
Q=0 Q==+1 Q=0 Q==+1
# of hadronic candidates 100 56 54 39
# of semileptonic 9 7 12 3
candidates
Combinatorial fraction 42.3+2.1% | 53.842.7% || 21.7£2.2% | 14.1+1.4%

Table 5: Number of Dy — ¢m candidates within + 40 MeV of the nominal D,
mass and the estimated average combinatorial background fractions.

1 Kaon ID 2 Kaons ID
Q=0 Q=0
# of hadronic candidates 40 30
# of semileptonic candidates 6 5
Combinatorial fraction 32.943.3% 22.3+2.2%

Table 6: Number of D, — K*°K candidates within + 40 MeV of the nominal
mass and the estimated average combinatorial background fractions.
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Figure 47: Distributions of the K K invariant mass for the ¢m mode. Plots in

the left column (al,a2) are for the B? candidates with reconstructed
vertex charge = 0 and plots in the right column (b1,b2) are for the
B? candidates with reconstructed vertex charge = +1. The ¢n
sample is further subdivided into events with loose kaon ID (al,bl)
and events with hard kaon ID (a2,b2). The lower peak at about
1.87 GeV is the D mass peak.
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Figure 48: Distributions of the K K invariant mass for the K*K° mode. (a)
for events with loose kaon ID and (b) for events with hard kaon ID.
The lower peak at about 1.87 GeV is the Dt mass peak.
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Figure 49: Candidate BY semileptonic decay event. All tracks in the event
(K*,K~,n% and ™) have been identified by the particle ID system.
The three hadronic tracks are consistent with coming from the D,
decay. The Dy is vertexed upstream with a p~ track to form the
B candidate.
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6.2.2 B Decay Length Reconstruction

We now move on to discuss the reconstruction of the B decay length. The
decay length of the B? is defined as the distance between the IP and the BY decay
vertex. The algorithm to determine the IP position has already been discussed in
the previous chapter. The B? decay vertex is found by vertexing the D, track with
other B decay tracks in the hemisphere. To improve the decay length resolution,
a “virtual” Dj track is first constructed using the D, daughter tracks. A detailed
description of the “virtual” D, track reconstruction is included in Appendix B.
From this point on, we will refer to the “virtual” D, track as simply the D, track.

The B vertex reconstruction algorithm consists of two steps. The first step
involves the selection of the seed vertex (preliminary estimate of the B? decay
vertex). To find the seed, the D; track is individually vertexed with each quality
track (excluding D, daughters) in the same hemisphere, and the vertex that is
farthest from the IP and upstream (or consistent with being upstream within 50)
of the D, and has a vertex fit x2 of less than 5 is chosen as the seed. The definition
of a quality track is given in section 6.2.1. Step two involves the separation of tracks
into secondary decay and fragmentation tracks. The discriminating variable used
is the L/D parameter, as defined in figure 38. A track is chosen as a secondary B
decay track if it satisfies the following two conditions: 1.) the track L/D is greater
than 0.5 and 2.) the track forms a good vertex with the D; track (fit x? < 5).
The latter condition is imposed to reject B daughter tracks (from double charm
decays) that do not point back to the B vertex. Finally, the selected tracks are then
vertexed together with the D, to obtain the best estimate of the B decay position.
The average number of tracks attached to the B vertex is about 2.5. The resulting

B decay length resolution is highly dependent on the decay topology. The decay
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length and the residual plots for various B species are shown in Figures 50 and 51,
respectively. The list of decay length resolutions estimated from Monte Carlo for
the various decay categories is shown in table 7. The resolution is parameterized

by the sum of two Gaussians with core fraction fixed to 60%.

Q=0 Q==+1
Decay Category Core o7, Tail o1, | Core o5, Tail oy,
(pm)  (pm) | (pm)  (pm)
BY - D; X (right-sign) | 50£1  151+4 | 59+£2 224%10
BY — DfX (wrong-sign) | 85+5  281+22 | 85+5  281+22
BY — DX 80+3 312413 | 9646  341+20
Bt — D;'EX 10548  3984£72 79+3 292411
b — Baryon — DX 83+5 222417 | 8345 222417

Table 7: Decay length resolutions for various decay topologies. Resolutions are
parameterized separately for neutral and charged B events except for
wrong-sign B? and b-Baryon events.

6.2.3 B Boost Reconstruction

The next major aspect of B reconstruction is to determine the boost:

. \/E% — m?
By = | Pg|fmp = " F, (6.5)

mp
where ]53 is the momentum vector, Eg is the total energy and mp is the mass of
the B hadron. As shown in equation 6.5, the task of boost reconstruction is to
estimate the total B hadron energy. The total B energy can be expressed as the

sum of energy of charged and neutral tracks from the B decay,
Eg = E% + EY,. (6.6)

The contribution from charged tracks is calculated by summing the energy of tracks

attached to the B vertex, including D, daughters. If the mass of the charged
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Figure 51: Decay length residual (Lyeconstructed — Lirue) Plots for (a) BY inclu-
sive, (b) B? right-sign, (c) B? wrong-sign, (d) BY, (e) B* and (f) b-
baryons events. The plots include both neutral (Q=0) and charged
(Q==1) events. The fitting function used to fit the residual plots is
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parameter P1 is the normalization, P2 (P5) is the mean of the core
(tail) Gaussian and P3 (P4) is the width of the core (tail) Gaussian.
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particle associated with the B vertex is not known, the pion mass is assumed in the
energy calculation. The track attachment algorithm for the boost reconstruction is
slightly more inclusive than the one used for the decay length reconstruction. The
attachment requirements are loosened to improve the efficiency of attaching true
B decay tracks to the vertex. A track is attached to the vertex if the following

conditions are satisfied:
e a quality track (as defined in section 6.2.1);
e angle between track and D, < 90 degrees;
e L/D > 0.3;
e T"<0.1.

The parameters L, D and T are defined in chapter 5.2.3.2. The calculation of
the neutral B energy (E%) involves four different algorithms: fragmentation, mass,
maximum missing mass and thrust angle methods. The first two algorithms use
calorimeter information while the last two methods rely solely on the reconstructed

charged tracks and the kinematics of the B decay to estimate the neutral energy.

6.2.3.1 Fragmentation Method

The fragmentation method [64] is based on the idea that the energy of the B
hadron is the difference between the total energy in the hemisphere (E}) and the

energy carried away by the fragmentation particles (Ey),
Ep = Ey, — E}. (6.7)

The total energy in the hemisphere is equal to the nominal beam energy of 45.6 GeV.

Similar to the B energy, the fragmentation energy has both charged and neutral
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contributions (Ey = E;h + EJQ) The charged fragmentation energy is simply the
energy of all the charged tracks in the hemisphere minus the energy of the tracks
attached to the B vertex,

E¢ = E¢" — B (6.8)

The tracks used in the E{" calculation include not only the quality tracks but also
the “Okay” tracks. The “Okay” tracks are tracks without vertex detector hits but
are otherwise well reconstructed tracks with good momentum information from the
drift chamber. A Monte Carlo study indicates that the inclusion of “Okay” tracks
improves the calculation of E¢".

The last remaining quantity to be determined is the neutral fragmentation en-
ergy. To compute this quantity, we sum up energy in the electromagnetic calorime-
ter that is not associated with any charged track in the hemisphere. The un-
associated hits in the hadronic towers contain large contamination from the low
momentum 7+ tracks and therefore are not used in the neutral energy sum. The
un-associated electromagnetic calorimeter hits are presumably coming from neutral
particles from the fragmentation process as well as the B decay. To disentangle
the two contributions, we parameterize using Monte Carlo, EJ? as a function of
the total un-associated electromagnetic calorimeter energy. Figure 52 shows the
parameterization obtained from a sample of Monte Carlo B — D; X events. The
parameterization allows us to estimate the true neutral fragmentation energy from
the measured un-associated electromagnetic energy. Finally, having determined

both E}h and E?, equation 6.7 can be used to estimate the total B energy.
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Figure 52: Functional dependence between the average un-associated electro-
magnetic energy and the average neutral fragmentation energy.

6.2.3.2 Mass Method

The mass method, as the name implies, uses the mass of the B hadron as a
constraint to obtain the total B energy. In this method, the four-momentum vector
of the B hadron (P%) is calculated using the charged tracks attached to the B vertex
and the missing energy in the hemisphere. The missing energy is added to account

for the neutrinos. The missing energy component is given by:
Emz'ss = Eh - (Elczh + Eg;,;), (69)

where the variable E'" is the total un-associated electromagnetic energy. If the
invariant mass of the charged and missing energy system is below the nominal B
hadron mass, the un-associated electromagnetic clusters are added to the system
one at the time. The cluster nearest to the B vertex axis is added in first, followed
by the next nearest clusters until the invariant mass of the system reaches the

nominal B mass. The invariant mass is allowed to exceed the nominal B mass
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provided the addition of the new cluster brings the invariant mass closer to the
nominal B mass. On rare occasions when there are high energy un-associated
clusters (>3 GeV clusters), those clusters are used in the invariant mass calculation
first before using the clusters nearest the vertex axis, since high energy clusters are
more likely to be coming from the B than the fragmentation process. Finally, the
B hadron energy is simply the sum of E$", F,;,, and the energy of the attached

calorimeter clusters.

6.2.3.3 Maximum Missing Mass Method

The maximum missing mass method is a novel technique originally developed
at SLD for the B fragmentation measurement [65]. It exploits the kinematics of
the B decay to estimate the neutral B energy. The outline of the technique is given
below.

The neutral B energy can be expressed as:
(Ep)® = Mg + P + (Pg")?, (6.10)

where p; is the measured transverse momentum of all B tracks with respect to the B
vertex axis, M, is the missing mass and P9 is the missing longitudinal momentum
(along the vertex axis) of the neutral B decay tracks. One of the three unknown

variables in equation 6.10 can be eliminated using the B mass constraint:

my = Ej—(Pg" +Pg)’

= (B + B - (PH + PR

2
= [Ep Mg+ Pz (PR - (PPE PR, (61)

where P& is the longitudinal momentum of the charged B decay tracks with

respect to the vertex axis. The remaining two unknowns in equation 6.11 are M,
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and PpF. If the missing mass is known, PJ" can be solved and hence the total
neutral B energy can be calculated.
The missing mass for a given decay has a kinematic upper bound (Moyq,) that

is given by the expression:

M(?maa: = mZB - sz \/ M(:Zh + p% + Mc2h7 (612)

where M., is the invariant mass of the charged B decay tracks. The true missing
mass (M) is the maximum missing mass (Mome,) When the momentum of the
decaying charged tracks (ﬁg’l) in the B rest frame is perpendicular to the B boost
direction. It was found, based on Monte Carlo study, that the true missing mass
tends to cluster near the maximum missing mass. For this reason, we set M, equal
t0 Momaz- If the calculated My,,q, is less than zero, we constrain the value of M,
to zero. We can now calculate P3* by solving equation 6.11 and then the total B

energy.

6.2.3.4 Thrust Angle Method

The last boost reconstruction algorithm makes an assumption that the sum of
momenta from the B decay and the fragmentation tracks should point along the
direction of the thrust axis, as shown in figure 53. Given this assumption, we can

write a series of constraints:
1. |Pg|cos(0) + |Pf| cos(¢) = | Py
2. |Pg|sin(#) = |Py|sin(¢)
3. Eg+E;=FE,
4. E%4 =m% + P2
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Figure 53: Schematic diagram showing the variables used in the thrust angle
method.

5. B} =m} + P}
6. B} =m3 + P}

The variables Pg (Eg), Py (E;) and P, (E)) are the total B, fragmentation and
hemisphere momentum (energy), respectively. The angle 6 (¢) is the angle between
the B (fragmentation) flight direction and the thrust axis. The parameters my and
my, are fragmentation and hemisphere invariant masses. Constraints (1) and (2)
can be combined to eliminate the ¢ dependence. The resulting equation is then
substituted into constraint (4) to solve for EFz. We write Fp as a function of 6, Ej,

myp, and my:

E,M? + Py, cos(f) \/M;Zl — 4dm%(m2 + P2(1 — cos?(0)))
2m2 + P2(1 — cos?(0)) ’

where M? = mj + mj — m3. To resolve the two-fold ambiguity for Ep in equa-
tion 6.13, some assumptions are made and the positive solution is chosen. The
hemisphere and fragmentation mass are estimated from the charged tracks in the

event using Monte Carlo parameterizations [66].
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6.2.3.5 Averaging the Boost Algorithms

The results of the four boost algorithms are combined, taking correlations into
account, to obtain the most optimal estimate of the B boost [67]. The average
is performed in bins of charged track momentum (Pg") and missing mass (M).
Figure 54 compares the boost distributions between data and Monte Carlo. The
agreement is good for ¢m and K*°K as well as for the combined distributions. The
relative boost residual (202stree=boostuc) digtributions for the different B species are

boost o

shown in figure 55. The summary of the relative boost resolution is given in table 8.

Q=0 Q==+1
Decay Category Core og, Tail 0, | Core 0g, Tail g,
(%) (%) (%) (%)
Bg — D, X (right-sign) 7.6£0.2 19.1+£0.4 | 10.9£0.4 23.84+0.8
Bg — D X (wrong-sign) | 8.2+0.2 20.6+1.1 | 10.6+1.0 24.6+2.6
Bg — D;tX 8.5+0.2 21.1+0.6 | 11.940.6 23.2%+1.0
Bt — D;tX 11.1+£0.7 23.0x1.3 | 8.840.3 22.840.6
b — Baryon — D;EX 9.7+0.9 23.1£1.5 | 11.7£1.0 27.6£3.9

Table 8: Relative boost resolutions for various decay topologies. The resolution
is parameterized by the sum of two Gaussians with core fraction fixed
to 60%.

6.2.4 B? Proper Time

Having reconstructed the decay length (L) and the boost (87) of the B?, we

R

can now calculate the proper decay time. The proper decay time is given as:

T = L/(vBc). (6.14)
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Figure 55:

Bt b-Bary

Relative boost residuals for (a) BY inclusive, (b) B? right-sign, (c)
B? wrong-sign, (d) BY, (e) B and (f) b-baryon events. The plots in-
clude both neutral (Q=0) and charged (Q==1) events. The fitting
function used to fit the residual plots is the sum of two Gaussians
with the core fraction fixed to 60%. The parameter P1 is the nor-
malization, P2 (P5) is the mean of the core (tail) Gaussian and P3
(P4) is the width of the core (tail) Gaussian.
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The proper decay time distributions for data and Monte Carlo are shown in fig-
ure 56. The plots show some events with negative reconstructed proper time. These
are events where the reconstructed B decay vertex is behind the IP. The negative
proper time events do not contribute to the analysis and therefore, for simplicity,

are removed from the final data sample.

6.2.5 B Vertex Charge Reconstruction

We conclude the chapter on event reconstruction with a discussion on the de-
termination of the charge of the B vertex. Nominally, the charge of the B hadron
is the sum of the charge of the quality tracks associated with the B decay. To
improve charge purity, tracks with only VXD3 hits (VXD-alone vectors) that are
not used in the decay vertex and momentum reconstruction are also included in
the B charge determination [61]. The VXD-alone vectors are required to have hits
in all three layers of the vertex detector. This requirement is necessary for two
reasons: it suppresses fake vectors from random hits and improves track curvature
determination. A neural net is used to decide whether a vector is consistent with
a track coming from a B decay. The inputs to the vector neural net are similar
to the ones for quality track attachment. The inputs are: T, L, L/D (as defined
in chapter 5.2.3.2) and the angle between the VXD-alone vector and the vertex
axis. If a vector is attached to a secondary vertex, the helix fit is repeated with
the secondary vertex as an additional constraint to improve the curvature/charge
determination. Monte Carlo studies indicate that the charge is correctly signed for
about 85% of the VXD-alone vectors. The B vertex charge, Q, is given by the
sum of the charge of quality tracks (from the neural net attachment as described

in chapter 5.2.3.2) and VXD-alone vectors attached to the vertex. The neural net
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based vertex charge reconstruction requires the B candidate hemisphere to contain
a topological vertex. For events with no topological vertices found, which occurs in
data 4+1% (in Monte Carlo 5.0+0.3%) of the time, the charge of the B vertex is
taken as the sum of the charge of quality tracks attached to the candidate vertex
from the boost reconstruction algorithm. The reconstructed vertex charge distri-
butions for data and Monte Carlo are shown in figure 57. For the ¢m mode, the cut
on the vertex charge (Q) is shown on the plot. For the K**K mode, Q is required

to be zero.

250

200

150

Qcut Qcut

Reconstructed B Vertex Charge (Q)

Figure 57: Reconstructed B vertex charge distribution for data (dots), M.C.
neutral B events (open histogram), and M.C. charged B events
(solid histogram). The distribution is for ¢m and K**K modes
combined.
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CHAPTER 7

B? OSCILLATION STUDIES

In this chapter, we discuss the method used to extract the oscillation frequency
of the B? meson from the data. In particular, we use the unbinned maximum
likelihood approach to search for the oscillation signal. The construction of the
likelihood function is the main topic of this chapter. In addition, a new method of
fitting, the Amplitude fit [68], which incorporates the convenience of the likelihood

method and the power of Fourier analysis, will be introduced in the last section.

7.1 Likelihood Function

The likelihood function in a time dependent mixing analysis describes the proper
time distribution of the data. Unfortunately, in a real world, we do not have a pure
sample of B? nor do we have a perfect detector to reconstruct the B? candidate
events. Therefore, the proper time probability distributions for the mixed and
unmixed events in equation 2.36 have to be modified to account for the background
sources as well as detector effects. We will illustrate in this section, the approach
we use to construct a likelihood function that properly describes the data.

The events in the data sample can be divided into seven main sources, each

with its own proper time distribution function, F,. The seven physics sources are:
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1. Fff = B — D; X right-sign decays + c.c.
2. Fg* = B) — D} X wrong-sign decays + c.c.
3. Fg, =B} — DX + c.c.

4. Fg+ = BT = DX + c.c.

5. Fgp = B Baryon — D;tX + c.c.

6. F.. = primary charm quark — D} X + c.c.
7. F.omps = combinatorial events

The right-sign and wrong-sign B? events are treated separately in the likelihood
function because their proper time resolutions are found to be significantly dif-
ferent. The proper time distribution of the data is the sum of the seven physics
functions with the contribution from each source weighted by its fraction in the
sample and the appropriate normalization constant. The resulting probability dis-
tribution function for events tagged as mixed (opposite initial and final state flavor)
is:

78 ws

]3; Fg (Tree, mized) + %;

Pmixed(Trec) = st(mKKw)
oy
N3

j;l:[—]:FBB (Tree, mized) + fNL(;Fcc(Treca mixed)| +

[1 - st(mKKW)] ) Fcomb(TreC) ; (71)

Fg?*(Trec, mized)+

FBd (TTCC’ mzxed) + %FB*' (Trec; mmed) +
4

where 7, is the reconstructed proper time, fp, is the fraction of D in the sample, f,

: . : : ! Bs—DEX
is the fraction of category x in the Dy signal peak (e.g. fg,= tot’;‘;t; ffotf,« e )
and N; is the normalization constant for category i. A similar expression for

Pynmized(Trec) 1S obtained by replacing mixed with unmixed physics functions.
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The right-sign B? decays are the golden events that contribute to the mixing
signal. To construct their time distribution, we start with the ideal situation. We
mentioned earlier, the perfect time distribution has the form, for the mixed events:

e_T/TBs

Prizea(T) = (1 — cos(AmgT)), (7.2)

27p,
where 7p, is the B? lifetime and Am; is the mass difference between the mass
eigenstates. To account for the fraction of truly unmixed events that are tagged as
mixed due to imperfect flavor tag, we introduce the initial state mistag rate (7;) to
the above equation. The new time distribution has the form:

677'/7'33

27’3

Prizedn(T) = [(1=mn;)(1 — cos(AmyT)) + (1 + cos(AmyT))] . (7.3)

8

The final state mistag rate is zero by construction for the right-sign B decays; if the
final state tag is wrong, the distribution is described by the wrong-sign contribution.
The next term to include is the vertex reconstruction efficiency function, eg, (7).
This term is needed to correct the drop in efficiency for reconstructing B vertices
near the IP. The proper time distribution with the efficiency function is shown
below,

e—T/TBs

Prised,e(T) = ~ep, (1) - [(1 = m:) (1 = cos(Am,7)) + 1 (1 + cos(Am,T))] .

2T B
(7.4)
Finally, we convolute the above equation with a proper time resolution function,

G, (T, Trec), to model the uncertainty in reconstructing the proper decay time.

o0 _T/TBS
Fg (Tree, mized) = /0 627_ [(1—=mn;) (1 = cos(AmgT)) + n; (1 + cos(AmyT))] -
B;

€B, (T) : gs (T, Trec) dr. (75)

The convolution integral in equation 7.5 effectively transforms the time distribution

in true proper time (7) to the measured reconstructed proper time (7). We
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now have a complete proper time distribution function for the right-sign mixed
B? events. The distribution for events tagged as unmixed is obtained by simply
replacing n; with (1 — ;).

The physics function for the wrong-sign B? events has the same form as the
right-sign events. The principal difference is the final state mistag rate which is
equal to one in this case. Equation 7.5 can be converted to describe the wrong-
sign events by replacing 7; with (1 — 7;). In addition, the decay length and boost
resolutions for the wrong-sign events are found to be slightly worse than the right-
sign events. Therefore, a separate proper time resolution function, G’ (T, Trec), 18
used.

The neutral B} meson also exhibits oscillation behavior with the mass differ-
ence Amy as its characteristic oscillation frequency. Since we do not separate B
events into right-sign and wrong-sign decays, the final state mistag rate has to be

explicitly accounted for in the proper time distribution. The overall mistag rate is

a combination of initial and final state mistag rates:

Ny = Mi(1 = n5,B,) + (1 — 1)1, (7.6)

where 7y p, is the final state mistag rate for the By events. The physics function

for the BY events is given below:

[es} e_T/TBd

Fo(Treciiiite) = [ (1~ ;) (1. cos(Am)) +

ne, (1 £ cos(Amgr))] - €p,(T) - G, (T, Trec) dr, (7.7)

2TBd

where ep, and Gp, are the vertex efficiency and proper time resolution functions
for the BY events, respectively.

The B* and b-baryon proper time distributions can be described by a simple
exponential, convoluted with the vertex efficiency and proper time resolution func-

tions. The B and b-baryons do not oscillate, however, it is still possible to tag
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those events as mixed due to flavor mistag. Of course, if both the initial and fi-
nal states are wrong, the event would still be correctly classified as unmixed. The
physics functions for BT and b-baryons are given below:

o0 e_T/TB+

Ft (Tree, mized) = / Ngs e (1) - G (T, Tree) dr, (7.8)
0

2T B+

o0 e_T/TBB

Fpp(Trec, mized) = /0 nep - €88(T) - Gp(T, Trec) dr,  (7.9)

27’33

where np+ (ngg) is the overall flavor mistag rate and Gp+ (Gpg) is the proper time
resolution function for B (b-baryon) events. Once again, the distributions for the
unmixed events can be obtained by replacing ng+gg) With (1 — g+ (ss))-

The next physics source is the prompt D, from Z° — c¢ decays. Although
Monte Carlo study suggests that only about 1% of the events in the data are prompt
D, we include this contribution in the likelihood function for completeness. In a
prompt D, event, the D, is produced at the IP and therefore the reconstructed
time distribution is not well defined. The apparent time distribution comes from
mis-assigning fragmentation tracks to the D, as secondary B decay tracks. The
proper time distribution for the prompt D, is taken from a sample of Z° — cé

Monte Carlo events. The fitted distribution normalized to 1/2 has the form:
1
Foo(Trec) = 5(5.4Te /%) - er [(18.35 - Tree), (7.10)

where er f is the error function. The same distribution is used for events tagged as
either mixed or unmixed.

The last physics source that we need to consider is combinatorial Ds. These
are B candidates that contain a fake D,. The fake D, comes from three random
tracks that pass all the D, selection criteria. In the mgg, invariant mass plots
(see figures 47 and 48), they show up as a monotonic background underneath the

D, mass peak. The B hadron composition of the combinatorial candidates has
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been estimated from the Z° — bb Monte Carlo. The results are listed in table 9.
The values in the table are obtained using the default D, — ¢m, K**K neural net
cuts (varying the D, neural net cuts did not result in any significant change in the

B hadron composition). The final state mistag rate has also been studied. The

| B | BY | B* |b-baryons |
| (18£2)% | 38£2)% | (37£2)% | (7£1)% |

Table 9: B hadron fractions for the D, combinatorial events within £+ 40 MeV
of the nominal D, mass. The results listed are for the default values
of D, neural net cuts.

mistag rate is consistent with 50% which suggests that the combinatorial events do
not induce any mixing signal. This important fact allows us to parameterize the
proper time distribution of the combinatorial events directly from the data using
events outside the D; mass peak (D, sidebands). These events are presumably all
combinatorial events. The sideband regions are defined as: 1.7 < mgg, < 1.8 GeV
(lower sideband) and 2.05 < mgk, < 2.2 GeV (upper sideband). A series of detailed
Monte Carlo studies has been performed to verify that the B hadron composition
and proper time distributions for the combinatorial and sideband events are con-
sistent. Since no significant difference is found between the mixed and unmixed
combinatorial events, the two samples are combined. The plot of the sideband
combinatorial events from the data and the result of the fit are shown in figure 58.
The proper time distribution for either tagged mixed or unmixed combinatorial

events normalized to 1/2 is:
1
Foomp(Trec) = 5 [1.98¢ ™</M12 - 1f(0.38 - 7o +0.078)] . (7.11)

We can now combine the seven physics functions to obtain the overall proper

time distribution, as shown in equation 7.1. The expressions for Pizeq(Trec) and
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Figure 58: The proper time distribution of the combinatorial Dy events in the
data sidebands. The fitting function is: f(7) = P1-e~"/F2.erf(P3-
T+ P4).

Pynmized(Trec) are explicitly written out in Appendix B. Finally, the unbinned likeli-

hood function is defined as the product of the probability of the mixed and unmixed

events,
mized unmized
L= H Pmi;ced (Trec) H Punmiwed(Trec)- (712)
i J

7.2 Likelihood Function Parameterizations

In the previous section, we described the functional form of the likelihood func-

tion. Here, we discuss the individual parameters in the likelihood function in detail.
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7.2.1 Data Composition

The D; fraction (fp,) in equation 7.1, as mentioned earlier, is the fraction of
true D, in the sample. The fraction depends strongly on the reconstructed K K7
mass. For mgg, far from the nominal Dy mass, fp, is approximately zero. The D
fraction can reach as high as 90% for events with mg g, mass near the nominal D,
mass of 1.97 GeV. The relative fraction of true and combinatorial D, as a function
of mg g, is obtained directly from the data by performing a fit to the mgg, mass
distributions. The fit is done separately for ¢m and K*°K modes, for candidates
with loose and hard kaon information and for candidates with Q=0 and Q==1. The
fitting function consists of background and Dj signal terms. The fitting function
for the D, signal peak is the sum of two Gaussians with the same mean and the
core fraction fixed to 60%. The widths of the core and tail Gaussians used in the
individual mass fits are constrained to be 10.8 MeV and 35.0 MeV respectively,
which are obtained from the combined (¢7 and K*°K) D, mass fit. The fitting

function has the form:

Ssignat(X) = Pl{ Tp [—(X—PQ)Z/(2-0.01082)] (7.13)

0.6 .
V27 -0.0108

0.4 2 2
o oo [—(X = P2)?/(2-0.035 )]} ,

where P1 and P2 are the two floating parameters. The background shape is mod-
elled by a second order polynomial (for combinatorial events) and a Gaussian func-
tion (for D* — ¢m events). The amplitude of the Dt Gaussian is allowed to
float while the mean is constrained to be 99.2 MeV below the fitted D; mass peak

(which corresponds to the world average value of Dy and Dt mass difference [19])

and the width is fixed to the Monte Carlo value of 13.3 MeV. The background
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fitting function has the form:

forg(X) = P3+P4-X+P5- X%+ (7.14)

P6 - exp |[—(X — P2+0.0992)%/(2-0.0133%)] .

The results of the fits are shown in tables 10 and 11. Given the background and

Decay | Category P1 P2
Mode

QOKO | 0.55+0.03 | 1.965+0.003
om QOK1 | 0.72+0.13 | 1.964+0.003
Q1KO0 0.47%+0.11 | 1.95940.004
Q1K1 | 0.48+0.10 | 1.966+0.002
KYK KO 0.49+0.11 | 1.967+0.004
K1 0.36+0.08 | 1.97140.003

Table 10: Fit results for the D; signal peak. Category Q0 (Q1) denotes Q=0
(Q==£1) events. KO (K1) denotes events with loose kaon (hard kaon)
information. The parameter P1 is the normalization of the two Gaus-
sians and P2 is the fitted D, mass peak (in GeV).

Decay | Category P3 P4 P5 P6
Mode
QOKO | 200.6+3.9 | -180.24+3.3 | 41.5+1.1 | 8.2x10774+0.4
om QOK1 149.3+2.5 | -139.64+1.9 | 32.9+0.7 1.6+1.9
Q1KO0 | 195.3£7.0 | -180.7+£7.6 | 42.9+2.1 | 5.0x10734+0.5
Q1K1 190.24+1.8 | -188.7+0.3 | 47.0+0.4 2.84+1.8
KK KO 144.64+2.8 | -136.3+2.4 | 32.6+0.8 1.7£1.8
K1 141.04+1.9 | -138.1+£0.3 | 34.1+0.4 3.0+1.9

Table 11: Fit results for the background shape. Category Q0 (Q1) denotes
Q=0 (Q==1) events. K0 (K1) denotes events with loose kaon (hard
kaon) information.

signal shapes, the D, fraction can be calculated on an event by event basis,

fo.(MKKx) = Jsignat(MicKr)

— fsig"al (mKK'/r) + fbkg(mKKw) . (715)
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The remaining fractions in equation 7.1 (fz°, f§°, fp,, fe+, fes and f.) are
obtained from the Monte Carlo. These parameters are defined as the fraction
of each physics source in the D; mass peak (not including combinatorial events).
Monte Carlo studies indicate that the fraction of each source is not correlated with
the reconstructed mass of the D,. Therefore, there is no need to parameterize those
fractions as a function of mgg,. We can simply use the average values within a
certain D; mass window (e.g. +40 MeV of the nominal D, mass). However, the
sample composition does depend strongly on the vertex charge (Q) and lepton
ID. Naturally, the neutral vertex sample would have a higher BY fraction than the
charged sample, and an identified lepton in the B vertex would suppress the wrong-
sign D, that comes predominantly from BY and B* decays. The fractions obtained
from the Monte Carlo are given in table 12. The values listed have been corrected

for the differences between the various branching ratios in the SLD Monte Carlo

and the world averages [62].

Decay B, B, B, fB+ [BB Jee
Mode (%) (%) (%) (%) (%) (%)
QOLO | 53.3£0.9 | 6.1£0.1 | 26.7£0.8 | 5.5+0.4 | 7.0+0.1 | 1.4+0.04
om QOL1 | 80.9+1.0 | 3.5+0.04 | 11.44+0.8 | 2.3+1.1 | 0.840.4 | 1.1+0.03
Q1LO | 30.4+1.4 | 3.5+0.2 | 16.94+1.3 | 42.740.6 | 5.240.3 | 1.4+0.04
QI1L1 | 49.543.3 | 2.1+£0.1 | 12.14+2.2 | 34.043.2 | 1.1+0.6 | 1.1+0.03
KK LO 55.4+1.4 | 6.3£0.2 | 26.9£1.3 | 4.8+£0.7 | 5.0£0.5 | 1.6£0.05
L1 81.9+£2.2 | 3.54+0.09 | 10.1£1.9 | 1.7£0.8 | 2.7£0.8 | 040.05

Table 12: Data composition in the Dy mass peak (within 4+ 40 MeV). Category
Q0 (Q1) denotes Q=0 (Q==1) event sample. LO (L1) denotes event
sample without (with) an identified lepton in the B vertex. The

errors given in the table are Monte Carlo statistical errors.
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7.2.2 Final State Mistag

Since the initial state tag has been discussed in detail in section 6.1.4, we will
only focus on the final state mistag rates in this section. The final state mistag rate
for B? events is effectively accounted for in the relative ratio between the right-sign
(f#*) and the wrong-sign f%* B? fractions. The final state mistag rates for B, Bt
and b-baryons are taken from the Monte Carlo. The rates are adjusted to correct
for the different BY and B* right-sign to wrong-sign branching ratios used in the
SLD Monte Carlo and the world measurements. The list of final state mistag rates
assumed in the likelihood function is given in table 13. The rates are parameterized
separately for events with and without an identified lepton in the B vertex. The B?
candidate sample with an identified lepton is enriched with semileptonic B decays

and therefore contains significantly lower fraction of wrong-sign D.

T2 18 +18°) | gy nf,B+ nf,BB

(%) (%) (%) (%)
No Lepton ID 10.3+0.6 79.240.9 | 76.0£1.0 | 92.242.0
With Lepton ID 4.140.7 89.442.0 | 93.3+1.0 | 91.7 £8.0

Table 13: Effective final state mistag rates. The errors given in the table are
Monte Carlo statistical errors.

7.2.3 Vertex Reconstruction Efficiency

The efficiency function is defined as the fraction of events that pass all the
selection cuts as a function of true proper decay time of the B hadron. The function
accounts for the biases in the proper time distribution that maybe introduced by the

analysis cuts. In particular, it is known that the topological vertex reconstruction
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algorithm performs poorly in identifying vertices near the IP. This is due to the
fact that near the IP, the secondary vertices are not well resolved from the IP. This
effect introduces a dip in the proper time distribution that must be accounted for,
in this case, by the efficiency function. The efficiency function is parameterized
separately for different B hadrons. The plots of vertex efficiency versus true proper
time are shown in figure 59. The fitting function for B?, BY and BT fits is:

1— ePZ-T

—Pl—
6(7—) 1+ ePQ-T

+ P3+ P47, (7.16)

The last exponential term (P4e”>7) in equation 7.16 is introduced to model the
drop in efficiency at large proper time. The drop is particularly significant for
charged B events. The parameters P4 and P5 are fixed to zero for the b-baryon

efficiency function.

7.2.4 Proper Time Resolution Functions

The proper time resolution can be expressed in terms of the decay length and

boost resolutions (oy,,0,4) as in:

9 i\ 2 1/2
o oy T8
UT(T,Za]) - (’VBC) + (T ry’yﬁ) ’ (717)

where the indices 7, 7 =1 for core and 2 for tail. The proper time resolution contains

a constant term that depends on o7, and a term that rises linearly with proper time

that depends on o,5. This behavior is illustrated in Figure 60 for the BY events.
In practice, there are four o, distributions given by the various o, and o,

core-tail combinations. The resolution function is obtained by summing all four

contributions:

G(T, Trec) = fchcc + fcft (Gct + Gtc) + ftQGtta (718)
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Figure 59: Vertex efficiency functions for (a) BY, (b) BY, (¢) B* and b-baryon

events.
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Figure 60: o, distributions for B — DX events. The lower red curve is
calculated using oy, (core) and o,5(core). The upper blue curve is
calculated using oy, (tail) and o,4(tail). The background histogram
is the proper time distribution of the data events.

with f.=0.6, f;=0.4, and G, ; defined as:

1 270 2( : -
Gij = meﬁp [—(T — Trec) /207(7,2,3)] . (7.19)

7.2.4.1 Event by Event Decay Length Resolution

Instead of using the average decay length resolution (see table 7) to parameterize
the proper time resolution, we can gain more sensitivity to mixing by estimating the
decay length resolution on an event by event basis, thereby assigning more weight
to events with good decay length resolution. We take advantage of the fitted B
vertex error to estimate the decay length uncertainty o7° for each event. The

uncertainty is the quadrature sum of IP and fitted B vertex errors along the vertex

axis direction. The normalized decay length residual plots, (Lyec — Larc)/0%¢€, are
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generated for different B species. If the B vertex error estimate is unbiased, we
would expect the width of the normalized residual plot to be equal to one. The
deviation from one corresponds to the correction factor that we need to apply to
convert the estimated decay length error to the true decay length error. The true

decay length error (o%€) is given by,

o = N,, x o3,

(7.20)

where N,, is the width of the normalized decay length residual distribution. In
practice, we fit the normalized residual plot to the sum of two Gaussians. Conse-
quently, we have the core and tail correction factors for each B decay type. The

complete list of correction factors is given in table 14.

Q=0 Q==+1
Decay Category Core N,, Tail N,, | Core N,, Tail N,,
BY — D; X (right-sign) | 1.074+0.02 2.16+0.05 | 1.11+£0.06 2.18+0.10
B 5 DI X (wrong-sign) | 1.39+0.09 3.65+0.32 | 1.30+0.31 4.13+0.84
BY — DX 1.234+0.03 3.684+0.15 | 1.26+0.07 3.77+0.26
Bt — D;tX 1.414+0.02 4.2640.31 | 1.39+£0.05 3.9340.17
b — Baryon — D;tX 1.2440.08 2.9340.22 | 1.24+0.08 2.9340.22

Table 14: Decay length resolution correction factors.

7.2.4.2 Event by Event Relative Boost Resolution

Additional improvement on the sensitivity of B mixing can be achieved by
estimating the boost resolution on an event by event basis. It is expected that
the boost resolution is highly dependent on the amount of energy from the charged
tracks in the vertex. If a B candidate has large charged track energy (E4), it would

imply that very little energy is in the neutral component. Since the estimation of
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the neutral energy is fairly imprecise in comparison to the charged energy, we
would expect that B events with smaller neutral energy to have significantly better
boost resolution. Therefore we parameterize the boost resolution in bins of charged
energy. Figure 61 shows the relative boost residual for the right-sign B? events
in ES bins. As shown in the plots, the core and the tail widths exhibit strong
dependence on E¢. The parameterization is performed separately for the different
B species and vertex charge sample (except Q=0 and Q==+1 samples are combined
for wrong-sign BY and b-baryon events to improve statistics). The results of the

fits are given in table 15.

7.2.4.3 Proper Time Offsets

Both the reconstructed decay length and boost are found to have some sys-
tematic biases. For example, the reconstructed decay length for the double charm
decays is slightly shifted towards longer decay length (towards the charm vertex).
The proper time biases show up in the residual plot as the Gaussian is not per-
fectly centered at zero. The shift is very small for most cases, nevertheless, the
effect should still be modelled in the likelihood function. The offset of the decay
length residual distribution is parameterized as a function of reconstructed decay
length. The shift in the boost is parameterized as a function of E$*. The offsets
are accounted for by introducing a proper time correction for each event. The

correction is defined as:

(67)ij =

(0L); _ |68 |
Bye lﬁv L ’ (721

where i, j are the core/tail indices, § L is the mean of the decay length residual and
% is the mean of the relative boost residual. The correction is included in the

resolution function by replacing 7., with 7,¢c — (67); ;-
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Figure 61: Plots (al)-(a6) are the relative boost residuals in various bins of
charged B energy for the right-sign B (Q=0) events. Plot (b) shows
the resulting core and tail relative boost resolution as a function of
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Core Resolution (Q=0)

Decay Category P1 P2 P3
B? (Q=0) 0.128+0.009 -0.001240.0006 -0.000027+0.00001
B? (Q=0) 0.21£0.03 -0.008+0.002 0.00009+0.00004
BY (Q=0) 0.20£0.03  -0.007£0.002  0.00009-£0.00004
B* (Q=0) 0.20£0.02  -0.003620.0008 -
b — Baryon (Q=0) 0.13£0.03 0.001+0.002 -0.000140.00005
Tail Resolution (Q=0)
P1 P2 P3
Right-Sign B (Q=0) 0.40+0.04 -0.01£0.003 0.0001+0.00004
Wrong-SignB? (Q=0) 0.7£0.2 -0.03£0.01 0.0005£0.0002
BY (Q=0) 0.52£0.06  -0.0220.005  0.00020-£0.00009
B* (Q=0) 0.27+0.06 0.003+0.002 -
b — Baryon (Q=0) 1.140.2 -0.07+0.01 0.001+0.0002
Core Resolution (Q==£1)
Decay Category P1 P2 P3
Right-Sign BY (Q==+1) 0.26£0.05 -0.009£0.004 0.00011£0.00007
Wrong-Sign B? (Q==+1) | 0.2140.03 -0.008+0.002 0.00009£0.00004
BY (Q=+1) 0.24£0.02  -0.004320.0008 -

BT (Q=+1) 0.484+0.09 -0.016£0.007 0.0002%0.0001

b — Baryon (Q==£1) 0.13£0.03 0.001+0.002 -0.0001£0.00005

Tail Resolution (Q==1)

P1 P2 P3

Right-Sign BY (Q==1) | 0.54£0.08  -0.024+0.006  0.0004-0.0001

Wrong-Sign BY (Q==+1) | 0.7£0.2 20.03%+0.01 0.0005-0.0002
BY (Q==1) 0.35£0.05 -0.006+0.002 -

BT (Q=+1) 0.484+0.09 -0.016£0.007 0.0002%0.0001

b — Baryon (Q==1) 1.1£0.2 -0.07+0.01 0.001+0.0002

Table 15: The event by event relative boost resolution parameterizations for
the various categories. The function used in the fit is: og,(E) =

Pl1+ P2-E$h+ P3- (E)2
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A check of the resolution function has been performed on the Monte Carlo.
Figure 62 shows the proper time residual distributions for right-sign B? events in
bins of true proper time with the calculated event by event resolution function.
The same comparison has also been performed for the other B hadrons, and in all

cases, the agreement is good.

7.2.5 Normalizations

The last issue on the likelihood function that needs to be addressed is the
normalization. The complete likelihood function is normalized by dividing each
physics term by a normalization constant. The normalization is required to ensure
that the weight of each physics source in the likelihood function is not biased by the
efficiency and the proper time resolution of the event. The normalization constant
(N;) is calculated for category i by integrating the sum of the mixed and unmixed

physics functions for source ¢ over all reconstructed proper times,
+oo . .
N; = / (Fized y punmized) g (7.22)
0

In practice, the integration is performed from 0 to 10 psec. Since the oscillation

terms cancel in the sum, the normalization constant does not depend on Amy.

7.3 Likelihood Fit

We now have the final likelihood function that we can use to fit the data. To
verify that the likelihood function correctly models the proper time distribution,
a comparison between the likelihood function and the mixed fraction (# of events

tagged as mixed / total # of events) distribution is performed. Figure 63 shows
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good agreement between the mixed fraction distributions for the Monte Carlo events
and the corresponding likelihood functions.
The likelihood fit results are shown in figures 64 and 65. Figure 64 shows the

mixed fraction plot and the likelihood function for data. The —log(likelihood)
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Figure 63: Mixed fraction distributions (dots) for (a) B — DX, (b) BY —
D*X, (¢) Bt — D#X and (d) all events. The histograms are the

likelihood functions for the respective category. The generated Am

value is 10 psec™!.

versus Amy distribution for data is shown in figure 65. The likelihood function
is calculated with B hadron lifetimes and Am, fixed to the world averages. No

significant minimum is seen in the Am, range between 0 and 25 psec™!. In the
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Figure 64: Mixed fraction distribution (dots) and the likelihood function (his-
togram) for data.
absence of a signal, setting a limit using the traditional likelihood approach is
not straightforward. Furthermore, it is extremely cumbersome to combine the
likelihood function of different analyses, not to mention, different experiments.
These are the primary motivations for introducing a new fitting scheme that could
circumvent the problems mentioned. We discuss this new method in the next

section.

131



870

869 |

868 |

867

-log(likelihood)

863 |

862 |

861

860 L
0

Figure 65:

866 |
865

864

5 10 15 20 25

-1
Ams (ps)

Distribution of —log(likelihood) versus Am, for data. The hori-
zontal line is the reference likelihood value at Amg = oo.

7.4 Amplitude Fit

The amplitude method is introduced to the B? mixing community as a solution

to many of the complications associated with the standard likelihood analysis. The

method, in essence, transforms the traditional likelihood fit into a “Fourier-like”

analysis. Fourier analysis is a powerful approach to search for periodic signals,

therefore, it is particularly suited for the B? analysis. In an amplitude fit, the

likelihood function is modified by introducing a term A, the amplitude, in front

of the B? cosine terms (cos(Am,) — A cos(Amy)). For this analysis, the physics
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functions Fg’(7,.ec) and Fg*(r.ec) now have the forms:

o0 _T/TBS
Fg (ryeemived) = [~ S [(1=m) (1 - A-cos(Am,r) + (7.23)
0

2’7']5'S
7 (1 + A - cos(AmyT))] - €, (T) - B, (T, Trec) dT.

o0 efT/TBs

Fg} (Trec, mized) = /0 5 [(1=m) (1+ A - cos(Am,7)) +
B;

7 (1 — A - cos(Am,T))] - €p,(T) - GB (T, Trec) dT.

Instead of fitting directly for Amg, as in the case of the standard likelihood method,
Amy is fixed to a particular value and the amplitude A is determined by the fit.
The fit for A is repeated for a range of Am; values to produce the amplitude plot.
The amplitude plot is effectively a normalized frequency spectrum of the proper

time distribution. The amplitude is expected to be consistent with zero for values

true

J“¢ and to reach unity at the true mass difference value. If

of Amy far from Am
the oscillation frequency is large and no signal is observed, the range of Amy for
which A + 1.64504 < 1 can be excluded at the 95% confidence level (C.L.). The
95% C.L. sensitivity is defined as the value of Am, at which 1.64504 = 1. The
sensitivity value corresponds to the average limit that the analysis is expected to
set. Of course, an analysis can be lucky (amplitude values fluctuate low near the
sensitivity) and obtain a higher than expected limit. Conversely, an analysis can
be unlucky (amplitude values fluctuate high) and set a lower than expected limit.

For illustration, the amplitude fit result using a pure sample of Monte Carlo
BY — DX events is shown in figure 66. The signal peak at the generated Am, of

lis clearly seen in the amplitude plot. The sensitivity is the Am, value

10 psec™
at the intersection of the sensitivity curve and the horizontal line of A =1. In this
illustration, the sensitivity is beyond 25 psec™!. The slope of the sensitivity curve

increases as o; increases. For analysis with excellent proper time resolution, the

sensitivity curve tends to be fairly shallow.
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Figure 66: Amplitude fit plot for Monte Carlo BY events. A signal peak is seen
at the Monte Carlo generated value of 10 psec™'. The error bar on
the amplitude corresponds to 1o. The amplitude error grows as a
function of Amy, due to proper time resolution effect.

Figure 67 shows the amplitude test results using a sample of bb Monte Carlo
which corresponds to roughly 20 times the data size. The amplitude fit is performed
for four different values of input Amyg. A signal peak is clearly seen for input Am
values of 4 and 10 psec™1. A slight enhancement in the signal region is also observed
for generated Amy of 17 psec™1. Figure 67d illustrates the scenario when the true
Amg value is far beyond the sensitivity of the analysis. In this case, the sensitivity
at the 95% confidence level is about 22 psec™! and the generated Am is 270 psec™?
The amplitude plot shows that all data points are consistent with amplitude of zero

and no signal peak is observed. In this example, the values of Am; less than 20.5

psec”! can be excluded at the 95% confidence level.
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CHAPTER 8

RESULTS AND CONCLUSIONS

In this chapter we first present the amplitude fit result for the B? — B_g mixing
analysis. We then discuss the issue of systematic uncertainties associated with the
amplitude fit. We conclude this chapter with some general remarks on the world

average as well as on the future B? mixing measurements.

8.1 D, + Tracks Result

The amplitude plot for the “D;+Tracks” analysis is shown in figure 68 (for the
experts who wish to combine this analysis with other results, the data file that con-
forms to the COMBOS averaging algorithm developed by the LEP B Oscillations
Working Group is included in Appendix D). The Ds+Tracks result excludes the
following values of the B? — B9 mixing oscillation frequency: Am, < 1.4 psec™!
and 2.5 < Am, < 5.3 psec™! at the 95% confidence level. The sensitivity of the
analysis is at 3.3 psec™!. Since the limit is much higher than the sensitivity of the
analysis, it is essential that we study the probability for this analysis to exclude

Am, values considerably beyond the sensitivity. The exclusion probability for a

given Amy is defined as:

1-1.6450 1 )
Pewclude(aA; Ams) = / ! 670'5(A/JA) dA. (81)

—o0 V2Tmo 4
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The integrand is a normalized Gaussian centered at A = 0 (the expected value of
A for no signal) with a width that is given by the uncertainty in the amplitude
at the particular Amg value. The exclusion probability distribution is shown in
figure 69. The probability for excluding Am, of 5.3 psec™! is about 45%. Therefore
the excluded regions obtained in this analysis are reasonable, assuming Gaussian
statistics.

One important feature to note about the result is the shallow slope of the
sensitivity curve. This analysis has achieved an excellent proper time resolution.
Consequently, the amplitude error grows fairly slowly as a function of Am,. At
high Amg, this fact allows the analysis to be competitive with other B? mixing
analyses with larger data sample. The effect of including this analysis in the SLD
and world averages will be discussed in later sections.

As mentioned earlier, the analysis is statistically limited. Unfortunately, the
SLD data run has officially ended and no additional data will be available. The data
collected from the 1992 to 1995 run periods (prior to the installation of VXD3) could
provide more statistics. However, studies show that the sensitivity gain from the
VXD2 data is marginal due to worse decay length resolution. Alas, the limitation

of the data size is the main obstacle in improving the sensitivity of the analysis.

8.2 Systematic Uncertainties

The likelihood function contains many input parameters that are either mea-
sured or estimated from the Monte Carlo. Whenever possible, we derive the param-
eters directly from the data to reduce dependence on the Monte Carlo modelling.
However, there are uncertainties associated with each of the input parameters re-

gardless of their origin. The effect of these uncertainties on the amplitude fit are
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Figure 68: Amplitude plot for Ds+Tracks.
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Figure 69: Exclusion probability for the D+Tracks analysis.

estimated by varying the parameters in the fit according to their measured or ex-
pected uncertainties. The effect of the variation is included in the amplitude plot
using the prescription given in reference [68]. The systematic uncertainty on the
amplitude due to a particular variation is:

o.zew _ O.nom)

ot — (grew _ gnomy o (1 — ) (8.2)

O.Zom ’

where A" (A™™) and 0% (0%°™) are the new (nominal) amplitude and uncer-
tainty. The prescription for calculating the systematic error (equation 8.2) takes
into account not only the change in amplitude value but also the change in statis-
tical error of the amplitude. The results of the individual variations are combined
to obtain the overall systematic uncertainty. This procedure is performed for each

Am, data point on the amplitude plot.
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In this analysis, we study the systematic error on some of the more signifi-
cant parameters in the likelihood function. These parameters and their errors are

discussed in the next few sections.

8.2.1 B Hadron Lifetimes and Amy

The B hadron lifetimes and Amy values used in the fit are obtained from the
world averages. Table 16 lists the values assumed in the fit and the uncertainties

used to determine the systematic error.

‘ Parameter ‘ Value and Error ‘ Ref. ‘

TB, 1.464 £ 0.057 ps | [62]
TB, 1.562 +0.029 ps | [62]
Tpt 1.656 +0.025 ps | [62]

TBBaryons 1.208 £ 0.051 ps [62]
Amg | 0.476 +0.016 ps~' | [62]

Table 16: World average values of B lifetimes and Amy.

8.2.2 Sample Composition

The uncertainty in the Dy fraction, fp, (mxk.), comes from the myx, mass fit.
The issue involves how well the combinatorial background level can be determined.
A series of studies indicate that the fit for the background level is stable within 5%
for the ¢ loose kaon ID samples. For the K*°*K and hard kaon ID samples, the
statistics are significantly lower and the fits vary at the 10% level. Based on these
findings, we assign 5% or 10% systematic uncertainty on the D, fraction on the

respective event sample.
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As mentioned in section 7.2.1, the fractions f2°, f5”, fg,, [+, fep and f. used in
the likelihood fit are derived from Monte Carlo and world average branching ratios.
Assuming that the Monte Carlo models the detector efficiency and acceptance
well, the principal uncertainties in the sample fractions are from the uncertainties
in the branching ratio measurements. The list of branching ratios assumed in the
analysis are given in table 17. All the parameters are varied by +1 o to estimate

their systematic error contributions.

‘ Parameter ‘ Value and Error ‘ Ref.
f(b — BY) 0.100 4 0.012 [62]

f(b — BY, BY) 0.401 + 0.010 [62]

f(b — B Baryon) 0.099 + 0.017 [62]

Ry-B(b— BY) -B(BY — D X)-B(D} — ¢nt) | (6.217078) x 107* | [62, 69]

B(b— W~ — D;)-B(D; — ¢717) (3.66 +0.45) x 1072 |  [69]
B(Byy — DEX)-B(D7 — ¢77) (3.71 £0.28) x 1073 |  [62]
B(Byu — D7 X)/B(By, — DEX) 0.172 £ 0.083 [62]
B(c— D7) -B(D; — ¢7) (34+£0.3) x 1073 | [62]

Table 17: B production fractions and various branching ratios assumed in the
amplitude fit. The uncertainties for the branching ratios do not
include uncertainty from Br(D; — ¢m).

One important parameter that deserves special attention is the branching ratio
of right-sign B?. ALEPH has performed a direct measurement on this quantity [69].
Unfortunately, the error on the measurement is of the order of 30%. The published

value is:
Ry-B(b— BY)-B(BY — D!X)-B(D} — ¢nt) = (6.68 £1.99) x 107*, (8.3)
where the error quoted does not include the error from B(D;} — ¢7nt). To obtain
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a better estimate of the right-sign B? branching ratio, we assume factorization (i.e.

leptonic W decay is independent of the spectator diagram), which implies:

B(BY — D}l 7vX)
B(BY - I'7X) '

B(BY — D} X) = (8.4)

where B(B? — ["7X) is the direct semileptonic branching ratio B(b — ITvX).
Equation 8.4 allows us to transform the more precise measurement of the right-

sign B? semileptonic branching ratio [62]:
Ry-B(b— BY) - B(BY = D17 vX) - B(D} — ¢nt) = (6.497982) x 1075, (8.5)

to the inclusive right-sign B? branching ratio. We then combine the direct (equa-
tion 8.3) and the inferred (equation 8.5) measurements using the B semileptonic

branching ratio from reference [62] to obtain the value:
Ry-B(b — BY) - B(BY — D} X)-B(D — ¢n7) = (6.217574) x 107, (8.6)

which has an uncertainty of 12%. The above rate does not include the contribution
from wrong-sign B? decays. For the latter contribution, we assume that the rates

are equal for all B mesons:

B(B? - DfX)=B(BY - D}/ X) = B(B" — D} X). (8.7)

8.2.3 Flavor Tagging

The systematic error on the initial state mistag rate (1;) is comprised of the
systematic errors from the six individual tags and the combination procedure. The
contributions from the two dominant tags, polarization and jet charge, have been

studied in detail [64]. The effect of varying the electron beam polarization and
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various other input parameters brings about a spread on the mistag rate of about
1%. The remaining contributions are expected to be relatively small. Therefore,
we assign a conservative uncertainty of 2% (absolute) to the initial state mistag
rate.

The final state mistag rates are not explicitly treated in the systematic error
analysis. The effects have been accounted for in the systematic uncertainties on

the branching ratios of right-sign to wrong-sign B decays as listed in table 17.

8.2.4 Proper Time Resolution and Offsets

The decay length and boost uncertainties are the dominant contributions to
the proper time resolution systematic error. The effect from the decay length
resolution has been studied using Z° — 777~ events [70]. The estimated decay
length resolutions in data and Monte Carlo obtained from the negative tail of the
7 decay length distributions are consistent within the errors of the fit, and the
observed difference is less than 5%. To cover any unknown effects not accounted
for, we assign +10% systematic error on decay length resolution.

A comparison of the neutral electromagnetic energy distribution associated with
B decay between data and Monte Carlo suggests that the uncertainty due to
calorimetry is about 3%. Unfortunately, no additional study has been performed
to constraint the boost uncertainty. Therefore we place a very conservative value
of +20% on the boost resolution.

Finally, we obtain the systematic error of proper time offset corrections by
studying the change before and after the inclusion of corrections. We assign the

systematic error equal to the total offset.
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8.2.5 Systematic Error Table

The list of systematic errors and nominal amplitude values are given in table 18
for a few values of Am;. As the table indicates, the analysis is statistically limited.
The statistical error is the main uncertainty on the amplitude values and the total

systematic error is almost negligible by comparison.

8.3 SLD Average

In addition to D,+Tracks, there are two more BY analyses at SLD: Lepton+D
and Charge Dipole. All three B? mixing analyses use the same initial state tag and
similar boost reconstruction algorithms. The main differences are the methods of
selecting BY candidates and tagging the final B? flavor. The Lepton+D analysis
takes a more inclusive approach than D,+Tracks at selecting events. It requires a
lepton and a topologically reconstructed vertex consistent with a charm meson. A
neural net is implemented in the analysis to suppress wrong-sign lepton from b — ¢
decays. The charge of the lepton is used to determine the final flavor of the B?.
The average correct tag probability of the lepton tag is about 95%. The Lepton+D
has more statistics than the D;+Tracks analysis. However, it has slightly poorer
proper time resolution and BY purity.

The Charge Dipole is the most inclusive analysis at SLD. It requires events to
have a topologically reconstructed vertex consistent with a B decay. The final state
tag is determined by exploiting the charge structure of the b — ¢ transition. The
tagging algorithm is identical to the opposite hemisphere charge dipole method used
for the initial state tag. The only difference is that the dipole charge is calculated

for the event hemisphere as opposed to the opposite hemisphere. The average final
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Amg 5pst 10ps™' 15 pst 20 ps!

Measured amplitude A -0.203 0.029 1.027 2.513
Statistical uncertainty (o) +0.599  +0.933 +1.361 +2.283
. . syst 40.119 40.145 10.326 10.840
Total systematic uncertainty (0"")  Tgig2 ~0.129 ~0.339 ~0.882
40.016 40.008 40.020 40.017
TB —0.017 —0.008 —0.021 —0.019
~0.0009 ~0.0006 ~0.002 40.00009
TBq4 +0.0006 +0.0006 +0.002 ~0.00004
—0.0006 —0.0006 —0.0005 ~0.007
T+ +0.0006 +0.0006 +0.0005 +0.007
. 40.0001 40.0001 40.0002 40.002
B baryons —0.0002 —0.0002 —0.0001 —0.002
A —0.0002 ~0.001 40.0004 40.0008
mgq 10.0002 40.001 ~0.0004 ~0.0008
T 0 40.018 40.012 40.021 40.010
fib— BY) ~0.017 ~0.012 ~0.022 ~0.011
T 40.005 40.004 40.0009 ~0.019
f(b — B Baryon) —0.005 —0.004 —0.0010 +0.019
50 —0.044 ~0.032 ~0.040 ~0.068
(Rb -B(b — BY)- 40.061 10.043 10,048 10.068
B(BY — Df X) - B(D} — ¢r))
- - - — 10.018 40.013 10.022 40.010
Bb— W~ — D7) -B(D; — ¢n7) ~0.018 ~0.012 ~0.022 ~0.012
+ - - 40.018 40.013 40.013 10.042
B(Byu — Dy X) - B(Dy — ¢m™) ~0.019 20,014 —0.014 —0.047
- + 40.016 40.012 40.058 40.153
B(Byu — D7 X)/B(Bau — Dy X) ~0.016 ~0.013 ~0.060 ~0.156
- - - - 40.002 40.003 40.007 40.011
B(e — D;)-B(D; — ¢77) 20.002 20.003 20.007 20,011
. 40.017 40.048 40.021 40.038
Decay length resolution ~0.017 20.053 ~0.021 ~0.062
. ~0.016 10.099 ~0.110 ~0.316
Boost resolution 40.031 ~0.094 +0.061 40.298
f 10.048 40.019 10.096 ~0.090
D, ~0.046 ~0.018 ~0.096 +0.076
i —0.066 —0.054 ~0.094 —0.430
Initial state tag 10,074 40,078 10.089 10.358
: 40.006 40.007 10.278 10.671
Proper time offset —0.006 —0.007 —0.278 —0.671

Table 18: Table of statistical and systematic uncertainties for several Amy values.
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state correct tag probability is about 78%. This value is higher than the dipole
charge initial state tag since charge dipole as a final state tag is not diluted by B°
mixing. The Charge Dipole analysis has over 11,000 reconstructed B? candidate
events with an average B? purity of about 16%.

The three analyses have been combined at SLD using the latest Ds+Tracks
result presented here and the results released at the 2001 summer conferences for
the Lepton+D and Charge Dipole analyses [71]. To ensure the analyses are sta-
tistically independent, data used in one analysis is excluded from the rest. This is
accomplished by ordering the three analyses based on sensitivity per event. Each
analysis is required to remove events already selected by the more sensitive analy-
ses. The D,+Tracks has the highest sensitivity per event, followed by Lepton+D
and then Charge Dipole. The same exercise is performed on data and Monte Carlo
to avoid introducing biases. Combining the amplitude results of Lepton+D and
Charge Dipole yields a sensitivity of 12.1 psec™! at the 95% confidence level. The
sensitivity improves to 13.7 psec ! with the inclusion of D,+Track. The combined
SLD amplitude plot is shown in figure 70. The SLD average excludes B? — B?

mixing oscillation frequency of Am, < 13.7 psec™! at the 95% confidence level.

8.4 World Scene

The search for BY oscillations has also been performed by the ALEPH, DELPHI,
OPAL, and CDF collaborations. A combined world average is obtained using the
COMBOS algorithm developed by the LEP B Oscillations Working Group [72].
The algorithm takes into account correlated systematic errors and different assumed
branching ratio values between various experiments. The combined LEP and CDF

analyses based on the results released at the 2001 summer conferences yields a
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Figure 70: SLD average amplitude plot including the final D,+Tracks result.
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sensitivity of 15.6 psec™'. The addition of the SLD average mentioned in the
previous section brings the world average sensitivity to 18.5 psec!. The result
of the world combination is shown in figure 71. The excluded region at the 95%
confidence level is Am, < 14.6 psec™!. Figure 72 shows the amplitude and error at
Amg, = 15 psec™! for the individual analyses used in the world average.

The most significant deviation from zero on the amplitude plot occurs at about

L. A toy Monte Carlo study was carried out to evaluate the significance

17 psec™
of the “bump”. The result indicates that about 3% of the simulated experiments
with Am, set to a large value have fluctuations similar to the one observed in the
data. Therefore the “bump” is not a conclusive signal. Nevertheless, the observed
feature is tantalizing, given the fact that the “bump” is within the preferred values
of Amy from the constraints on the p — 7 plane.

The achieved world limit on Am, now provides a strong constraint on the apex
of the Unitarity Triangle. Figure 73 illustrates the constraints on the p — n plane
using experimental results as of ICHEP-2000, including the previous D+ Tracks
result [24]. The allowed region of p — 7 is computed using the Bayesian approach.
It is shown on the plot as the two black contour circles. The constraint from the
ratio of Am, and Amy is shown in the dotted curve. As one can see, the curve
severely confines the allowed region of the apex. The probability distribution for

Amg can be extracted from the plot. From the distribution, the preferred value of

Amy is: 15.6 < Am, < 20.5 psec™! at the 95% confidence level.

8.5 Outlook

The SLD experiment has made significant contributions to the world average

on the limit for B? oscillations. This is an impressive accomplishment given that
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Figure 71: World amplitude plot including the latest D;+Tracks result.
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Figure 72: The plot shows the amplitudes and errors at Am, of 15 psec™. The
arrow points to the data point for the D,+Tracks analysis.

the SLD data size is about a factor of 10 less than that of the LEP experiments.
In the near future, both SLD and LEP are expected to release analysis updates.
However, it is unlikely that a definitive signal can be observed using data from the
current generation of experiments.

If Amy lies in the region suggested by the p — n plot, the CDF experiment in
RUN II will very likely be the first experiment to observe the signal. Figure 74
shows the projected sensitivity for 2 fb~! of data. A 50 discovery can be achieved

up to Am, of about 40 psec™!.
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Figure 73: The allowed regions for p and 7 (contours at 68%, 95%) and the
various experimental constraints.

The aggressive efforts to search for BY oscillations have steadily increased the
Amg limit over the years. With new generation experiments coming on line, such
as Tevatron Runll, LHC-B and BTEV, the end of the search is finally within sight.
If upcoming experiments fail to make a discovery and push the limit beyond the
preferred predicted region, then it would imply that the |Vj4| leg on the Unitarity
Triangle is so short that the triangle cannot be closed. This would be an even more
important discovery, a golden signature of physics beyond the Standard Model. In

either case, this is only the beginning of an exciting era of B? physics.
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Figure 74: Projections of B? mixing reach as a function of X, (X, = Am,/Tg)
at CDF RUN II. Plot (a) assumes a signal to background ratio of
2:1 while plot (b) assumes a more conservative signal to background

ratio of 1:2.
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APPENDIX A

THE CHERENKOV RING IMAGING DETECTOR

Cherenkov radiation is produced when a charged particle traverses a dielectric
medium with a velocity Sc greater than the phase velocity of light in the medium.
This phenomenon was first discovered by P. A. Cherenkov in 1934 [73]. The angle,
0., of the Cherenkov radiation with respect to the particle’s flight direction is given

by
b
n(E)B’

where n is the index of refraction of the medium (generally a function of the energy

cosf, = (A.1)

of the Cherenkov radiation, E). The frequency spectrum of the Cherenkov radiation

is given by the Tamm-Frank relation,
dN «
— = (—) Z°Lsin’0, A2
dE (hc) S e (A-2)

where dN is the number of photons with energy between E and F + dF, « is the
fine structure constant, Z is the charge of the particle and L is the path length of
the particle through the medium. For a medium with a relatively constant index
of refraction, the radiation spectrum rises linearly with E. Therefore, Cherenkov
radiation generally peaks in the short wavelengths.

The Cherenkov radiation is widely used as a means to identify particles. More

specifically, the information on the angle of the Cherenkov cone and the momentum
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of the track (determined from a tracking detector) yields the mass of the particle.
A general survey of ring imaging detectors can be found in [74]. The number of
photons detected per ring (Ng.) in a ring imaging detector is one of the important
parameters that indicates the performance of the system. In the case where n(FE)

is flat, the parameter can be approximated by the expression
Nyer. = Ny Z?Lsin?6,, (A.3)

where N is the parameter that describes the response of the photon detector. This

parameter has the following form:

No = (%) /A _(E)E, (A.4)

where the integration is over the detectable range of photon energies and the effi-
ciency function, €(E), includes the effects of detector quantum efficiency, the trans-
mission efficiency of photon through the detector materials and other losses. The
typical Ny achieved for ring imaging detectors is between 30 to 80 ¢m ™! in the
ultraviolet region. The SLD CRID is a dual-radiator system, similar to the RICH
detector at the DELPHI experiment [75], designed to perform particle identifica-
tion over a large momentum range. The achieved N, for the SLD CRID is about

52 em™' (68 em™") for the liquid (gas) radiator system [76].

A.1 Maximum Likelihood Method

After the positions of the Cherenkov photons in the TPC have been recon-
structed, a maximum likelihood method is used to determine the particle type for
each track [77]. For a given track, a set of five likelihood values are computed, each

corresponds to a particular particle hypothesis (i.e. electron, muon, pion, kaon
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or proton). The likelihood function, £, is the probability of observing the spatial
distribution of photons in the TPC given a set of particle hypotheses, {h;}, for the
event. The probability of observing n. number of photoelectrons given the expected

value 7, for the hypothesis {hy} follows the Poisson distribution
P(ne|fie) = 2o, (A.5)
n
The overall likelihood function is defined as,
L = P(n|n.)P({7})
= ﬁgee_ﬁe H P(.fz)
i=1
= e ] (@), (A)
i=1

where P(Z) is the probability of finding a photoelectron in the differential volume
d*Z, p(Z) is the expected number of photoelectrons in d*% (p = 7. P) and the index
i runs over all photoelectrons in the TPC. The expression for p(#) can be separated
into two terms:

PE) = B@) + 5 o (), (A7)
where B(Z) models the random hits in the TPC and the second term represents
the photoelectrons from the Cherenkov radiation for a given track £ and particle
hypothesis hy. This term can be written more conveniently using the following set
of coordinates: Cherenkov polar angle (6.), photon conversion length in the TPC
(1) and Cherenkov azimuthal angle (¢.). In this coordinate system, the density is

Ny p, €M e=(6e=00)*/205 1

21 A oy T

Pi,hi (T) = (A.8)

where N, 5, is the number of expected photoelectrons per ring and 6 is the expected
Cherenkov angle for track £ and particle hypothesis hy. The parameter A is the

photon absorption length in the TPC, 6, is the measured Cherenkov angle for the
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TPC hit assuming the photon originated from track k, oy is the resolution of the
measured Cherenkov angle and J is the coordinate transformation Jacobian.

The likelihood for the five particle hypotheses for track k& can be calculated
based on equation A.6. The value for hypothesis hy of track £ is given by the set
of {h;};2 that maximizes £. The likelihood function is not explicitly normalized,
therefore only the ratios of the likelihoods or the differences of log-likelihoods are
useful. In particular, a log-likelihood difference of at least 5 is required for particle
identification using the liquid information. For example, a definite pion is required
to satisfy the conditions: log(L,)-log(Lx)>5 and log(L,)-log(Lp)>5. For the gas
system, only a log-likelihood difference of 3 is required. Whenever possible, the
liquid and gas information are combined to enhance the efficiency and purity of

particle identification.

A.2 Liquid Tray Alignment

Another indicator of the performance of the ring imaging detector, aside from
Npy, is the Cherenkov angle resolution. The measured resolution for the CRID gas
system is about 4.5 mrad, which is in good agreement with the Monte Carlo sim-
ulation. However, the average CRID liquid Cherenkov angle resolution is about
15 mrad for the data, whereas the Monte Carlo predicts a resolution of approx-
imately 10 mrad. One possible contribution to the degradation seen in the data
maybe due to the mis-alignment of the liquid radiator trays. It is conceivable that
over time, the trays may be tilted or even warped.

The mis-alignment or distortion of the liquid tray can be quantified by studying
the inclusive Cherenkov angle (for 8 = 1 particles) along the surface of the liquid

tray. For a perfectly aligned tray with no distortions, the asymptotic Cherenkov

156



angle should be the same regardless of the location of the origin of the Cherenkov
cone. In the scenario where some parts of the liquid tray is warped or slanted
towards the center of the detector (true position of the tray is further away from
the TPC), the reconstructed Cherenkov angle would be smaller than the nominal
value. Conversely, the reconstructed angle would be larger if the true position of
the tray is closer to the imaging plane of the TPC.

To map the shape of the liquid trays, each tray is divided into four regions along

the beam pipe direction and four regions in azimuth (see figure 75). There are 16

right-side
forward backward
left-side
patches
o/ e
—

/ [
L /) < v

Liquid radiator (CeF14)

r

TZd)
- 4

e- e+

Figure 75: Partitions of the liquid radiator tray.

resulting “patches” for each tray. The inclusive Cherenkov angle distribution for
tracks with momentum greater than 3 GeV is filled individually for the 16 patches.
The distributions are further sub-divided into four Cherenkov ¢ quadrants (forward,
backward, left-side and right-side). These histograms (64 per tray) are used to

map out the shape of the liquid trays for the alignment procedure. The liquid tray
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alignment is performed in four steps: z-tilt (dr/dz) correction, azimuthal (dr/d¢)
rotation, liquid tray z (dz) alignment and lastly, the global radial displacement
(dr).

The slope of the tray in z is parameterized by fitting the average inclusive
Cherenkov angles along the z direction to a first-order polynomial. The left-side
and right-side Cherenkov photons are not used in the fit to avoid complication
associated with the mis-alignments of the adjacent trays. To increase the statistics
of the fit, the four patches in the azimuthal direction are combined in the same z

slice. The resulting slopes for the 40 liquid trays are shown in figure 76.

0.02 0.02
[ (a) Before alignment I L  (b) After alignment
0.01 }+ 001 —
C C °
g C + \' L L4 g C
N e, o: -
001 [ee 0.01
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Figure 76: Distribution of Af, (0.(z = 0) — 0.(z = 1.3m.)) as a function of
liquid tray number for the forward Cherenkov photons. Plot (a)
shows the distribution before dr/dz alignment and (b) is after dr/dz
alignment.

The rotation of the liquid tray along the long axis (dr/d¢) is mapped by fitting
the Cherenkov angles along the azimuthal direction to a first-order polynomial.
Similar to the dr/dz alignment, only the forward Cherenkov photons are used and
patches in z are combined in the same ¢ slice. The distribution of dr/d¢ tilt before

and after alignment are shown in figure 77.
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Figure 77: Distribution of Af. (6.(x = 0) — f.(x = 33cm.)) as a function
of liquid tray number for the forward Cherenkov photons. Plot
(a) shows the distribution before dr/d¢ alignment and (b) is after
dr/d¢ alignment.

The global dz alignment of the liquid tray is done by iteratively moving the
trays along the z axis until the reconstructed inclusive Cherenkov angles for the
forward and backward photons agree. Since the backward photons are internally
reflected for tracks with large dip angles, the comparison between the forward and
backward Cherenkov angles is restricted to the first z slice nearest to the mid-plane
of the SLD detector. The resulting distributions are shown in figure 78 before and
after global z shifts.

The last alignment procedure entails moving the liquid tray globally in the
radial direction to normalize the asymptotic Cherenkov angle for all trays to the
assumed nominal value of 672 mrad. The Cherenkov angle distributions before
the radial alignment are shown in figure 79 and after the alignment are given in
figure 80.

The distribution of the average inclusive liquid Cherenkov angle for the 640

patches before tray alignment shows a spread of about 4 mrad. The liquid angle
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Distribution of the difference between forward and backward inclu-

sive Cherenkov angles for the first z slice nearest to the detector
mid-plane as a function of liquid tray number. Plot (a) shows the
distribution before global z shift and (b) is after the alignment.

resolutions as a function of track dip angle before and after liquid tray alignments

are shown in figures 81 and 82. The results indicate that the liquid tray alignment

removed the 4 mrad variation observed due to the tilting of the trays and other

similar effects.

However, the improvement does not fully account for the large

10 mrad mismatch between data and Monte Carlo resolutions. It appears that

there are additional sources of smearing still lurking in the data.
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dip angle before and after liquid tray alignments for (a) forward
and (b) backward photons.
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and (b) left-side photons.
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APPENDIX B

VIRTUAL Dy TRACK RECONSTRUCTION

In many SLD physics analyses, the track of interest is often not reconstructed
in the detector, either because the track is neutral or the particle decays before
reaching the active tracking region. The standard technique to solve this problem
is to identify all the daughter tracks and then combine the daughter momenta
to form the momentum of the parent track. For most analyses, the parent track
reconstruction ends here and only parent momentum information is used for the
later stage of the analysis. For B? mixing analysis, it is important to achieve good
decay length resolution in order to resolve the rapid oscillations, which in turn
requires a vertex fit of the B? decay particles. This is the primary motivation to
improve the reconstruction of the parent track, so that it can be used in a vertex
fit. The goal is to reconstruct a D, track that contains all the relevant parameters
associated with a real track (track helix parameters, track error matrix, 2-D and
3-D normalized impact parameters). This track can later be used to perform a
full vertex fit with other B? decay tracks to obtain a more precise location as well
an estimate of the error of the B? decay vertex. In this Appendix, we discuss
the details of the algorithm to construct the “virtual” D; track. The discussion
applies not only to Dy, — K K7 decays but also to decays that include any arbitrary

number of daughter tracks.
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B.1 Parent Track Calculations

The basic track information consists of the charge, track parameters, and the
error matrix of the track. These are the essential input elements to a vertex fitting

routine. In this section we will describe how to calculate each parameter.

B.1.1 Parent Track Parameters

The track parameters in helix representation at SLD are given by ¢, P%t, tan(\),
and the space-point x, y, z. In helix parameterization, only 2 space-points are
needed to uniquely define a track. Therefore, the additional space-point is pro-
vided for redundancy. The parameter ¢ is the azimuthal angle, p; is the transverse
momentum and A is the dip angle of the track. The space-point x,y,z corresponds
to the location where the first three track parameters are defined. The parameters
o, 1.% and tan()\) of the parent track are calculated by combining the daughter track
momenta (in cartesian coordinates) at the parent decay vertex and then transform-
ing the information to helix representation. The space-point x, y, z is the decay
vertex location of the parent, which will be later swum to the POCA to the beam-

line. Lastly, the charge of the parent track is calculated by summing over the charge

of the daughters.
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B.1.2 Parent Track Error Matrix

The full error matrix for a given track is a 5x5 symmetric matrix with 15

independent elements. In helix parameterization, the matrix is given in the form:

o4
0'21 0'21
P ® P
o’ = Utzan,\(;s Ufan)\% for A U (B.1)
7 Ugﬁ Ofianr  Of
g ‘751 Ontanr One O

Pt

where 04, 0(1/p,), and ooy » Will be subsequently referred to as the directional errors
and o¢ and o, be referred to as the spatial errors of the track. £ and 7 are the two

orthonormal vectors transverse to the track momentum direction and are defined

as:
. PxB
£=1=—3 B.2
P xB (B:2)
i = & x P, where (B.3)

P is the momentum of the track and B is the magnetic field.

To simplify the calculation of the error matrix, we made the assumption that
there is very little correlation between the directional and the spatial portions of
the error matrix. This assumption allows us to decouple the matrix into two parts
and calculate each part independently. We have estimated the directional-spatial
correlation terms using numerical methods [78], and the results suggest that the

approximation we made are valid.

B.1.2.1 Directional Error Matrix

The directional elements of the parent track error matrix are obtained by prop-

agating the directional errors of the daughter tracks. The algebra parameterizing
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the parent track errors in terms of the daughter errors is quite cumbersome but
can be broken up into several steps.
First we express the directional errors of the parent track in terms of its Carte-

sian components:

Aa = i:;y,z(mﬂ (prt) - %), (B.4)

where A« is the uncertainty of the parent parameter ¢, pit, or tan A\. The letters
prt are used explicitly to indicate that P* is the momentum of the parent. The
momentum errors of the parent, AP%(prt), can now be written in terms of the

errors of the daughter tracks:

daughter N

APpr)y= 3 (APi(dtm)), (B.5)

dtrn=daughterl

where P*(dtrn) denotes the momentum of the daughter n. We now need to rewrite
the errors of the daughter tracks in helix parameterization. This step is required
because many of the the SLD tracking codes use the helix parameterization.

AP (dtrn) )

AP(dtrn) = > (Aﬂ(dtrn) : o3 (dtrn)

B=1 dstan)

(B.6)

where B(dtrn) is the helix parameter (¢, p%’ or tan A\) of the daughter track dtrn.
Combining expressions (B.4) to (B.6) we get:

Aa=Y 3 2( - Zrt %];((d‘im)) AB(dtrn). (B.7)

i dtrn S

To evaluate the error matrix elements o2, we need to multiply Aa by A«’ and

then take the expectation value:

= (Aa- Ad). (B.8)

a’ -
The expression can be written more elegantly in matrix form:
02y =Aq-T-(Au)', (B.9)
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where I' is a (3xN) by (3xN) symmetric matrix, and N is the number of daughter
tracks. The I' matrix contains the directional portion of the error matrices of the
daughter tracks. Most of the off-diagonal elements are zero because we assume that
the daughter tracks are not correlated with each other. The matrix is arranged in

the following form:

0'(% O;L Ugtan)\
Pt
o o o o taa — daughterl
Pt t D¢
O%an Ao Ufan AL 0-1;23,11)\
bt 3x3
I'= :
daughter?
3 %3
0 ... .
daughter N [B.10)

A, is a 1 by (3xN) matrix that contains the Jacobian coefficients:

Ay = AS(dtrl) A& (dirl)  A9X(dtrl)

1 (B.11)
A%(dtrN) A& (dtrN) A%BA(dtrN)
with the coefficients, AZ, for the daughter track dtrn, defined as:
N(dtrn) = 3 ( da(prt) 8Pi(dtrn)> (B.12)
« N isam . \OP (prt)  0p(dirn) .
The relevant partial derivatives (with letters prt and dtrn suppressed) are :
(= 1\3 o(+~ 133 (L
W (LY, Bl (LY TRl
8Pm bt 6Py Dt aPZ
0P, oP, . oP,
a(p%):—pf-comﬁ, Wg):—pf-smqﬁ, @z—pf-tan)\ (B.14)
0 —Py) 0¢p (P:c) 0¢
= =(-2 =0 B.15
OP, ( p; /' 0P, \pi/)’ OP, (B.15)
0P, . 0P, 0P,
—_— — . _— = . —_— = B.l
9 P - Sin¢ 9 Py COSQP , 9 0 (B.16)
Otan A —P, Otan A 1 Jtan \
o, = (7)o, = (&) T -0 @D
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dany) 00 dGany) 7 dann) P

(B.18)

Now we have all the essential pieces to calculate the coefficients of A% (dtrn),
and hence the elements of the matrix A, :

For a = ¢:
A% (dtrn) = P *(prt) - Py(dtrn) [Py(prt) Sin @grn + P (prt) cos (bdtm] (B.19)

AZ (dtrn) = P72(prt) - P2(dtrn) [Py (prt) cos Gairn — P*(prt) sin qﬁdtm] (B.20)
A A (dtrn) = 0 (B.21)

For o = L :
Pt

A?(dtrn) = P73(prt) - Py(dtrn) [Pm (prt) sin ¢y, — PY(prt) cos ¢dtm] (B.22)

1

¥ (dtrn) = P73(prt) - P(dtrn) [Pw (prt) cos Gairn + PY(prt) sin (;Sdtm] (B.23)
A A(dtrp) = 0 (B.24)
For oo =tan \ :
A®(dtrn) = P73 (prt) - P*(prt) - P,(dtrn) [Pz (prt) sin @gir, — PY(prt) cos q&dtm]
(B.25)

P?(dtrn)
P (prt)

P?*(prt) - PY(prt) sin ¢grn — P2(prt) - tan )\dtm] (B.26)

¥ (dtrn) = [ HP “(prt) - P*(prt) cos Gaurn +

(B.27)

A2 (dtrn) = [L(dtrn)]

Py(prt)
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B.1.2.2 Spatial Error Matrix

To complete the parent track error matrix we will need to find the spatial
elements of the matrix. The error matrix of the vertex fit is 3x3. The SLD track

fitter returns the vertex error in the following form:

O—I

2_ | 2 2

o= |0z o (B.28)
2 2 2
Ozz Oyz Oy

However, for the track error matrix we need the spatial errors in the basis given in
&, m, and 2. To do that, we take the error matrix from the vertex fit of the daughter
tracks and rotate it with respect to the parent track. In helix representation, the
local coordinates 2, £, and 7 are defined so that 2’ is the direction along the parent

momentum vector,

P(prt) x B

N

. where B = magnetic field, and (B.29)

. B—[P(prt) - B]P(prt)
n= = =
V1- (P(prt) - BY?

We rotate the error matrix (B.28) from x, y, z to &, 1, 2’ assuming the magnetic

= ¢ x P(prt). (B.30)

field is aligned with the z axis. The rotated matrix has the form:

2

3

2 _ 2 2

o= | oz o, . (B.31)
2 2 2
0'52/ O'nzl Oy

The upper left 2 x 2 matrix (transverse components) is the spatial track error

matrix. We now have the complete track error matrix for the parent track.
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B.2 Performance

The track error matrix constructed using the method described in this appendix
has been checked extensively. The test results are consistent with our expectations.
Our algorithm has made the assumption that the spatial-directional correlations
for the D, track are small. To check the validity of the assumption, we have
compared the vertexing results using our algorithm with the results from Kalman
filtering [79]. Kalman filtering algorithm is more computational intensive, however,
the algorithm estimates the spatial-directional correlations. The two methods yield
comparable results. The ultimate figure of merit is the B? decay length resolution.
In this case, our vertexing scheme gives a slightly better resolution. Based on the
“virtual” Dy track vertexing scheme, the B? decay length resolution obtained is on
the order of 50 um for the 60% core and about 150 pum for the tail Gaussian. This

the best resolution achieved of any By mixing analysis to date.
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APPENDIX C

PROPER TIME DISTRIBUTION FUNCTIONS

The complete proper time distribution function for events tagged as mixed is:

Pmia:ed (Trec)

= fn,(mxKr) [—ng (mized) +

5. 5. Fy*(mized)+
Ny, ¢

Ny

B, : [+ . [BB :
EFBd (mized) + N, Fp+(mized) + N Fgp(mized) +
%Fcc(mixed)] +[1 = fp.,(mgrr)] - Feoms (C.1)

TS 0o —7/7B,
st(mKKn){%/o {6273 [(1 —n;) (1 — cos(AmyT)) +

(1 cos(dm,m)] - €, (7) - G (7, )| dr +

WS roo —7/7B,
J}\Z /0 {e [(1 - 77i) (1 + COS(AmsT)) +

27’35
i (1= cos(Amy)) | - 5, (7) - GBI(r, Tm)} dr +

% /Ooo {e—r/md [(1 — ng,) (1 — cos(Amgr)) +

2TBd

g (1 cos(Amar)) | - €5, (7) - G, (7, Tec) | 7 +

fB+ /oo e_T/TB+
0

-Np+ - €p+(T) - G, (T, Tree) dT +

N4 27'B+
o0 e_T/TBB
J;ff—B/o 57 ngB - €B(T) - G (T, Trec) AT +
5 BB
Jee

N
(1 — fp.(mxx)] [1.98e <</112 . e £(0.38 - Tpee + 0.078)].

[5.47¢ /021 L ep £(18.35 - rm)]} +
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For events tagged as unmixed:

Punmiwed(Trec)

= fp,(MmxKx) lNiF,gj (unmized) + 2= F* (unmized)+
1

2

EFBd (unmized) + fB—JrFB+ (unmized) + J%—BFBB (unmized) +

N3 Ny N

%Fcc(unmixed)] + [1 = fo,(mkKr)] - Feomb (C.2)
6

TS 00 —T/TB,
st(mKKw){%/O {627'35 [(1 —n;) (1 + cos(AmyT)) +

n;i (1 — cos(AmsT))] -ep,(T) - G, (T, T,ec)} dr +

WS roo —7/TB,
];1\3;2 /0 {627'33 [(1 - 77i) (1 — COS(AmST)) 4
 (1-+ cos(am,r) | - 5, (1) - GEi(r. 1)  dr +
Iy [® e /By
%3/0 { 27’Bd [(1 o an) (1 + COS(Ade)) +

ne, (1 — Cos(Ade))] -ep, (1) - Gp,(T, Trec)} dr +
J

(1= np+) - €g+(7) - G+ (T, Tree) dT +

N4 2TB+
o0 _T/TBB
e
J;l\;,—B/O o (1 —npB) - egp(7) - G (T, Trec) dT +
5 BB
Jfec

ﬁ[5.47e*%c/°-21 -erf(18.35 - Tm)]} +
6

[1— fo.(mxxx)] [1.98e /212 L er £(0.38 - Tpee + 0.078)].
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APPENDIX D

COMBOS INPUT DATA FILE

3k 3k 3k 5k 3k 3k vk 5k 3k 3k dk 3k 3k dk 5k 3k 3k 5k 5k 3k >k 5k 3k 3k >k 5k ok 3k vk 5k 5k 3k 3k >k 5k 3k 3k dk 5k >k 3k 3k >k >k 5k 3k >k 5k >k >k >k >k %k %k %k
BEGIN SLD DS+TRKS/COMB
PRELIMINARY ICHEP2000

MEASUREMENT AMPLITUDE STAT SYST

STEP DMS

PARAMETERS FBS 0.100 +0.012 -0.012
FLAMB 0.099 +0.017 -0.017
DMD 0.476 +0.016 -0.016
TAUBS 1.464 +0.057 -0.057
TAUBD 1.562 +0.029 -0.029
TAUBU 1.656 +0.025 -0.025
TAULAMB 1.208 +0.051 -0.051

* SYSTEMATIC UNCERTAINTIES:

*

*  VARIATION OF PARAMETERS AS ABOVE, AS WELL AS:

* SLD_SIGL: +/- 10% VARIATION OF DECAY LENGTH SIGMA

* SLD_SIGB: +/- 20% VARIATION OF RELATIVE BOOST SIGMA

* FBSRS : Rb*FBS*(Bs-->Ds— X)*(Ds-->Phi Pi)

* = (6.36 +0.73 -0.78)*10"-4

* FBSWS :  (b-—->W- -->Ds-)*(Ds-->Phi Pi)

* =(3.66 +/- 0.45)*10°-3

* FBDU2DS : (Bd,u-->Ds+- X)*(Ds-->Phi Pi)

* =(3.71 +/- 0.28)%10°-3

* FBDURS : (Bd,u—-->Ds- X)/(Bd,u-->Ds+- X)

* =0.172 +/- 0.083

* SLD_UDSC: (cc -->Ds X)*(DS-->Phi Pi)

* =(3.4+/-0.3)*10"-3

*  SLD_DSFIT: Ds Combinatorial fraction (+/- 5-10%)

*  SLD_ISTAG: +/- 0.02 (absolute) for initial state tag

*  SLD_OFSET: Proper time offset corrections

*

DATA

DMS AMPLITUDE STAT SYST+ SYST-

0.0 -0.08983 0.28484 0.14759 -0.12937
1.0 -0.24812 0.42585 0.11648 -0.09797
2.0 0.72599 0.49897 0.10243 -0.10418
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[eNeoRoNoNoNoloNoloNoloNoNoNoloNoNoloNoNoNoNoNo]

[eNeoNoNoNoNoNoNooNoloNoNoNoloNoloNoNoNoNoNooloNoNo

-0.74818 0.54194 0.14253 -0.12226
-1.05575 0.63726 0.14400 -0.12423
-0.20250 0.59923 0.11921 -0.10192
0.06735 0.68691 0.14341 -0.13160
-0.38524 0.73134 0.18125 -0.16510
-0.12972 0.81365 0.16192 -0.13968
0.27227 0.85409 0.14964 -0.13209
0.02867 0.93261 0.14528 -0.12910
-0.50460 0.98735 0.18533 -0.16552
-0.76017 0.98532 0.21933 -0.19618
-0.89035 1.12032 0.30870 -0.31191
0.12659 1.25201 0.21403 -0.14546
1.02670 1.36117 0.32557 -0.33881
0.63393 1.40749 0.29512 -0.31978
-0.14967 1.41646 0.50585 -0.58878
0.69754 1.53765 0.37331 -0.38621
2.23626 1.65454 0.40883 -0.43966
2.51304 2.28322 0.83972 -0.88240
-0.05093 2.48494 0.49087 -0.57082
-2.12932 2.51601 0.77282 -0.73393
-2.34666 2.36970 0.71395 -0.51842
-1.90356 2.46725 0.47258 -0.29018
-1.33749 2.58624 0.49504 -0.39524
SLD_SIGL+ SLD_SIGL- SLD_SIGB+ SLD_SIGB- DMD+ DMD-

-0.00086 0.00061 -0.00215 0.00105
-0.00028 0.00026 .03421  -0.02920
0.00262 -0.00227 .04231  -0.04761
0.01448 -0.01518 .05932  -0.04575
0.02793 -0.02919 .05194  -0.04804
0.01726 -0.01651 .01598 0.03087
0.01162 -0.01043 .02957  -0.04211
0.00848 -0.00746 .12032  -0.11872
0.01318 -0.01353 .06227  -0.05913
0.03007 -0.03277 .05072 -0.03726
0.04795 -0.05260 .09895  -0.09404 .00103 .00102
0.07795 -0.08029 .13826  -0.12712 .00034 .00034

-0.00549 0
0 -0
0 -0

-0 0
0 -0

-0 0

-0 0
0 -0
0 -0
0 -0

-0 0
0 -0

0.08446 -0.08472 .18972  -0.16791 0.00041 -0.00040

-0 0

-0 0
0 -0
0 -0
0 -0
0 -0
0 -0
0 -0
0 -0

-0 0

-0 0

-0 0

-0 0

.00451
.00170
.00040
.00061
.00015
.00021
.00085
.00055
.00041

.00559
.00440
.00163
.00043
.00062
.00015
.00021
.00083
.00052
.00041

0.07019 -0.05751 .23106  -0.24275 .00019 .00018
0.06367 -0.05745 .09031 0.17632 .00049 .00048
0.02138 -0.02108 .10999 0.06122 .00044 .00043
-0.01684 0.02050 .16611  -0.20907 .00067 .00065
-0.02900 0.04357 .45490 -0.54802 .00026 .00025
-0.01104 0.02516 .18392  -0.19431 .00008 .00008
0.01661 -0.01936 .26411 0.25513 .00042 .00041
0.03770 -0.06220 .31624 0.29762 .00081 .00079
0.05178 -0.04843 .28979  -0.36998 .00048 .00046
0.06615 -0.01689 .73129 -0.69168 .00001 .00001
0.14450 -0.07687 .66618 -0.48156 .00060 .00058
0.19823 -0.14530 .32809 -0.08057 .00061 .00059
0.20077 -0.17919 .01621 0.25653 .00015 .00015

[eNeoNoNoNoNoNoNoNoNoNoNoNeoNoNoNoNoNoNoNoNoNoNoNo No)

TAUBS+ TAUBS- TAUBD+ TAUBD- TAUBU+ TAUBU-
-0.01295 0.01402 -0.00100 0.00101 0.00062 -0.00064
-0.01264 0.01366 -0.00043 0.00043 0.00005 -0.00004

0.01420 -0.01539 -0.00283 0.00292 -0.00102 0.00105
0.00041 0.00026 0.00077 -0.00080 0.00007 -0.00008
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[eNeoNoNoNoNoNoNoNoNoloNoNoNoNoNoRoNoNoNoNoNo

DMS

O~ WNHFLO

[
N
[eNeoNoNoNoNoNoNoNoNoloNoNoNoloNoloNoloNooNooloNoNo

ooooowm

[eNoNeoNoNeoNoNoNoNoNoNoNoNeoNoNoNoNoNoNoNoNo N

.01001
.01629
.01292
.00708
.00874
.01451
.00760
.00504
.00592
.00256
.01436
.02035
.01310
.00036
.01217
.02661
.01701
.00325
.00983
.02753
.04035
.04918

TAULAMB+

0.
-0.
-0.
.00136
.00010
.00012
.00013
.00079
.00078
.00030
.00012
-0.00030
-0.00022

0.00027
-0.00008

0.00016

0.00082

0.00186

0.

0

0

0
-0
-0
-0
-0

[eNoNeoNoNoNoNeoNel

00134
00122
00142

00133

.00090
.00175
.00129
.00142
.00450
.00666
.00751

FBDU2DS+

0.
0.
0.
0.
0.

03146
03104
01477
01873
02173

.01016
.01699
.01337
.00694
.00880
.01489
.00758
.00479
.00566
.00197
.01480
.02140
.01353
.00102
.01244
.02720
.01866
.00278
.00849
.02681
.04023
.04987

TAULAMB-

-0.00139
0.00143
0.00161

-0.00142

-0.00014

-0.00015

-0.00015

-0.00086

-0.00086
0.00029

-0.00015
0.00031
0.

-0
0

-0

-0

-0

-0

-0

-0

-0
0
0
0
0

00022

.00037
.00003
.00014
.00087
.00207
.00150
.00094
.00176
.00129
.00153
.00477
.00713
.00813

FBDU2DS-

-0.
-0.
-0.
-0.
-0.

03243
03183
01561
01874
02131

-0.00031
-0.00087
-0.00128
-0.00008
-0.00051
-0.00110
-0.00059
-0.00067
-0.00084
-0.00005
-0.00105
-0.00165
-0.00092

0.00091

0.00006
-0.00110

0.00009

0.00111
-0.00091
-0.00378
-0.00565
-0.00671

FBSRS+
-0.07419
-0.06814
-0.04033
-0.03586
-0.04231
-0.04386
-0.05036
-0.03761
-0.05216
-0.04655
-0.03217
-0.01365
-0.00630
-0.01384
-0.03050
-0.03954
-0.03440
-0.04983
-0.07260
-0.08390
-0.06792
-0.00881
-0.04041
-0.09166
-0.11241
-0.10408

FBDURS+
-0.06898
-0.04021

0.00467

0.00996

0.02033
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.00030
.00089
.00132
.00007
.00051
.00113
.00062
.00070
.00087
.00003
.00107
.00172
.00096
.00097
.00008
.00115
.00004
.00111
.00094
.00387
.00581
.00695

[eNeoNoNoNoNoNoNoNoNoNoNo N

|
o

11 |
[cNoNoNoNoNoNo Nl

FBSRS-
.09955
.09149
. 04979
.05340
.06543
.06081
.06849
.05587
.07172
.06044
.04276
.02317
.00999
.02764
.04206
. 04829
. 04423
.06769
.09211
.09826
.06755
.00929
.06387
.13434
.16267
.14886

[oNeoNoNoNoNoNoNoNoNoNoNoNoNoloNoloNoNoNoRoNoNoNoNo No

FBDURS-
0.06925
0.03864
-0.00629
-0.01088
-0.02238

-0.00075
-0.00063
-0.00029
-0.00030
-0.00026
-0.00055
-0.00056
-0.00038

0.00000

0.00037

0.00014
-0.00048
-0.00102
-0.00144
-0.00259
-0.00454
-0.00672
-0.00416
-0.00232
-0.00110
-0.00062
-0.00028

FBSWS+
.01859
.01860
.01739
.01131
.01520
.01805
.02189
.02194
.02762
.02331
.01264
.00516
.00124
.00819
.01665
.02196
.01781
.01763
.02747
.03375
.01015
.01869
.01310
.00634
.01970
.02609

[oNeoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoRoNoNoNoNo Nl

SLD_UDSC+
0.00062
0.00100
0.00193
0.00087
0.00110

.00076
.00064
.00029
.00031
.00027
.00055
.00057
.00038
.00000
.00038
.00014
.00049
.00104
.00147
.00263
.00464
.00687
.00426
.00238
.00114
.00065
.00031

[eNeoNoNoNoNoNoNoNoNoloNoNeoNoNoNoRoNoNoNoNo N/

FBSWS-
-0.01804
-0.01802
-0.01759
-0.01073
-0.01442
-0.01766
-0.02160
-0.02148
-0.02730
-0.02324
-0.01248
-0.00478
-0.00504
-0.00746
-0.01651
-0.02222
-0.01795
-0.01744
-0.02746
-0.03439
-0.01160

0.01870
0.01367
-0.00544
-0.01851
-0.02498

SLD_UDSC-
-0.00062
-0.00100
-0.00195
-0.00088
-0.00111



.01840 -0.01865
.02117  -0.02167
.01483  -0.01449
.01968  -0.02004
.01706  -0.01792
.01316  -0.01371
.00751  -0.00723 00800 -0.00950
.00094  -0.00207 00849 -0.01701

0.01574 -0.01572
0.
0.
0.
0.
0.
0.
0.
.00479  -0.00368 0.00611  -0.00732
0.
0.
0.
0.
0.
0.
0.
0.

03206 -0.03449
05310 -0.05221
05160 -0.05339
02418 -0.02594
01190 -0.01322

.00162  -0.00162
.00256  -0.00257
.00239  -0.00240
.00325 -0.00326
.00354 -0.00356
.00315  -0.00317
.00226  -0.00228
.00175  -0.00177
.00180 -0.00182
.00375 -0.00379
.00653 -0.00659
.00496 -0.00501
.00308 -0.00312
.00453 -0.00459
.00796  -0.00804
.01060 -0.01072

[eNeoNoNoNoNoNoNoRNoNoNoNoNoNoNoNoNoNoNeoNoNe)

.00899  -0.00885 01234 -0.01399
.01275  -0.01355 05849 -0.06044
.01425  -0.01488 07899 -0.08093
.02480 -0.02550 07386 -0.07613
.032562  -0.03439 08943 -0.09378
.03703 -0.04039 13205 -0.13929
.04201  -0.04715 156344 -0.15586

[eNeoNoNoNoNoNoNoRoNoNoNoloNoNoNoloNoNoNoNo)
[eNeoNoNoNoNoNoNoRNoNoNoNoNoNoRoNoNoNoNeoNoNe)

.02225  -0.02413 08296 -0.08516 .00501 -0.00508
.03507 -0.03462 0.01205 -0.01073 .00216  -0.00217
23. .05078 -0.04984 -0.04764 0.05069 .00111  -0.00110
24. .06364 -0.05258 -0.07390 0.07629 .00114  -0.00111
.04430 -0.04340 -0.06251 0.06344 .00122  -0.00118
DMS FBS+ FBS- FLAMB+ FLAMB- SLD_DSFIT+ SLD_DSFIT-
0.0 0.01813 -0.01761 0.02285 -0.02228 0.01336 -0.01106
1.0 0.01815 -0.01759 0.01327 -0.01344 0.01541 -0.01462
2.0 0.01697 -0.01717 0.00408 -0.00414 0.03443 -0.03567
3.0 0.01104 -0.01048 0.00283 -0.00269 0.03845 -0.03581
4.0 0.01483 -0.01408 0.00341 -0.00320 0.06515 -0.05983
5.0 0.01761 -0.01724 0.00494 -0.00497 0.04793 -0.04564
6.0 0.02136 -0.02108 0.00298 -0.00299 0.06145 -0.05962
7.0 0.02141  -0.02097 0.00014 0.00003 0.06297 -0.06006
8.0 0.02696 -0.02665 0.00196 -0.00189 0.05937 -0.05716
9.0 0.02275 -0.02269 0.00205 -0.00211 0.02421 -0.02381
10.0 0.01233 -0.01219 0.00370 -0.00381 0.01853 -0.01751
.0 0.00503 -0.00467 0.00078 -0.00075 0.00943 -0.00748
12.0 0.00112 -0.00492 0.00089 -0.00085 0.01445 -0.01650
13.0 0.00798 -0.00729 0.00635 -0.00642 0.03940 -0.03639
14.0 0.01625 -0.01611 0.00646 -0.00665 0.05571  -0.05475
15.0 0.02144 -0.02169 0.00088 -0.00096 0.09644 -0.09642
16.0 0.01738 -0.01751  -0.00329 0.00342 0.07394 -0.07407
17.0 0.01721  -0.01702 -0.00045 0.00061 0.02851 -0.02931
18.0 0.02681 -0.02680 0.00049 -0.00046 -0.02181 0.01715
19.0 0.03295 -0.03356 -0.00698 0.00702 -0.06388 0.05299
20.0 0.00992 -0.01130 -0.01855 0.01877 -0.08973 0.07611
.0 -0.01825 0.01825 -0.01371 0.01419 -0.03214 0.02840
.0 -0.01279 0.01334 0.00997 -0.00983 0.02713 -0.02320
23.0 0.00618 -0.00532 0.03166 -0.03199 0.04280 -0.03562
24.0 0.01922 -0.01808 0.04061 -0.04109 0.07504 -0.06421
.0 0 0

.025645  -0.02439 0.03788 -0.03831 .11017  -0.09765

DMS SLD_ISTAG+ SLD_ISTAG- SLD_OFSET+ SLD_OFSET-

0.0 -0.03056 0.03809 -0.05503 0.05503
1.0 -0.01617 0.01643 0.00118 -0.00118
2.0 -0.06663 0.06227 -0.00915 0.00915
3.0 -0.09611 0.10692 0.01068 -0.01068
4.0 -0.07220 0.08407 -0.01464 0.01464
5.0 -0.06556 0.07361 -0.00569 0.00569
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[eNeoNoNoNoNoNoNooNoloNoNoNoRoNooNoNoNe]

.08043
. 06442
.06755
.05307
.05399
.05757
.04900
.02771
.02193
.09407
.16748
.18566
.21123
.28857
.42950
.32693
.20312
.11125
. 04964
.02374

[oNeoNoNoNoNoNoNoRoNoNoNoNoNoRoNoNoNoNoNe)

.09155
. 08445
.09158
.07325
.07802
.08546
.06732
.04332
.02348
.08909
.16870
.18533
.19011
.25085
.35844
.27428
.19142
.12584
.07992
.01976

L1 | | |
[eNeoloNoNoNoNoNoRoNoNoNoNoNoRoNooNoNoNe]

.01061
.00665
.02190
.08453
.00697
.03193
.00477
.18040
.06487
.27791
.12620
.02484
.22198
.06753
.67081
.26430
.12118
.04803
.15842
.30399
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