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Abstract

The observed hadrons are understood as bound states of three quarks (baryons) or
of quarks and antiquarks (mesons). To date no six quark bound state other than
the loosely bound deuteron has been observed. Quantum Chromodynamics permits
other color-singlet bound states of quarks, and a number of phenomenological models
extended from the baryon (¢g°) and meson (gg) sectors predict bound six quark states
(¢%). The most probable candidate is the H dibaryon, composed of two each of the
lightest three quarks (udsuds), with quantum numbers JZ = 0%, =0 and S = -2.
Its mass would likely be between the deuteron mass and twice the A (uds) mass.

This dissertation describes a search for the H dibaryon conducted in a neutral
beam at the Brookhaven National Laboratory’s Alternating Gradient Synchrotron.
In the experiment a 24.1 GeV/c proton beam struck a 1.35 interaction length plat-
inum target producing a collimated neutral beam (62 usr at 65 mrad from the incident
proton direction) which propagated through a 18 m vacuum decay tank before enter-
ing a double arm spectrometer. Approximately 20 m from the production target a
10 cm (0.15 interaction length) long active scintillator dissociator was placed in the
beam.

The H is searched for by the diffractive dissociation reaction HA — AAA where
the A’s decay to charged particles measured in the spectrometer. Reconstruction of
the A’s allows the determination of a primary vertex position, and events are selected
consistent with two V?’s coming from a space point inside the dissociator. A total of
40 AA events are observed with a background of 3.2 events, but they are inconsistent
with H dissociation. There is an identifiable and topologically similar signal of co-
herent diffractive dissociation of neutrons to AK2, n+C — AKg + C, which is used
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to estimate the sensitivity achieved in the search. An upper limit on the differential
cross section for H production is set at 0.6 mb/sr. The experiment is sensitive to all
H masses below 2m,, but is limited to lifetimes greater than approximately 10~8 sec.
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Chapter 1
Introduction

This thesis describes an experimental search for the H dibaryon, a proposed doubly
strange six quark bound state. The experiment was undertaken in 1992 at Brookhaven
National Laboratory (BNL) by a collaboration (E888) of experimenters from BNL,
University of California Irvine, University of California Los Angeles, Princeton Uni-
versity, Stanford University, Temple University, The University of Texas at Austin
and The College of William and Mary. A list of the E888 collaboration members may
be found in Appendix A.

1.1 Motivation

The Standard Model of particle physics has enjoyed increasing success in describ-
ing the interactions of particles in the past decades. The fundamental particles of
this model, quarks and leptons, interact with each other through four fundamental
forces. Quantum Chromodynamics (QCD), the theory of the strong interaction in
the Standard Model, describes the interaction of quarks, and as such it must describe
the bound states of quarks to be a successful theory. As of this writing most of the
observed hadrons (strongly interacting particles) are understood as bound states of
three quarks (baryons), or of a quark and a antiquark (mesons). Within QCD, other
groupings of quarks, such as six-quark states or dibaryons, are permitted, but so
far no state with more than three quarks or one quark and one antiquark has been
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observed. (The weakly bound deuteron is truly an exception, which is discussed in
Chapter 2.) There remains a fundamental question whether other types of bound
states exist. By searching for the H dibaryon, considered to be the most probable
on theoretical grounds, we aim to investigate this question. The observation of a six
quark hadron would be the discovery of 2 completely new form of matter, and its
properties would be of great interest for understanding QCD and strong interactions.
Definitive evidence that the H dibaryon is not produced at the level expected in many
calculations would also be interesting, but understandably less so.

1.2 Organization of Thesis

Following this introductory chapter, the theory of the H and its properties are dis-
cussed in Chapter 2. Chapter 3 gives an overview of other experimental searches for
the H dibaryon, and Chapter 4 describes the experimental method employed for this
search. A description of the apparatus employed is found in Chapter 5. Chapter 6
gives a detailed description of the data analysis and the selection of candidate events.
Chapter 7 interprets the results of the data analysis and discusses the implications
for the existence of the H dibaryon.




Chapter 2
The H Dibaryon

In the Standard Model, the hadrons are described as bound states of quarks (g) and
antiquarks (7). The colored quarks are bound by the exchange of gluons, the quantum
of the Quantum Chromodynamic (QCD) field, into states which are manifested in
Nature as baryons (ggq), anti-baryons (§3g) and mesons (¢g). In principle other
combinations of quarks are allowed by QCD, with the sole prescription that the state
be a color singlet, that is having no net color charge, but all observed hadrons to date
are understood as either ¢® (g3) or g7 states.! This opens the fundamental question
of whether other color singlet states such as ¢, ¢*g and ¢?3? are predicted by QCD,
and if they are predicted, whether they exist.

Unfortunately, although QCD is a theoretically simple description of strong in-
teractions and therefore aesthetically attractive, it has proven to be intractable at
the low energies appropriate to answering this question. It is difficult to calculate in
QCD at low energy because the strength of the interaction requires that all orders
of perturbation theory be included in any calculation. In addition, the quantum of
QCD, the gluon, itself carries color requiring interactions between gluons to be con-
sidered. This is in contrast to Quantum Electrodymanics (QED) where the strength
of the interaction is weak, so perturbation theory gives (relatively) easy answers to

1QCD also allows bound states of quarks and gluons or just gluons. The identification of a
number of meson resonances with these hybrid (¢dg) and glueball (gg) states appears increasingly
likely.
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high precision, and the photon carries no charge, reducing the number of processes
which must be considered when carrying out calculations. Despite these difficulties in
calculating directly from the pure QCD theory, many have attempted to understand
the spectrum of hadrons using phenomenological models inspired by QCD.

One of the most successful calculations, the MIT Bag Model developed by R.L.
Jaffe and others at the Massachusetts Institute of Technology, when applied to pos-
sible six quark states predicts a stable configuration of two each of the lightest three
quarks: up, down and strange. This spin 0, spherically symmetric state u2d?s? was
dubbed the H for hexaquark by Jaffe in 1977 [1]. Choosing parameters of his model
to reproduce the masses of the known baryons, he found that the H should be about
80 MeV/¢? lighter than the threshold for strong decay into two lambdas (A = uds)
(2.23 GeV/c?). If the six quark configuration has energy greater than the mass of
two A’s, then such a state if formed would decay via the strong interaction to AA
with very short lifetime (~ 10720 s). Below 2m, the H must decay weakly with a
long lifetime of order 108 seconds. Other models also predict the mass of the H,
with varying estimates from 1.1-2.8 GeV/c?, masses (if correct) implying anything
from an absolutely stable H (mg < 1.875 GeV/c?) to a resonance in the A-A system
(2mps < mg < 2mg) to a unbound state (my > 2mg), meaning a repulsive A-A
interaction.

The discovery of the H in experiment would be the observation of a completely
new type of matter. By studying the H and measuring its properties we would gain
better understanding of the strong interaction and perhaps help to determine whether
QCD is the correct theory of strong interactions at low energy.

2.1 Quantum Chromodynamics

Quantum Chromodynamic (QCD) is defined by the Lagrangian density

. 1, . 1
Lqcp = §(#y"0, ~ m)q — §g(qv”z\cq)-4,, - 7FnFd (2.1)
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where
Fp, = 0,A} — 8,A% — gfac ALAS (2:2)

is the color electromagnetic field tensor with color index, a = 1,2,...,8; Aj is the
color vector potential; g is the strong interaction coupling constant; g is the quark field
spiror; fu. are the structure constants for SU(3) color; ), are the matrix generators of
SU(3); and m is the quark mass. The Lagrangizan density in Eq. 2.1 is believed to give
the correct description of strong interactions. It has been shown to be renormalizable
and asymptotically free at short distances where perturbation theory is valid. To
date this description agrees well with experiment: quarks indeed appear to behave as
free particles at short distances (r ~ 1 fm) and strong interactions are consistently
described as the exchange of a single gluon, with small corrections to account for
higher order processes. At these small distances (or equivalently, high energies) QCD
appears to be the theory of strong interactions. At large distances perturbation
theory fails because the coupling constant becomes large, and there are few theoretical
predictions from first principles. However, despite the lack of quantitative predictions,
there is an increasing qualitative understanding of how QCD could account for the
low energy behavior of quarks. It is very likely that QCD confines quarks into color
singlet bound states (hadrons) at these distances, a phenomenon referred to as color
confinement, although no proof has yet been found. The strong coupling is so great at
large distances that when two quarks are separated, it becomes energetically favorable
to create a quark-antiquark pair out of the vacuum between the separated quarks to
confine the color field to a smaller region of space. Because of the great energy stored
in the gluon field between separated quarks, we expect to find quarks only in bound
states, as indeed has been the case experimentally.

The same strong coupling which makes the strong force strong and leads to the
confinement of quarks makes it impossible to calculate in QCD the nature of bound
states using perturbation theory. Other methods have been used to investigate bound
states of quarks, and some of them have been quite successful. Beginning with the
MIT Bag Model, I discuss some of the models applied to the bound state problem,
focusing on what they have to say about the H.
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2.2 H Predictions

2.2.1 The Bag Model

There are several bag type models of QCD, but the most successful in reproducing
the properties of known hadrons is the MIT Bag Model [2]. (Reference [3] gives a
review of bag models.) The bag models are inspired by the observation that quarks
are confined to finite regions by the strong interaction. In the MIT Bag Model, the
quarks are confined to a spherical bag of radius R by the vacuum which exerts an
inward pressure B. The Lagrangian density is modified to be Lyag = (Lqcp — B)by,
where the step function @y causes the density to vanish outside of the bag volume V.
Within the bag, the normal modes or eigenstates of the quarks are calculated, and
approximations of the quark-quark interactions are used to calculate the energy for
a configuration of quarks placed in the eigenstates of the bag.

The particular approximation for the g-g interaction used in the MIT Bag Model
is the lowest order one in QCD: exchange of single gluons between quarks. In the
language of perturbation theory, only diagrams of order @, = g?/7 are considered.
This greatly simplifies the calculation and allows results to be obtained. In this limit,
QCD is analogous to QED (because g-g interactions are ignored), except there are
eight gluon fields instead of one photon ficld. The mass of a hadron in the bag model
is given by

M=Ev+Eo+EQ +Ey+ Eg. (2.3)

Here Ey = 4/3rBR3 is the energy of the bag supported against the vacuum, and E, is
the zero point energy of the Dirac sea of quarks in the bag. The zero point energy is in
principle calculable from the quark states in the bag, but often it is parameterized as
—Zy/R, where Zj is a constant parameter of the model. Eqg adds the quark energies
in the bag eigenstates. The final two terms come from single gluon exchange. In
analogy with QED, there are separate color-magnetic (E) and color-electric (EE)
interactions between the colored quarks mediated by the gluon fields.

Of the two, the color-magnetic contribution to the hadron mass is most respon-
sible for the mass spectrum of the states having the same number of quarks. E,, is
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proportional to
A =-Y"5:-3X; - \;M(m;R,m;R). (2.4)
i<y

The sum is over all distinct pairs of quarks in the hadron, and &; (:\'.-) denotes the
spin (color) vector of the quarks. Here M(m;R, m;R) measures the strength of the
interaction; in the bag model it is a simple function of the quark masses, which
introduce small SU(3) flavor violations. The color-magnetic interaction gives rise to
the mass difference between hadrons containing the same quarks (N — A and A ~ &
for example). In QED it is the charge-magnetic interaction that gives rise to the
familiar hyperfine splitting in atomic physics. The size of the splitting is large in
QCD compared to QED due to the strength of the interaction. ((my — ma)c® = 300
MeV, while the energy of the hyperfine transition in hydrogen is only 6 ueV?)

The bag model has six parameters: B the bag pressure, Z; the zero point energy,
@, the strong coupling constant and the three quark masses. Often the up and down
quarks are taken to be massless. (The size of the bag, R, is related to the other
parameters by the static boundary condition that the bag pressure be balanced by
the quark and gluon field pressures.) In {2] DeGrand et al. use the observed masses
of the A, p and w to fix B, Zg and a,, and the Q mass to fix m, (with mg = m, = 0),
completely constraining the model. The predicted masses of the remaining S-wave
badron states may be checked against experiment. The bag model does surprisingly
well, with a few exceptions.? The baryon decuplet (J = 3/2) is well reproduced, and
for the octet (J = 1/2) the = mass is about 30 MeV/c? too low and the A-T splitting
half of the observed value. The meson sector is not as well reproduced. The #-K
splitting is only 210 MeV compared to an experimental value of 350 MeV, with the 7
coming out too massive. The bag model also predicts magnetic moments and charge
radii. In these areas there is also general agreement with experiment.

Jaffe pointed out that the bag model could be used to investigate the six quark
sector [1]. Using the same parameters fixed from the baryon and meson sectors, he
found that the model predicts an S-wave flavor-singlet dihyperon (S = —2) state with

2A notable exception is the 71 mass splitting, believed to be caused by an effect, not included
in the bag model, the instanton induced interaction.
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J* = 0% and mass 2150 MeV/c2.

Jaffe notes that the binding of the H is due to the symmetry of the H wave
function. In the limit of massless (or equal mass) quarks, the interaction energy
of Eq. 2.4 has a simple form. By combining the color (SU(3).) and spin (SU(2),)
symmetries of the quarks into “colorspin” (SU(6).,), the interaction energy for N
quarks in the ground state wavefunctions of the S-wave hadron becomes

A=[8N— %cs + §-J(J +1)]7. (2.5)

In the above equation, Cg is the quadratic Casimir operator for SU(6), and J is
the total angular momentum of the quarks. M = M(0, 0) represents the interaction
strength assuming SU(3) flavor symmetry. When Jaffe first wrote the contribution
of the color-magnetic interaction this way he noted that for a given N, the most
favorable states will have the largest possible eigenvalue of Cs and hence the greatest
symmetry in color-spin space. When the SU(3); symmetry was broken by putting in
quark masses, this still remains true. The H is the lightest six quark state with the
maximal symmetry (color, flavor and spin singlet) and largest Cg eigenvalue. In the
language of group theory it is an SU(6) 490 representation with Cg = 144.

Jaffe is also quick to note that the H of the bag model is a six quark state unlike the
deuteron, which more closely resembles a molecule like baryon-baryon bound state,
where the neutron and proton retain their identity in a dumbbell-like wavefunction.
The bag model confines the six quarks to the same central bag; all six quarks in
the H are placed in the same 3 orbitals. In fact, Jaffe finds the lowest lying state
with deuteron quantum numbers to be ~ 300 MeV above m, + m,. He notes that
weakly bound states like the deuteron may simply escape notice in the bag model.
The conclusion one can draw from the unbound 300 MeV n-p state, is that the short
range nuclear repulsion, well known in nuclear physics, prevents a six quark bag-
like deuteron from being bound. The bag model has nothing to say about the long
range baryon-baryon force, which would be responsible for the binding energy of the
deuteron.

Following Jaffe’s initial prediction of the H, others have used the bag model to
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make improved estimates of its mass. Aerts et al. find mg = 2.20 GeV/c? after
optimally picking the bag parameters to reproduce baryon masses [4]. Mulders and
Thomas consider the effect of interactions with a surrounding pion field, finding the
mass to be close to the 2m, threshold [5]. Liu and Wong attempt to correct for the
kinetic energy of the center-of-mass motion of the six quark system caused by oscilla-
tions of the center-of-mass. Accounting for this effect in their new model causes the
H to become unbound at the 10 MeV level [6]. Calculations in the color dielectric
model attempt to account for all of these ccrrections consistently in a single calcula-
tion finding binding energies of about 100 MeV [7, 8]. Recently Golowich and Sotirelis
have extended the g-g interaction to second order in a,, deducing a mass in the range
2.12-2.18 GeV/c? [9]. These and other bag model results are plotted in Figure 2.1

versus date of publication.

2.2.2 Other Models
Non-relativistic Quark Potential Models

Like the bag models, quark potential models are phenomenologically motivated. In-
stead of imposing boundary conditions, they use an effective potential to confine the
quarks. Another difference is that the treatment of quark motion is taken to be
nonrelativistic. The potential and model parameters are chosen to reproduce the
hadronic mass spectrum. Such models have had success comparable to the bag mod-
els in reproducing the experimentally observed properties of hadrons. These models
are also successful in describing the short range nucleon-nucleon interaction and were
first developed in nuclear physics to this end. They have also been applied to poten-
tial six quark states. The first calculations found the H to be unbound by 30 MeV
[11] and 70 MeV [12]. More recently they find the H to be less bound than in the bag
models. Shimizu gives a review of one potential model, the Quark Cluster Model,
in [13], discussing its application to the H dibaryon. Some mass predictions using
potential models are shown in Figure 2.1.
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Skyrme Model

From a completely different perspective, low energy QCD may be considered equiva-
lent to an effective meson field theory. In these theories Skyrme noticed that there are
soliton solutions for the fields [14]. The soliton solutions remain localized in space and
have an absolutely conserved topological quantum number which Skyrme identified
with baryon number, so that the solitons are interpreted as baryons. Skyrme’s work
in the 1960’s was on chiral SU(2) x SU(2) fields, which only incorporate QCD for
two light flavors of quarks. The soliton solutions then are the nucleons and excited
states. More recently interest in these solitons, or skyrmions as they are sometimes
called, has increased. Balachandran et al. extended the Skyrme model to three light
flavors (SU(3) x SU(3)) [15, 16], and Witten showed that the solitons are quantized
as fermions for two or three light flavors (and any odd number of light flavors) [17].
The interpretation of the skyrmion solutions as baryons has strengthened.

Balachandran et al. considered B = 2 solitons within the chiral Skyrme model,
finding a low mass solution identified with the H by its spin and parity. They calculate
a mass of 2.21 GeV, although with an uncertainty of 100-200 MeV {15]. In a longer
paper the mass estimate is revised to 2.1 GeV [16]. Two other groups considered
the H in chiral models shortly thereafter. Jaffe and Korpa found a low mass of
1.5 GeV/c? [18], and Yost and Nappi find an even lower mass of 1.13 GeV/c2 [19].
These estimates for extremely deeply bound H s are ruled out by the stability of the
deuteron, although the uncertainty on the Jaffe estimate is large enough to account
for this. Later calculations in Skyrme models find the H to be less bound, between
40 and 100 MeV [20, 21].

Lattice QCD Calculations

The model closest to the spirit of QCD is of course lattice gauge theory, which approx-
imates differential equations derived directly from the QCD Lagrangian with finite
difference equations defined on a space-time grid or lattice. With current computing
technology the precision attained so far is adequate to reproduce hadron mass ratios
to better than 6% [22], and significant advances are continually being made. Two
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calculations have considered the H with the far less capable computing resources
available in the mid 1980’s, where the precision obtainable on the hadron masses was
10-15% [23].3 In addition, the calculations for the H take significantly longer for the
same lattice size because the wavefunction of six quarks has many more terms than
those of baryon and meson states. The first result from a calculation by Mackesn-
zie and Thacker [24] found the H to be above the AA threshold by some 700 MeV.
Iwasaki, Yoshié and Tsuboi carried out a improved calculation using a larger lattice
(16° x 48) and found the H to be deeply bound (mg = (1.7 £ 0.15) GeV/c?) [25].
They attribute the discrepancy between the results to the inadequate lattice spacing
of the earlier calculation (62 x 12 x 18). Because of the rapid advance of computing
technology, it is clear that new results will be substantially better when they are
available. The most recent report of a calculation of the H mass using Lattice QCD
comes from a conference report in 1989, using a yet larger lattice (24° x 60) [26].
Yoshié et al. find the H to be bound by about 100 MeV, which is substantially less
bound than in their previous calculation. The preliminary result was obtained us-
ing a simple formulation of the action instead of the “improved action” used in [25].
They mention that calculations using the improved action on the larger lattice are
underway, but no results have been reported.

2.2.3 Prospects for the H

The phenomenological models of hadrons vary in their estimates for the mass of the
H dibaryon. Even within the same type of model, different calculations may disagree
as to the nature of the six quark state u?d?s%. Lattice gauge theory calculations,
which are the closest to the physics of QCD, also differ on their predictions for the H.
Nonetheless Figure 2.1 shows that the majority of the estimates favor an H below the
threshold for strong decay (2.231 GeV/c?) and above the threshold for double weak
decays (1.875 GeV/c?). This bias towards the existence of the H makes experimental

3As an additional point of comparison, the 1993 calculations of hadron masses by Butler et al. at
IBM were made using a massively parallel computer capable of 5-7 Gflops (billion operations per
second) and took 1 year to complete, while the H calculations consumed only weeks of computer
time on Mflop class computers.
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Figure 2.1: H mass predictions (after Klein [28]). Predicted masses are plotted
versus publication date and classified by the model used. Error bars are only plotted
if explicitly mentioned in the papers; a mass range is converted to its central value.
The thresholds for strong (AA), AS = 1 (AN) and AS = 2 (NN) decays are shown
as solid and dotted lines. Most predictions fall between the AA and AN thresholds.
From references {1,4-12,15,16,18-21,23-27] and [1,3,5-28] in reference [28].
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Mass Decay Lifetime Transition
2mg < mpg unbound —
2ma < mg <2mgy H— AA ~10D g Strong
H— An Weak
ma+m, < mg <2m, H-3IN 10%-108s AS=1
H — Apn~
2m, < mg <mpa+m, H—nn 10°-10" s AS =2
myg <2m, stable o

Table 2.1: H Decay Modes

searches promising.

2.3 H Decays and Lifetime

The decay channels available to the H depend on its mass. For mg > 2m, the
strong channel H — AA is open, and the lifetime would be typical of strong decays,
10~% 5. Below twice the T mass (2385 MeV/c?), the H would appear as a £F bound
state exhibiting itself as a resonance in the AA or EN channels. If the H mass lies
above the TX threshold (2387 MeV), then it is completely unbound. Below the AA
threshold, the lightest doubly strange two baryon system, the H must decay weakly.
For masses above the An threshold, the decays are AS = 1 with lifetimes of order
10~7 5. There are two body channels: An, 2% and £~p. A three body channel Apr—
is kinematically allowed for the narrow range of mass 38 MeV below the AA threshold.
If the mass of the H is less than my + m, (2055 MeV/c?), then it must decay by a
double weak (AS = 2) decay. Reducing two units of strangeness simultaneously is
very improbable, resulting in long lifetimes of order 10° s. Finally if mg < 2m,,, then
there are no B = 2 final states kinematically allowed; in this case the H would be
absolutely stable. The decay modes for various H mass possibilities are summarized
in Table 2.1.

Donoghue, Golowich and Holstein have calculated the lifetime of the H assuming
the highly symmetric wavefunction implied by the bag model [29]. The result of
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their calculation is shown in Figure 2.2, showing clearly the effect of new channels
becoming available at each threshold. Below the An threshold, the lifetime is quite
long since the decay must proceed through a AS = 2 process. For heavier masses, the
lifetime is longer than would be expected from considering the H to be a deuteron-like
A-A bound state due to the symmetry of the H wavefunction. As the mass of the
H approaches the AA threshold, the wavefunction will become more molecule-like,
reflecting the small binding energy. The weak decay of an H near the AA threshold
would be expected to be governed by the A lifetime (74 = 2.6 - 10710 s), with 75
approaching 75 /2 as the binding energy goes to zero. The long lifetime for a highly
space symmetric H wavefunction opens the possibility that significant numbers of
H’s are present in existing neutral beams.

2.4 H Production

Production of the H requires the production of two units of strangeness, such as
through double associated production, e.g. pp - HK+K+. Beams of hyperons or
kaons already carry one unit of strangeness, thus requiring the creation of only one s5
pair, but these beams must be produced in a primary interaction so the overall yield
is at best the same for a given primary incident flux of nonstrange hadrons. There
may be experimental advantages to such beams however, such as better control of
background. The reactions K~d — HK? or Ap - HK* could be employed to
produce the H.

A number of phenomenological calculations based on coalescence models predict
cross sections for H production. In these calculations an § = ~2 two baryon system
produced in an initial reaction is considered to form an H when the two baryons are
“close enough” in phase space. More detail on these coalescence models appears in
Section 4.1.
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2.5 Summary

The question of whether bound six quark states should exist is a difficult one to an-
swer. The H dibaryon, composed of the three lightest quarks, is perhaps the most
promising candidate for a stable six quark state due to the symmetry of the quark
wavefunctions. In phenomenological models and numerical calculations of lattice
gauge theory the H appears likely to exist. We stand to learn a great deal about the
low energy limit to Quantum Chromodynamics by investigating the question of the
existence of the H dibaryon, both experimentally and through better phenomenolog-
ical models.




Chapter 3
The H Dibaryon in Experiment

Since the H was first proposed by Jaffe in 1977, there have been a number of exper-
iments to search for it. Because of the wide range of possible masses (and therefore
preduction and decay modes) predicted for the H, there is no single definitive exper-
iment. Researchers have used very different techniques to attempt to produce and
detect this particle, and partly because of this it is difficult to summarize the results
of their experiments compactly. However, the searches undertaken so far do admit to

categorization as follows.

3.1 Double Weak Decay of Nuclei

The prediction of a very light H (mg < 2my) in some calculations opens the possi-
bility that the H is the ground state of baryonic matter. Such a light H would be en-
ergetically favorable to ordinary nucleon pairs (pp,np,nn), which could decay through
doubly weak interactions to the H. A paper by Ejiri et al. considers such decays
within nuclei [30]. In particular, they consider the processes p +p — H + 2e* + 2u,
n+p— H+et+vand n+n — H inside nuclei and compare the expected lifetimes
with those experimentally determined. In the case of stable isotopes, the absence of
the decay to the H establishes a lower limit for the mass of the H.

The most restrictive limit comes from the observation that the deuteron is stable.
Accounting for the binding energy of the n and p in the deuteron they conclude

17
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mg > 1875 MeV/c?, which is 2.7 MeV/c? below m,, + m,. The stable nucleus ®Li
similarly excludes masses below 1873.8 MeV/c2.

In addition to these limits from stable nuclei, Ejiri et al. also report on exper-
iments undertaken to detect a nuclear decay to the H by observing the final state
positron or 9-ray emitted from an excited nucleus in the final state. One experi-
ment excludes masses below 1862 MeV/c? by looking for the 8+ spectrum from 1271
—1%Te+H + f* + v using a Nal crystal as both a source of iodine and a calorime-
ter. The observed spectrum shows no evidence for this § decay. In addition they
looked for nn — H decays inside germanium nuclei of an intrinsic Ge solid state
detector: Ge—"2Ge(2%) + H. This decay would be observed by the detection of a
line in the Ge energy spectrum from the «-ray emitted in the 2+ — 07 transition of
the 72Ge nucleus in the final state. The energy of the line observed in the detector
would also include the recoil of the nucleus against the H emission, so it is possible
to obtain my from the exact location of the line. The lines of the measured spec-
trum are all attributed to known sources, and the expected rate calculated for this
process exceeds the background level by many orders of magnitude. They conclude
mpg > 1861.4 MeV/c%. Although these lower limits on my are not as large as the one
from deuteron stability (1875.1), they provide additional evidence that a very light
H is excluded by experimental data.

3.2 Heavy Neutral Particle Search

Although not carried out as a search for the H, Gustafson et ol. [31] undertook a
search for long-lived neutral particles which has some sensitivity to the H. With a
neutral beam produced with a 300 GeV proton beam incident on beryllium and tan-
talum targets, they used time of flight information and a total absorption calorimeter
to identify potential candidates for new neutral particles. Using the narrow (~ 1 ns)
RF structure of the beam at Fermilab as a timing reference, they determine the time
of flight for particles interacting in their calorimeter. Particles of a given species are
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identified by the relationship between their time of flight and their energy.

m =~ \[2cE?At[e, (3.1)

where £ is the distance between the target and the calorimeter (590 m), At is the time
of flight relative to photons. In the mass range 2.0-3.0 GeV/c?, 14 events consistent
with the tail of the neutron distribution are found. They set a limit (90% confidence
level) on the invariant cross section: Ed3%c/dp® < 1.1-10-32cm?/GeV?/nucleon.

Their result is limited to particles with masses heavier than 2 GeV/c? and lifetimes
2107 s. In addition, the experiment covers a small portion of the available phase
space in 300 GeV p — A collisions: ~0.05 < zr < 0.09 and pr=0.13-0.32 GeV/c.
The lower limit in the mass sensitivity is crucial in interpreting the results for the
H. The limit comes about because they are unable to reliably separate the copious
production of neutrons from new particles of masses lower than 2.0 GeV/c? given
their timing and energy resolution. From the published information it is not possible
to determine whether their result is valid all the way down to 2.0 GeV/c2.

3.3 H Searches

3.3.1 Carroll et al.

After Jaffe’s prediction of the H, a number of experiments searched for it. Car-
roll et al. searched for H’s at Brookhaven using a missing mass technique in tagged
pp — K*K*X interactions [32]. With the two kaons detected in a spectrometer
and identified with Cerenkov counters, the remaining particle(s) in the final state,
X, bas B =2 and S = —2, the quantum numbers of the H. Using incident proton
beams of 5.1, 5.4 and 5.9 GeV/c, Carroll et al. searched for a peak in the missing
mass spectrum. Finding no narrow structure in the mass range 2.0-2.5 GeV/c?, they
set limits (as a function of H mass and proton momentum) of 30~130 nb for H pro-
duction in pp collisions. Although a theoretical calculations soon gave an estimate
an order of magnitude lower [33], their results were the first available, and the limit
is comparable to expectations from comparison to deuteron production at threshold.
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In their paper they note that near threshold o(pp — 7+ #%d)/o(pp — 7t 7%np) = 0.2.
¥ o(pp - K*K*H)[o(pp — K*K*AA) at threshold is comparable, then one might
expect the H production cross section to be of order 100 nb for an incident beam
of 5.9 GeV/c. Note that because the H is detected through its production rather
than its decay, their technique is sensitive to H’s of all masses and lifetimes, even
absolutely stable ones.

3.3.2 p Production Experiments

Speculations about the possibility of production of doubly strange systems of particles
in multi-nucleon absorption of slow antiprotons fueled two searches for the H using
beams. Condo et al. placed thin plates in a bubble chamber and irradiated them with
290 MeV/c ’s [34]. The thickness of the plates (C, Ti, Ta and Pb) was chosen to just
stop the incident antiproton. An H may be produced in the annihilation process and
detected via its decay to £~p in the bubble chamber. The £~ would be identified by
its decay £~ — 7~ n, which leaves a kink in the negative track, or by the interaction
Z7p — An, where the A is reconstructed pointing to the terminus of the negative
track. Condo et al. scanned 80,000 7 annihilations, and found no candidates. Ac-
counting for probability of H decay (assuming 7g = 7 ) and reconstruction efficiency
they set a limit on the probability of H emission of less than 9-10~5 per annihilation
at the 90% confidence level. In addition they search for AA production setting a limit
at 4-107%. A similar experiment was undertaken by the DIANA collaboration [35]
using a Xe bubble chamber. They scanned 10° annihilations, finding no H candidates
and one pXe — K*KZAAX event. Their upper limit of 4-10~5 (90% C.L.) is slightly
better than the earlier experiment, but still not low enough challenge the theoretical
predictions at 10~6-10~7 cited in their paper.

3.3.3 KEK K~ Experiments

Two experiments undertaken at KEK in Japan have reported negative results in
searching for the H. The experiments (E176 [36] and E224 [37]) both utilize a 1.66
GeV/c K~ beam incident on a target (emulsion or scintillator) where the reaction
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K~ + (pp) = H + K* should be possible [38]; (pp) is a pair of protons in a nucleus
of the target. For sufficiently bound H’s, the momentum of the outgoing K+ has
momentum greater than one from the quasi-free process K~ + (p) — =~ + K*. The
H would be identified by a peak in the K* momentum spectrum above the quasi-free
=~ peak at 1.1 GeV/e.

Cerenkov counters and a time of flight system identify incident K=’s with high
efficiency and purity; the 7~ /K~ ratio is less than 10~ after Cerenkov veto and time
of flight cuts. Another set of Cerenkov counters and time of flight scintillators identify
outgoing K*’s. A magnetic spectrometer provides 2 momentum measurement and
precision tracking to associate the K+ track with a vertex in the emulsion (E176)
or scintillating fiber (E224) target. In E176 the emulsion target is interspersed with
silicon strip detectors (42 um pitch) to aid in associating spectrometer tracks with
emulsion tracks so any candidate events may be examined in detail.

E176 observes about 1700 events attributed to quasi-free == production, with
no distinct H peak above the 1.1 GeV/c peak. Events above the quasi-free peak
are consistent with two sources: real K*'s from the tail of the quasi-free peak and
misidentified protons. Of the four events above 1.3 GeV/c, two are rejected by ex-
amining the emulsion; all are consistent with misidentified protons. Events closer
to the quasi-elastic peak are consistent with the resolution on the K+ momentum.
They set a 90% confidence level limit on the H production cross section (for 1.90
GeV/ < mg < 2.16 GeV/c?) at (0.2-0.6)% of the quasi-free =~ production cross
section. (The differential cross section, do/dQ(K~p — Z~K+), is 35 ub/sr in their
acceptance; they obtain a consistent cross section using their beam flux.) The exact
value varies as a function of the H mass due to K+ detection efficiency, acceptance
and mass resolution. This limit is of the same order of magnitude as the predictions
by Aerts and Dover [38].

E224, which is the next generation daughter experiment to E176, has reported
preliminary results [37]. The emulsion target was replaced with alternating planar
arrays of crossed 500 um scintillating fibers viewed by image intensifier tubes. Using
the same analysis technique of examining the K* momentum spectrum, they find 4600
quasi-free =~ events and 13 events above 1.25 GeV /c, all consistent with misidentified




CHAPTER 3. THE H DIBARYON IN EXPERIMENT 22

outgoing 7+’s or p’s. They reject 7 events by viewing the image intensifier tube
images and identifying a £~ emission at the interaction vertex. Two more events
are rejected by requiring the energy release at the vertex to be consistent with K
production. Taking the remaining four events as background they set a preliminary
limit (90% C.L.) at (0.05-0.6)% of the quasi-free =~ production cross section. The
limit applies to H masses between (1.950-2.200) GeV/c? and is best for light H's.
For heavier H’s any K* momentum peak from H production is obscured by the tail
from quasi-free =~ production. They are still able to set a limit above 2.2 GeV/c?
by using the interaction vertex information in the image intensifier data. For 2.200
GeV/2 < mg < 2230 GeV/, they find o5 < (0.6-0.7)% o=- (90% C.L.) by
searching for the decays H — £~p, £~ — nz~ inside the scintillating target. The
above limit includes the detection efficiency assuming a lifetime for the H of order the
lambda lifetime (c7p = 7.89 cm). The preliminary results are below the theoretical
estimates for production of lighter H’s by at most an order of magnitude. For the
range of masses above 2.150 GeV/c?, the limits are still close to the estimates.

3.3.4 Shahbazian et al.

A group working at the Joint Institute for Nuclear Research in Dubna, Russia has
claimed observation of H dibaryons. Using a 10 GeV/c proton beam and a propane
bubble chamber, they scan events for signatures of H production and decay. Charged
tracks are identified (when possible) by their ionization, and standard bubble chamber
reconstruction programs (such as GRIND from CERN) are used to perform multiver-
tex analyses of candidate events. Over the course of the last decade this group has
reported on numerous events which they interpret as giving evidence for the existence
of § = —2 dibaryons, evidence not for a single dibaryon, but for four different S = <=2
dibaryon states.

In 1988 Shahbazian et al. reported the observation of the weak decay H —» T p
[39]. They report the observation of a single event which they interpret as the pro-
duction of an 8 GeV/c H at a 2-prong star and subsequent weak decay to T p.
They settle on this interpretation after excluding numerous background event types
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which could fit this topology using kinematic fits. Despite this attempt to exclude
background, the event is still questionable because the ¥~ decay (to 7~n) is not
observed. (They calculate a 10% probability for it to survive at least 40 cm and
exit the chamber.) A 2-C fit to the decay vertex gives x® = 0.014 (C.L. 99.3%) and
myg = (2172.7 £ 15.4) MeV/c%. The time of flight of the H is 0.668- 10~ s,

In 1990 they report on a second candidate event [40] also produced in the bubble
chamber by 2 10 GeV/c proton beam. The production vertex is a 6-prong star; a
V? (p=1.1 GeV/c) pointing to this vertex decays to two charged particles. Again
the only hypothesis with reasonable confidence level after the kinematic fit is the
weak decay H — X~p. The I~ candidate track has a kink consistent with the decay
£~ — nn~, with the n unobserved. The decay length of the £~ is too short (2 cm)
to allow positive identification using relative ionization, but the final stopping 7~
track is clearly identified. The proton track also suffers a kink, which is attributed to
rescattering from 22C, before stopping in the propane. The kinematic fit to the decay
chain H — £~p, £~ — 7~ n gives x? = 0.07346 (C.L. 69.43%) and mg = (2218+12)
MeV/c2. The time of flight for the H candidate is 1.37-10-0 s,

In a report presented at Hadron ’93 [41] they comsider both events as evidence
of a single “light” dibaryon H°. The masses are consistent within 20 overlap and
the observed decays identical. They hypothesize that the production occurred from
“dibaryonic fluctuons” within a *2C nucleus. The first event is consistent with produc-
tion via pD* — K°K+pH?Y, where the K is unobserved and the K* and the proton
are the two prongs in the production vertex. The D¥ is the piece of the carbon
nucleus participating in the interaction. The remainder of the nucleus is postulated
to recoil unobserved in the event. They give no hypothesis for the production of the
second event, which is associated with a 6-prong star. Taken together the two events
have an average mass of (2195.4 +9.7) MeV/c?, and the production cross section for
the H in 10 GeV/c p—C collisions is given as =~ 60 nb.

Shahbazian et al. report on another event found using the same apparatus in a
recent preprint [42]. They observed a V° decay, interpreted as H — T-p. The slow
proton track stops, and the £~ — nn~ decay is observed, the momentum of the 7~
track being consistent with £~ decay at rest. The ionization of the £~ track is also
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consistent with expectations. A successful 1C-fit to the ¥~ decay gives a confidence
level of 57.4%, and other hypotheses (weak decays of negatively charged particles or
strong interactions) are excluded by poor fits. The 1C-fit to the V'? decay hypothesis
H — Z~p gives m(Z™p) = (2146 = 1.0) MeV/c? and C.L.=29.8%.

They also performed an exclusive multivertex analysis of the event, but they must
hypothesize an elastic scattering of the H? candidate from a peripheral neutron in
12C in order to account for the direction of the V? not pointing to the 4-prong/2-V?°
star they take as the primary interaction point. The other V? in the event is a well
identified A, and the four prongs are all positively charged. Before settling on the
final scenario for the event, they consider numerous strong reactions as possible back-
grounds, including all possible primary vertices as a source for the H? candidate. The
only successful event hypothesis is p+12C— H? + A + p+ K* 4+ K* + K++9Li. The
three K+ tracks are relativistic, and the proton track stops. The hypothetical recoil
of the partial nucleus is not observed, which they maintain is consistent with its best
fit momentum of ~ 280 MeV/c. The H° must undergo a scatter with no observed
recoil to fit the primary vertex. They find that the hypothesis of an elastic scatter
from a quasi-free neutron has a satisfactory fit (1C, C.L.=88.7%), but scattering co-
herently from 2C does not. Finally there is a 42 MeV v — ete™ vertex associated
with the primary vertex. After failing to associate this photon with possible sources
(electromagnetic decays of %, T+ or K*+; 7 decay with a missed photon and radia-
tive A decays) they hypothesize that it comes from the decay of an excited state of
the H, HY — H'y, finding a best fit mass of mpge = (2203.0 £5.9) MeV/c2.

Based on the three events reported in 1988 [39], 1990 [40] and 1995 [42], Shah-
bazian et al. now claim evidence for an excited state with mass (2200.9+4.1) MeV/c2
observed in three events. The latest event is claimed as evidence for a ground state
H with mg = (2146.3 £ 1.0) MeV/c®. The effective cross section for H production
in proton *2C collisions is estimated at 60 nb. The three observations of H dibaryons
by Shahbazian et al. are summarized in Table 3.1.

In addition to these three events giving evidence for what they call “light H
dibaryons” (H®, HY), Shahbazian et al. have published observation [41, 43] of four
other events which they interpret as “heavy neutral (/) and charged (H*) dibaryons”,
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Date Decay Mode Mass (MeV/?) Reference
1988 HY — X p 21727152 [39]
1990 HY — T-p 2218.0+12.0 [40]
1995 H? — Hyy 2203.0+5.9 [42)
1995 H? — ¥p 2146.3+1.0 [42]
1993 H — IT-p 24089+11.2 [43]
1993 H — Sp 2384.9+31.0 [43]
1993 Ht — 7%A 2375.8+9.3 [43]
1993 H* — Ap  2409.3+13.0 [43]

Table 3.1: H Dibaryon Candidates Observed by Shahbazian et al.

where heavy means mg > 2m,. These states have S = —2, but are claimed to be
flavor 10" representations rather than flavor singlets like Jaffe’s H. Although the
two states are found above the threshold for strong decay to AA, the four events are
observed through their weak decay modes. The two H candidates are observed in
the decay chain H — =~p, &~ — nz—. The two H+ candidates are observed in the
decay modes H+ — #%pA and H* — pA, although in the first event the 7° is not
observed. The masses of these candidates are summarized in Table 3.1.

3.3.5 Alekseev et al

In 1990 Alekseev et al. reported two weakly decaying H candidates, H — Apn— [44].
Using a neutral beam produced at 3.5° from an internal target in a 10 GeV proton
synchrotron, interactions at a 4 cm carbon and 6 cm copper targets placed in the
neutral beam were observed with a magnetic spectrometer. Events were recorded
only in anticoincidence with a scintillation counter immediately after the target, to
ensure only neutral particles exited the target in the direction of the spectrometer.
The 40 cm decay volume between the target and the spectrometer was filled with
helium to minimize interactions of the neutral beam.

The candidates for H — Ap7r~ were identified in a 2 V° topology, where the down-
stream (A) vertex points to the upstream vertex (H decay vertex) located downstream




CHAPTER 3. THE H DIBARYON IN EXPERIMENT 26

mz (MeV/®) CL.H CL. AKD
Event 1 2217.1+7.1 59.5% 10—
Event 2 22243184 73.8% 0.38%

Table 3.2: H — Apr~ Candidates Observed by Alekseev et al.

of the target where the H would be produced. To reject events caused by interactions
of primary neutrons in the helium of the decay volume, the distance between the two
V% must be at least 4 cm. In addition to the H candidates, events with the V0
pairs AA and AK} were identified and used to check the kinematic reconstruction.
They require candidates for H — Apn~ to have m(pr~) = my =+ 11.5 MeV/2 for
the downstream vertex and m(pr~) < m, for the pr™ vertex, in accordance with
the requirement mg < 2m,. It is necessary to reject AK? events which satisfy
the geometrical and mass cuts accidentally, because without particle identification
K3 — z%x~ can fake pr~ pairs with m(p7~) < my. The events remaining after
the topological and mass cuts are fit to both the AKQ and H — Apr~ hypotheses.
Two events from the carbon target were found with m(Apn—) < 2m, and confidence
level for the H hypothesis > 1%. One is inconsistent with the AK? hypothesis, and
the other has C.L.=0.38%. The fit results for the two events are given Table 3.2.
These events may be suspected as background from neutron interactions in the tar-
get or scintillator veto counter because the coordinates of the H decay vertex are at
the boundary of the target (Event 1) or inside the target (Event 2), but within 1o
of the boundary. Using the observed AK2 events to normalize the flux of neutrons
on the target, Alekseev et al. estimate the cross section for H production using the
observed product oy BrgPg= 18 nb/nucleus. Here Brg is the branching ratio for
H — Apn~, and Ppg is the probability for the H to leave the target and be detected.
To extract the cross section, they take Bry=25% from [45], and compute Py=0.53
using 7g = 6 - 107! s, giving o = 138 nb for H production from Carbon nuclei. In
addition they observe 67 AA events; from the AA invariant mass distribution they see
no evidence of a resonance above 2m,.
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3.4 Double Hypernucleus Implications

A serious contender to rule out light H’s are double hypernucleus candidates. The
existence of any double hypernucleus places a lower limit on the mass of the H,
because a double hypernucleus, which has two A’s bound in the nucleus, can decay
strongly to an ordinary nucleus and an H: §} X —¥-2 X + H. Because it is a strong
decay, any opportunity to detect the hypernucleus by its weak decay (pionic lambda
decay in the nucleus) is excluded. The unambiguous observation of the weak decay
of a double hypernucleus would exclude H’s lighter than 2ms — Bys, where By, is
the net binding energy of the A’s in the hypernucleus.

There have been two candidates for sequential weak decay of a double hypernu-
cleus in the literature since 1963 [46, 47] and 1966 [48]; a new one was added in
1990 [49]. All three candidates are presumed to be produced by the capture of a =~
onto a nucleus in an emulsion target exposed to K~ beams. The =~ is produced in
the emulsion by a K~ interaction, and comes to a stop in the emulsion before being
captured by a nucleus of the emulsion. The reaction =~ + p — A + A produces only
28.5 MeV, and the resulting A’s can be captured onto a single nucleus producing a
double hypernucleus. The sequential weak decay of the lambdas in the hypernucleus
through pionic emission (also allowing for emission of other particles of net baryon

number m),

MX = ¥-™Y 4 77 + particles

N=my — 7~ + particles, (3.2)

is observed by examining the emulsion for tracks and hypothesizing a decay chain. (In
the 1990 event, the daughter hypernucleus, Y, undergoes a nonmesonic decay, where
the pion from the decay of the A is reabsorbed in the nucleus.) The range of the
particles provides an energy measurement, from which the consistency of the decay
chain hypothesis may be verified and a binding energy for the double hypernucleus
determined.
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Danysz et al. reported the first event in a emulsion exposed at CERN [47). Af-
ter rejecting conventional explanations for the event they established the following
hypothesis for the event. A =~ is emitted from a K~ interaction star(A) coming
to rest and being absorbed on !2C or 14N at another star(B), producing the double
hypernucleus % Be. The }%Be decays at a third star(C): 14 Be—3Be+p+ 7~. Finally
the 3Be hypernucleus decays at a fourth star(D) to ‘He+*He+p + 7~. They deter-
mine the binding energy of the double hypernucleus Bap = (17.5 £ 0.4) MeV. Dalitz
et al. reported on a reexamination of the emulsion [50], confirming the interpretation
advanced by Danysz et al. and finding By = (17.7 + 0.4) MeV using an improved
measurement of By for Be of (6.71 & 0.04) MeV instead of (6.50 = 0.16) MeV used
in the original analysis.

In 1966 Prowse reported the second event found in an emulsion stack placed in a
4~-5 GeV K~ beam at Brookhaven [48]. In this event a =~ produced outside of the
stack is captured on 12C producing § ,He and 7Li. The decay chain

¢\He — 3He+p+n
%He — He+p+7n~ (3.3)

is established as the interpretation of the event. Prowse finds By, = (10.9 + 0.8)
MeV. '

The third event was found in 1990 [49] using the hybrid emulsion-counter detector
of KEK-E176 (see Section 3.3.3). Out of 497 =~ candidates produced in the emulsion
by the reaction K~ +p — =~ K* and identified by tagging the out going K+, Aoki
et al. observe one candidate event consistent with the production and weak decay ofa
double hypernucleus. Their analysis excludes conventional interpretations, settling on
two scenarios for the event, each consistent with the observed tracks in the emulsion.
Scenario A,

=" +2C - *H+Be
1Be — x~ +°B

B — 'H4+®He+‘He+2n+--- (3.4)
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and scenario B,

E+“N - H+n+B
MB — 1T+ C
2C — He+*He+*He+2n+-.- (3.5)

differ in the identification of the species of the hypernucleus. Note that in the second
bypernucleus decay there is no pion emission. This complicates the analysis and
Aoki et al. must rely on kinematic arguments to rule out a single hypernucleus decay
followed by scattering at the second star. The Bay of 14 Be and 3B is (8.5 £0.7)
MeV and (27.6 £ 0.7) MeV respectively. Scenario B is favored on theoretical grounds
by Dover et al. [51], who also point out that the 3% Be hypothesis gives a binding
energy for the same hypernucleus in disagreement with the Danysz et al. event.
The three events taken together could comprise convincing evidence that an H
lighter than 2m, — Bys = 2120 MeV/c2? is excluded, but further consideration casts
considerable doubt on the interpretation of these events. Dalitz et al. reviewed the
two events extant in 1989 [50] to see if they were genuine double hypernuclear candi-
dates and to assess their impact on the existence of the H. The review published an
independent examination of the 1963 event undertaken by members of the original
collaboration, which confirmed the original interpretation of the event as a § = —2
hypernucleus. However, they found the observation of a double hypernucleus to be
improbable in a Monte Carlo estimate. The emulsion was exposed to a total of 31,000
interactions of K~ mesons. From a MC estimate of 10° interactions producing 380 =-,
Dalitz et al. expect only 1% to stop inside the emulsion. For the exposure received,
only one or two =~ would be expected to be stopped. Accounting for the probability
of capture onto a light emulsion nucleus (~ 40%) and the branching ratio for pionic
decay of a bound lambda (~ 20%), they find the observation of a single event to
be remarkable. They also report that in a later scanning of 40,000 interactions the
collaboration found no other stopped == tracks, consistent with expectations from
the calculation. The experiment of Prowse is even less likely to have produced a
stopped =~ in the emulsion due to the higher beam energy (~ 4.5 GeV compared
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Event Year Species Baa mg (MeV /)
Danysz 1963 1GBe 17.7+04 > 2213.7
Prowse 1966 S,He 109+08 > 22205
AokilA 1990 UBe  85£07 > 22229

Aoki:B 1990 BB 276+ 0.7 > 2203.8

Table 3.3: Three double hypernuclei candidates from [47, 48, 49]. The binding energy
of the lambdas in the nucleus is given along with the lower limit implied for mg. Both
scenarios for the Aoki 1990 event are shown.

to 1.5 GeV). Given that Aoki et al. have recorded only one candidate with three
orders of magnitude more K~ interactions (10%), the two earlier events are called
into question. They calculate a probability of 10=2 for the Danysz et al. event to be
genuine by extrapolating from their single observed event from their 497 =~ tags and
80 stopping =" tracks; they assign a probability less than 10~3 for the Prowse event
[49].

The event reported by Aoki et al. has a K* tag making the interpretation of the
stopped track more certain than the earlier events, but the nonmesonic decay of the
second lambda makes the interpretation of the decay chain less certain. As Klein
points out [28], the decay topology of this event allows for the interpretation of the
event as production and weak decay of an H bound in the nucleus.

If the events are taken at face value, they restrict myg to be greater than limits
shown in Table 3.3. However as there are only a few events and their interpretation
is in question, to definitively rule out a lighter H seems premature.

3.5 Summary

With the exception of the lower limit on the mass of the H (mg > 1875 MeV/c? )
from the absence of weak decays of nuclei, experimental results do not definitively
rule out the existence of the H in their respective regions of parameter space, nor
do they convincingly demonstrate its existence. The experiment of Carroll et al. set
limits an order of magnitude above the expectations from phenomenology, and the
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stopped antiproton experiments are beginning to probe on the level of the predictions.
The KEK K~ beam experiments also are at the level of the theoretical predictions,
and may continue to make progress in future runs. The candidates of Shahbazian
et al. are unconvincing without a better understanding of background from less exotic
reactions. Unconfirmed (and to many, unexpected) observations of multiple (S = —2)
dibaryon states do not add to the credibility of the candidate events. The two events of
Alekseev et al. are consistent with background. The double hypernucleus candidates
are on tenuous ground. An H heavier than 2my is still within the realm of possibility.




Chapter 4

Experimental Method - BNL ES888

This chapter describes one experiment designed to search for the H. An exhaustive
search is difficult due to the unknown parameters of the H, particularly the varying
lifetime and mass estimates. The E888 collaboration at Brookhaven National Lab-
oratory (BNL) undertook two complimentary searches for the H dibaryon. For the
first search we used a detector built to study rare K9 decays to search for decays of
an H in the mass range ~ 2.09 to 2.21 GeV/c? via the channel H — An, where the
A is detected at high transverse momentum, and many A lifetimes away from the
primary target. We then undertook a second search by inserting an active target of
scintillator in the neutral beam and reconfiguring the detector to optimize for detec-
tion of a long-lived H via diffractive dissociation of H’s in the neutral beam at the
active target: HA — H"A — AAA. The dissociation search is sensitive to lighter
H’s than the decay search, since the diffraction process allows the H to be excited
to a higher mass state H* which may lie above the 2A threshold. The mass of the
H itself may lie below the AN threshold. This second search is the subject of this
dissertation. The first search is described in detail in reference [52].

The remainder of this chapter describes the experimental method used to un-
dertake the dissociation search for the H. It was necessary to develop a plausible
mechanism for H production which could be used to calculate the expected flux and
momentum spectrum of H particles should they exist in our neutral beam. Also nec-
essary is an estimate of the cross section for the diffractive dissociation process and

32
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an understanding of the expected kinematic characteristics of the diffractively pro-
duced AA’s in order to define a signal. Of course, an identification and understanding
of possible backgrounds is required. Finally, armed with these estimates, a detector
design and experimental strategy can be developed and refined using Monte Carlo

simulation.

4.1 H Production

In both the decay and dissociation searches of E888 the H must be produced at the
primary target of the neutral beam-line in the process p + A — HX. In the decay
search the target material was copper (A =Cu), and the dissociation search used
platinum (4 =Pt). In both cases the proton momentum was 24.1 GeV/c and the
spectrometer viewed the target at a small nonzero angle (2.75° decay, 3.75° dissocia-
tion).

Production of 2 complex state like the H is not easily calculated from first princi-
ples. Although QCD gives reasonably good predictions in agreement with experiment
for high energy processes where single quark and gluon interactions dominate, calcu-
lations at low energy involving multiple quarks and exchange of many gluons have
proven intractable and exceedingly difficult. Nonetheless progress has been made in
hadronic physics using phenomenological models (often inspired by QCD) to calculate
in approximation to the complete QCD theory. In the area of H production, estimates
have been made using coalescence models in which a two baryon system (with the
quantum numbers of the H) produced in hadron-hadron collisions may coalesce into
a bound state. This entails the approximation of the H as a baryon-baryon bound
state.

4.1.1 Coalescence

Calculations of H production use the coalescence prescription, used to great effect
in estimating deuteron production in hadron collisions [53, 54], #-u atom formation
in K3 decays [55, 56] and even anti-deuteron production in e*e~ collisions [57]. In
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coalescence models, two constituent particles fuse or coalesce to produce a bound
state when the coalescence criteria are met. In a classical coalescence model the
criterion is simply that the relative momentum of the two constituents be less than
the scale momentum of the bound state, py, which is related to the binding energy.
Quantum mechanical and field theoretical models employ more sophisticated criteria,
but all models have a dependence on detailed nature of the bound state.

H Coalescence Models

Badalyan and Simonov have used a coalescence type calculation to estimate the total
H production cross section near threshold in p-p collisions (p, &~ 5 GeV/c) [33].
They consider production of two lambdas in the process pp — AAK* K+ followed by
coalescence of the two lambdas. They check their calculation by using it to compute
the cross section ratio of o(pp — 7*7%d) and o(pp — 7*7%p) at threshold. They
find good agreement with experiment and apply the calculation to the H. They
calculate og =~ 2- 107304 = 2 nb, where they take oaa from an early H experiment
[32].

Rotondo has computed a cross section for H production by coalescence of =%n
systems produced in p+Be collisions at Fermilab energies [58]. He parameterizes =°
production data at 400 GeV as a function of rapidity and p2. He then computes a
“penalty factor” for the coalescence of a neutron onto another baryon, using deuteron
production at similar energies as a guide. The calculation then assumes that H
production is comparable to the formation of a =%z nucleus: oy = F} Foo=o,. I3
accounts for the possibility of other channels for H production other than =%n. If each
of the baryon baryon channels (AA, Z929, £+% - =-p) contributes equally, F; ~ 4.
The factor F3 represents the difference between a =2 nucleus and the H. Rotondo
estimates the effect of a smaller H radius compared to a deuteron like =%z nucleus
to be ~ -;-. Because the factors F; and F5 can not be calculated with great precision
and the simple arguments above indicate that F1F, ~ 1, he assumes results for the
=% nucleus apply to the H, finding oz = 1.2ub.

Neither calculation is directly applicable to the situation in our experiment (pp =
24.1 GeV/c), so two members of this collaboration undertook a calculation [59, 60]
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where inclusive lambda production data is used to estimate H production rates in
three similar coalescence models. After establishing a common framework for these
coalescence models in the next section, we give the details of the calculation and
discuss the results in comparison to the other predictions.

General coalescence considerations

A coalescence model relates the two particle density for producing unbound states,
d®N12/dp1dpz, to the density of bound states, d*N; /dP, by including the probability
that the two particles coalesce into a bound state and integrating over all configura-
tions of the two particle system. The physics of a coalescence model is simply phase
space and statistics. In a simple classical coalescence model, the particles may be
taken to coalesce if their relative momentum has magnitude less than some critical
value pg. The integral over phase space reduces to the volume of a sphere in relative
momentum space with radius py. It is reasonable to treat the motion of the two
particles non-relativistically given the small momentum scale po, with the addition
of the Lorentz factor 7 = /1 + P2/m? to account for phase space contraction due to
relativistic boost of the bound state system.

TP - fs’Y?Po—ngd;;p lp=° (4.1)

Here P = (p; + p;) is the momentum of the bound state, and p = (p, — P2)/2 is the
relative momentum of the two coalescing particles. Alsoincludedis a spin factor f, to
account for the correct spin alignment. The two particle density may be evaluated at
P =0, or in an extension to this model it may be integrated over relative momenta up
to p = pp. Cousins and Klein treat both the simple model and the classical integration
model in [59].

Quantum mechanically, the coalescence probability may be taken as the overlap of
the bound state wavefunction with the two particle state. It is easy to show that this
reduces to the value of the coordinate space wavefunction at the origin times (27)3 if
one uses the momentum space representation for the overlap matrix element in the
approximation that the unbound density is constant for small relative momentum P,
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and may be evaluated at p=0.

&N,
?l;b' = fo7(27)%|hs(r = 0)] FP&plpeo (4.2)

The classical model gives the same result as the quantum mechanical model when
o teplaced by 3.9|ys(r = 0)|*/%. The difference is only in the name of the bound
state parameter, either a scale momentum or a wavefunction value at the origin. For
convenience, Cousins and Klein give results in terms of the parameter pem,, Which is
the average ( \/?)—) of the relative momentum of the particles in the bound state. For
the classical model with a p-space wavefunction vanishing for p > py and constant
for p < po, Prms = Po/1.80. For a gaussian wavefunction for the bound state, prms =
2.17}(0)[2/3.

In addition to information about the bound state, coalescence models also rely
on information about the unbound two particle distributions (d®N/d®p;d°p,). In the
case of 7-u atoms from K decay, the particle distributions are measured in the Dalitz
plot for the decay K? — wuv. The bound state is assumed to be well modeled by
quantum mechanics and the Coulomb forces between the “nucleus” and “electron”.
For the deuteron, the force arises from the strong interaction, but the wavefunction of
the deuteron essentially contains all the information needed about the bound state,
and this is well measured despite the difficulty of deriving this information from
first principles. The two particle densities are approximated as the product of single
particle (neutron and proton) densities, or even as the square of the proton density.
For the deuteron this approximation that

BN &N, BN,
d3pi1dip; - d3p, d3p,

(4.3)

assumes that there is no correlation between the neutron and proton densities, an ap-
proximation justified by the agreement of the coalescence prediction and experiment.
In the case of the H we are left with no information about the wavefunction, and no
experimental data on the two particle density. We choose to parameterize our igno-
rance about the H wavefunction by treating the scale momentum pem, as a parameter
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of the model, varying it through reasonable values. For the two particle density we
are forced to approximate this from single lambda production data because there is
no experimental data on the production of baryon-baryon systems with the quantum
numbers of the H. As for the deuteron, the two particle density is taken from Eq. 4.3,
but it is not clear that inclusive lambda production data can be used (effectively twice
in each interaction) because of the difficulty of producing two strange baryons.

Calculational details

Due to the lack of experimental measurements of the two particle density, Cousins and
Klein use inclusive lambda production data from a bubble chamber experiment for
the single particle densities. Blobel et al. [61] measure the differential cross section
for A production in pp collisions at 24 GeV/c, but to make use of this data, some
reduction of the bubble chamber data is necessary.

First the pp data must be scaled to correct for the A dependence in the cross
sections. To go from p+ p to p+ Pt collisions, they scale by the ratio of total inelastic
cross sections. Although crude, this is a better scaling than one based on fits to a
power law for the A dependence because of the well known problem extrapolating to
or from A = 1 using a power law. For example, the Particle Data Group’s compilation
[62] of high-energy total inelastic cross sections for p-nucleus collisions are well fit by
or = 0.0425 x A%7® b, But this formula overestimates the actual pp inelastic cross
section (0.033 b) by 29% for A = 1. The correction factor for platinum from the ratio
of the PDG values for high-energy total inelastic cross sections is 1.708/0.033 = 51.8.
Although the 24.1 GeV/c beam momentum is below the range of validity for the PDG
data (60-375 GeV/c), the total inelastic cross section is energy independent to a good
approximation for momenta between 10 and ~300 GeV/c.

To use the inclusive single lambda production data to estimate double lambda
production, Cousins and Klein consider the inclusive production of two lambdas,

P1+p2 = MAX, (4.4)
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where p; and p; are the beam and target protons, and where A; and A2 are predom-
inately associated with beam fragmentation at z > 0 and target fragmentation at
z < 0 respectively. In so doing they neglect problems of quantum mechanical indis-
tinguishability of identical particles and assume that it is meaningful semiclassically
to have separate cross sections for A; and A,, which are reflected in z about £ = 0
with respect to one another. So that,

B S (o1,0m) = ferpn) (-1 S 2 < 1), (45)

and using the same function f,

228 a3, m) = f(=2221,). (46)

A; production includes the leading particle effect in the direction of p;, where A; may
carry two of the three quarks of the beam proton. The model extends the association
of A; with p; to small and even negative z, and at z = 0 half of the inclusive
A production is assigned to A;. Although the separation of leading target particles
breaks down at small z, it is reasonable to assign non-zero values for A; production at
negative z as long as the production smoothly decreases as z becomes more negative.
The function f is determined from the data for inclusive lambda production, which
is the sum of A; and A, production:

dscrA

Eds_p(z’pT) = f(:r,pT) + f(—zva)' (4'7)

In their model pp — AX data at 24 GeV/c are fit to the physically inspired form
for the differential cross section used by Skubic et al. [63] to fit inclusive spectra in 300
GeV/c pp-interactions (for ~0.2 < z < 1). The use of the following form constrains
the shape of f(z,pr) and ensures a smooth decrease for z < 0:
Eﬁzf(zpp)=exp(c+ 2% + c3z + + ¢5pF + cspt + crpl )(1 — z)( @ P

po ) 1+ €22° + €32 + CoZpr + €spr + csPT + crpF)(1 — 2) .
(4.8)
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a 2 C3 ¢4 Cs Cs < Cs Cy
-1.71 -5.42 7.51 -3.40 -0.88 -4.83 3.12 091 -0.76

Table 4.1: Best Fit Parameters for Inclusive A Production to Eq. 4.8
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Figure 4.1: f(z,pr) plotted as a function of z for pr = 0.6,0.3,0.6 GeV/c

The resulting fit parameters (c; ... ¢) are given in Table 4.1, and f(z,pr) is plotted
versus z for representative values of pr in Figure 4.1.

With f(z,pr) determined from pp — AX data, they proceed to calculate spectra.
In converting from lab momenta to zr = p;/p} .. they use the value p7_._ = 3.04
GeV/c to be consistent with production of the H with additional particles as required
by strangeness and 4-momentum conservation.

The overlap of the flavor wave function of the H with AA must be taken into
account. Equation 4.9 gives the H flavor wavefunction in the baryon-baryon basis,

39
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following Donoghue et al. [29].

_}E'MA + 220+ Z¥ET + BTEt 4+ p=~ + =p + % + n=0) (4.9)
Including a factor of 1/8 for the flavor wave function of the H and dividing by a
factor of 0,1, the beam-target absorption cross section, to avoid double counting the
probability of the beam particle hitting the target particle, the cross section for H
production is

fo’g _ 11 3 - zdsdlu 1 lﬂUAz
FP, 25‘7(2@ [%(r = 0)| &p,

H=

p1=Py/2 Tabs &pe p2=Py/2 (410
The equation above gives the QM estimate and the simplest classical estimate for
Po = 3.9]%(0)[*/3. Both of these are obtained by evaluating the two particle density
at p = 0, which assumes the density does not change for p < py. The classical
integration estimate avoids this assumption at the expense of using an unrealistic
wavefunction by integrating the two particle density from p = 0 to P = po, instead of
multiplying the density at p = 0 by (4/3)7p}.

Results

Given a value for p.,, one can then find invariant cross section estimates for H
production. The cross section goes as pd_, and the total cross section is plotted vs
Prms in Fig. 4.2. The cubic rise of the total cross section with prm, is clearly visible for
the QM model. The Classical Integration model shows a reduction for larger values
Of Prms, 2s the assumption of constant density of states for p < Prms breaks down. For
reasonable values of the scale momentum, the cross section is well below 0.1 mb.
Besides the total cross section for H production, the differential cross section
and the momentum spectrum at a particular angle in the lab frame is useful in the
design and interpretation of our experiment. The differential cross section at 65 mrad
(the targeting angle used in the dissociation search) is given as a function of pp, in
Figure 4.3. Figure 4.4 gives the momentum spectrum at 65 mrad in both models
for a typical scale momentum: p,ns = 150 MeV/c. Typical of the distributions is a
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Figure 4.2: Total cross section for H production versus pym,.
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Figure 4.3: Differential Cross Section for H Production at 65 mrad
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Figure 4.4: dog/dpgdQ) at 65 mrad. Quantum Mechanical and Classical Integration
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peak near the central momentum of ~ 8 GeV/e, with tails extending forward and
backward in the center of momentum frame.

Comparison

Our estimates for H production may be compared with the calculation of Rotondo [58]
and the calculation of Badalyan and Simonov [33]. Because Badalyan and Simonov’s
estimate was made close to threshold and Rotondo’s estimate was made at high-
energy, it is easier to compare if we factor out the cross section for production of
AA states: g = Pea1.0aa- The low energy calculation gives P = 41073, and
Rotondo’s calculation uses a coalescence probability of 1/1350 = 0.74 - 10~3. The
Cousins Klein model has a coalescence probability of 1-10 -10~3 depending on the
choice of prms. Put in this way all three estimates are comparable.

There is also a recent coalescence calculation from Cole et al. [64] which uses a
nuclear cascade model (RQMD) to predict the two particle density for AA and EN
in p-A collisions at 28.4 GeV/c. On an event by event basis they apply a particular
coalescence criterion which works for deuteron production (Pmax = 110 MeV/c and
Ar < 3 fm) to space and momentum four vectors generated by the RQMD Monte
Carlo. AA and =N pairs which pass the coalescence cuts are used to predict H
production. Their results for p-Au collisions are the most applicable to our Pt target.
They find Peoar. = 1.240.4-10-3 for AA. They also include =%z (Pecal = 0.6+0.2-1073)
and E7p (Peoat. = 0.4 £0.18 - 1073) pairs in the estimate for H production giving a
net cross section of 8.5 - 10~50;p1,s. = 0.15 mb.

Summary

The results of the coalescence calculation demonstrate a feasible mechanism for the
production of the H dibaryon in p-A collisions, although there are a number of un-
certainties due to our lack of knowledge about the precise nature of the H (should
it exist) and due to the absence of experimental data on the production of doubly
strange, baryon number equal two systems. The model also provides a momentum
spectrum and angular distribution which are helpful in designing an experiment and
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interpreting the results.

4.2 H Dissociation

We now have some assurance that there may be H’s in our neutral beam, but that is
not enough. We must also be able to detect them. Our plan was to do so by detecting
their diffraction dissociation to two lambdas when they interact in a target placed in
the neutral beam.

Estimating the cross section for diffractive dissociation of a completely new type
of particle is clearly a non-trivial exercise. The possibility that the H is totally
unlike other hadrons makes any estimate subject to a high degree of uncertainty, but
some expectations from phenomenology of hadronic interactions in the diffractive
regime can still be useful. Based on an understanding of hadronic interactions from
phenomenology, we estimate the cross section for H diffraction dissociation in three
different ways. An added uncertainty is the binding energy/mass of the H. In the
three calculations the cross section varies through similar ranges as a function of the
H mass.

4.2.1 Diffraction Phenomenology

Goulianos gives a review of diffractive interactions in [65]. Although the phenomeno-
logical theories are more appropriate to high energy interactions, diffraction dissoci-
ation phenomenology can be meaningful when applied to low energy reactions.

In a diffractive dissociation interaction (illustrated schematically in Fig. 4.5) two
badrons undergo a glancing, low momentum transfer interaction in which one particle
is left intact by the process, and the other is excited to a higher mass virtual state
which then decays strongly. An example would be np — pr~p, where the first proton
and the 7 are associated with fragmentation of the beam neutron, and the recoiling
target proton carries little kinetic energy from the low momentum transfer interaction.

Such reactions are observed in hadron hadron collisions from low energy on out to
the highest energies yet attained in the laboratory. The characteristics of diffraction
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S~
SRS

Figure 4.5: Diffraction Dissociation: ha — h®a. Two hadrons scatter. One (k) is
excited to a higher mass state (h*) which subsequently decays strongly.

dissociation observed in experiment are small momentum transfer, distribution in
invariant mass of the excited hadron which falls as 1/M2; and weak dependence on
beam energy and type of hadron dissociating.

t distribution

Diffraction Dissociation is characterized by a small momentum transfer interaction,
followed by breakup of one or the other particle. The square four-momenturm transfer,
t = (pn — pi-)?, is typified by an exponential falloff,

do/dt ~ exp (=bt]), b ~ 9GeV~2. (4.11)

The slope, b, is independent of beam particle [66], slightly dependent on energy, and
mainly determined by the effective size of the target particle. For nucleon targets
and beam momenta of order 10 GeV/c, b ~ 10 GeV~2. Nuclear targets give a much
steeper falloff with momentum transfer. It is this exponential falloff with momentum
transfer resulting in forward scattering of the beam which gives diffraction dissociation
its characteristic diffractive character in analogy with optics.

Invariant mass spectrum

The dissociation part of diffractive dissociation describes the fragmentation of one of
the hadrons. For high mass diffractive states, the spectrum of invariant mass for the
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Figure 4.6: Triple Pomeron Exchange Picture of Diffraction Dissociation

fragmentation system falls as 1/M2;. Near threshold there are phase space effects
(which reduce the low mass peak) and often resonant diffractive excitation events. As
an example of the latter consider np — N*p — px~p, where the dissociating neutron
is excited to a resonance N* which then decays to pr~. Despite these separate
regimes in diffraction dissociation (excitation and non-resonant dissociation), a result
from phenomenology unifies the two behaviors.

The phenomenological model of elastic scattering and diffractive interactions of
badrons treats the interactions as the exchange of Pomerons, which are Regge trajec-
tories with the quantum numbers of the vacuum. In this model diffraction dissociation
is understood as a triple pomeron diagram (c.f. Fig. 4.6), and elastic scattering is
understood as a single Pomeron exchange. Within the context of this model, there is
a Finite Mass Sum Rule (FMSR), which states that the average behavior of do/dMZ¢
is exactly what would be expected by extrapolating from high MZz. The resonances
and elastic scattering at small M2 are completely equivalent to the triple Pomeron ex-
change when “averaged” out. This triple Pomeron exchange gives a 1/M? dependence
for the cross section. The departure from the expected 1/M? behavior at low mass is
understood as the resonant production of higher mass states (diffractive excitation),
e.g. N* for p diffraction etc. At very low invariant mass there is a threshold effect
due to shrinking phase space. The FMSR shows that the sum of elastic scattering
and the resonant behavior is equivalent to the treatment in terms of triple Pomeron
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exchange.
The precise statement of the FMSR is given in terms of the kinematic variable
v = Mg — M? —t instead of M? directly.

Za / v dudu— / (W) dv (4.12)

Here the subscript “fit” denotes a fit to high v (v > 1) behavior for the cross section,
and v must be large enough to lie beyond the resonance region. According to Regge
phenomenology and experiment, vd?0/dtdv becomes a constant for v > v.

Kinematics

Consider the diffraction dissociation of an H on a nuclear target A: HA — H*A' —
AAA’. Here A’ denotes the recoiling but still intact nucleus. The square four-
momentum transfer is taken between incoming and outgoing particles:

t = (pg —pr-)’ = (pa —par)*. (4.13)

If the right hand side is evaluated in the lab frame where the target is at rest, ¢ has
a particularly simple form:

t= —2m_4(EA: - mA) = —2mAKA:. (4.14)

Thus by measuring the kinetic energy, K, of the recoiling target, ¢ is easily obtained.
Like ¢, K4 also has an exponentially falling distribution. For a proton target with
b =9 GeV~2 the scale recoil energy is 60 MeV.

By combining a measurement of ¢ (from the recoil kinetic energy) with spectrom-
eter measurements of the AA system, it is possible to deduce the mass of the H.
Beginning with the definition of ¢t we have

t= (px —pgo) = m’é + ng. —2EgFEg. +2pg - pg-. (4.15)

The right hand side may be evaluated by using the reconstructed AA vertex and the
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primary target to define a direction for the incoming H (taken to be the z-axis). Four
momentum conservation gives the energy and momentum of the H in terms of the
AA and the recoil quantities. Solving Eq. 4.15 for m% and replacing ¢t with —2m 4K 4
we have,

m% ==2m K4 + mfm +2EA0K 4 — 2DaAA - Par- (4.16)

Even without measuring the angle of recoil, the last term may be evaluated by impos-
ing the constraint of transverse momentum conservation: pys - par = —p2 + p% N
The z-components are easily obtained by removing pr.

Pin = VPRr — P33 P = VK% + 2maKu — 2 (4.17)

With these substitutions we are left with

ng = m,zm + 2p§~ - 2\/p%A —p%\/Kzl +2m oKy -p%- + ZKA'(EAA - mA). (4.18)

4.2.2 Simple Breakup Model

A simple estimate of the H dissociation cross section is based on elastic scattering of
constituent A’s. In thismodel, the H is considered a baryon-baryon bound state which
dissociates when one of the lambdas undergoes a scatter with sufficient momentum
transfer to unbind the state. The minimum momentum transfer for dissociation is a
function of binding energy and incident momentum. The minimum four-momentum

transfer magnitude is A — AN
~ An — Mg
tmin X — ( o~ ) . (4.19)
The above approximation is valid when the energy transfer is negligible. When one
of the two lambdas in the H undergoes a scatter with a four momentum magnitude
larger than [¢min| for My = 2m,, the H dissociates.
"The elastic scattering cross section for Ap is parameterized as do/dt = Aexp(bt)
and fit to data at p =6-17 GeV/c by Anderson et al. [67]. They find b = 7.2 GeV-2
and A=29.5 mb/GeV2. To get the dissociation cross section, we integrate over ¢ up

t0 ¢mix multiplying by 2 to allow either lambda to scatter and an overall factor of 1/8
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Figure 4.7: Breakup Model Dissociation Cross Section

from the overlap of the H baryon-baryon wavefunction with AA (c.f. Eq. 4.9).

2 [tmi 1A
og =3 /_ - Aexp(bt)dt = iz exp(btmin)- (4.20)

Figure 4.7 plots the result as a function of binding energy of the H, Eg = 2m, —
my. It remains nearly constant at 1 mb for the range of binding energy applicable to
the H. In determining ¢min, P1ab is taken to be 8.0 GeV /¢, which is the peak momentum
from our coalescence calculation and the momentum of a centrally produced H in the
lab frame. The breakup model calculation is an upper bound because it does not
consider the possibility that the H remains bound after the lambda scatters. It also
considers the scattering of the two lambdas independently without accounting for
screening of one by the other. This last defect is corrected in the next model, based
on a model developed for deuteron scattering.
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4.2.3 Glauber Model

An improvement to the simplistic picture of the breakup model takes advantage of a
calculation by Franco and Glauber [68, 69]. They considered deuteron scattering in a
high-energy approximation for small scattering angles which allowed scattering in the
two-particle system to be calculated in a reasonably simple and accurate way. The
definition of high-energy in this context is that the wavelength of the incident particle
be small compared to its range of interaction with the nucleons in the deuteron. The
optical analogue is Frauenhofer Diffraction. Under this condition a semi-classical
treatment of the scattering is valid.

An incoming plane wave, 1 = exp(i¢k-r), is scattered by a small angle with
negligible energy transfer to the deuteron. The outgoing particle state has wave-
vector k', with the same energy as the incident wave. The amplitude for scattering

from a single nucleon is given by
ik
&%) = = [exp[i(k = ¥) - b] {1 - explix(b)]} &b, (4:21)

where the integral is over impact parameters, b, and x(b) is a complex-valued phase
shift of the scattered wave, ¥, = exp(ik’ - r +ix(b)). In what follows it is convenient
to introduce the profile function I'(b) = 1 — exp[ix(b)].

To consider scattering from a system with internal degrees of freedom, they in-
troduce the Glauber approximation [68] which considers the nucleons to be frozen
in their positions during the passage of the relativistic beam particle. The profile
function then will depend on the configuration of nucleons in the bound state (with
positions denoted by r;), and the amplitude for scattering becomes

Fp(K k) = ;—’:; [explilk = ¥) - Bl (fITuan(b, 1, .., vn)li) b (4.22)

which includes a matrix element of I'y,; between the final (f) and initial (i) states of
the nucleus, including the possibility of an unbound final state. This matrix element
includes an average over the possible instantaneous internal configurations of the

nucleons in the nucleus.
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If the nucleons interact with the incident particle through two-body interactions,
the total phase shift is the sum of the phase shifts produced by the individual nucleons:

N
Xtot(bsT1,-..,TN) = D x;(b — 85). (4.23)
i=1
Here the s; are components of the coordinates r; in the plane of the impact parameter
b. The total profile function is then

N
Tt(b,ry,...,IN) =1 —exp [i ZIXj(b - Sj)} . (4.24)
i=
This treatment of scattering implicitly includes all significant ways an incident particle
may be multiply scattered by summing phase shifts rather than scattering amplitudes.
Franco and Glauber apply this analysis to the deuteron as a n-p bound state, and
we may apply it to the H as a A-A bound state. Let the subscripts 1 and 2 denote
the individual nucleons, n, p for the deuteron and A;, A for the H. The separation of
the two particles r = r; — r2 in the bound state describes the internal configuration.
Let ¢:(r) and ¢¢(r) be the initial and final state wavefunctions for the d or H. The
amplitude for a process transferring momentum fiq = A(k’ — k) to the two particle
state and leaving it in the final state ¢y is

Fr(q) = ;_i [ &3 [ 650 {1 - exp [ixa(b — J5) + ixa(b + 19)] } dr)éer.
(4.25)
In this equation, s is the projection of r onto the plane perpendicular to the direction
of the incident beam, and we have evaluated the matrix element (f|To.|i) using the
coordinate space wavefunctions. Franco and Glauber show that this amplitude may
be expressed in terms of the amplitudes for scattering from a single nucleon (or A in
our case) by expanding the profile function as follows.

rtot.

1 —exp [ixi(b — 3s) +ix2(b + %S)]
= T1(b— 3s)+ (b + 3s) —~ Ti(b - 3s)Ta(b + 1s) (4.26)




CHAPTER 4. EXPERIMENTAL METHOD - BNL E888 53

With the aid of this expression for Ty they find the scattering amplitude to be
Fyi(q) = (fIF(q,s)li) (4.27)
where

F(as) = exp(ziq 8)f1(q) exp(—}iq - 8) f2(q)
ok / exp(iq’ - 8)fi(q + Q) fo(—ad' + @)% (4.28)

The first two terms are single scattering amplitudes from each of the lambdas, and
the final term is the double scattering amplitude.

Using Eq. 4.28 they give the elastic scattering amplitude by inserting the final
state f =i.

Fi(q) = SGGa)f1(Q) + S(—1q)f2(q) +5% / S(@)AGa+ ) f2(3q - q)d%q.
(4.29)

Here S(q) is the form factor of the bound state ¢;(r):
S(@) = [ & jg(x)[* (4.30)

The differential cross section for elastic scattering is just |Fis]?, which becomes

dO’d

= = 5H39 {11(@)P + | f2(Q)f + 2Re[/1(@) £5(Q)]} » (4.31)

if we ignore the double scattering amplitude. Applying this to the H, we insert fj,
the elastic scattering amplitude for lambdas, in place of f; and £, to get

24 = 15l a(@)P (432)

It is also possible to use Eq. 4.28 to extract the differential cross section for all
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scattering processes by summing over all final states f.
doye
s

Inserting the completeness relation for the states ¢;, Franco and Glauber find

do,.

== = (i|F(a@.9)P|f)
= |A(Q)P +1f2(0)I + 25(a)Re[f1(q) f5(q)]
—W—lklmf; (@) / 5(d' - 3)fi(3a + d) fo(3a - q)d?q’
-Wiklmfz‘ (q) / 5(d' - 3a)i3a + q) f2(3q - @)dPq’

. 2
+(27r1k)2 JE2 0 l [Edet*fita+ d)nGa-q) . (439

The first and second terms are the intensities for scattering from a free nucleon. The
third term is the interference of these amplitudes. The fourth and fifth terms come
from interference of the double scattering amplitude with the free nucleon amplitudes,
and the final term is just the intensity for double scattering. If we ignore the terms
from double scattering, we have something that is easy to evaluate given the form
factor S(q) and the free particle intensities.

30_9“ = (@)l +|f2(Q)f® + 2S(a)Re[fi(q) f5(q)] (4.35)

= 2(1+5(q)) /(@) (4.36)

Where in the final step we have explicitly inserted f, for both f; and f» in application
to the H.

The difference of the summed scattering cross section and the elastic scattering
cross section gives the inelastic contribution to the scattering cross section: doipe /dQt =
40y [d)—doa/dS2. Here inelastic means the bound AA state is excited to a final state
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&5 # ¢i, and in absence of any stable resonances this state dissociates into two lamb-
das. So from Eq. 4.36 and Eq. 4.32 the dissociation cross section is given by

TEM = 41+ S@NA@F - iR @P. (4.37)

The above includes a factor of 1/8 to account for the overlap of the H state vector
with AA in baryon-baryon basis (c.f. Eq. 4.9). This may be evaluated using the cross
section for elastic lambda scattering since do,/d2 = |fa(q)|2. It is convenient to
change variables to t ~ —¢” from Q and use the form of the scattering cross-section
from Anderson et al. (do/dt = Ae*). To complete the estimate for the dissociation
cross section, it is necessary to evaluate the form factor $(q). As an approximation
consider the gaussian wave-function introduced in the coalescence estimate.

252\ ¥
sa0)= (22)" et (38)
The form factor has the simple form
S(a) = exp(35). (4:39)
q

Using the above approximate wave-function Eq. 4.37 becomes

dO’JZ.AA — [% (1+S(qQ) - 1 52(%q)] Aexp(bt) (4.40)
2
= et [1- exp(l—;,—g)] - (4.41)

Integration over the allowed range of ¢ gives the cross section for H dissociation to
AA.

do
OH—AA = o Edt




CHAPTER 4. EXPERIMENTAL METHOD - BNL E888 56

~ L L L ' LR ] L LB ]' UL I L LR l LI} l_
: E
2 - .
= L i
v 08 [ .
os | =
04 | -
02 | =

0 -l 1 1 1 ] 1 11 ] | I | I 111  — -‘

() 005 01 015 02 025 0.3

G, (GeV)

o

Figure 4.8: The H Dissociation cross section computed using the Glauber Approxi-
mation. The cross section (Eq. 4.42) is given as a function of o,, which parameterizes
the H wavefunction (Eq. 4.38).

A 1
4b(802b+ 1)(1602b + 1)

(4.42)

Anderson et al. found A/b=29.5 mb and b = 7.2 GeV~2 in their A-p elastic scattering
experiment [67]. We use these values to plot cg—aa in Fig. 4.8 versus g, the mo-
menturm scale factor in the gaussian H wave-function. The cross section falls quickly
from its 1 mb value for barely bound H at ¢, = 0.

4.2.4 Applied Phenomenology

As an alternative to the breakup model calculation and the Glauber approximation
calculation of the H dissociation cross section, we can treat the H like any other
hadron and take advantage of the universality of diffraction dissociation to estimate
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the dissociation cross section. In the Regge theory of diffraction dissociation, the fac-
torization of the scattering diagrams in diffraction (triple pomeron) and total hadronic
cross section implies that the ratio of total and diffractive cross sections is indepen-
dent of the hadron dissociating. The Rockefeller group has tested this factorization in
experiments with p, 5, 7* and K* beams at 100 and 200 GeV/c [66], and found that
the dissociation cross section (hp — Xp, with & the hadron beam) is well described
by

d*Onp—xp —2_OT 2
—dzdt 0.1 GeV -2 exp(b(t + 0.05 GeV?)). (4.43)

The exponential slope b ranges from 6 to 12 GeV~2 depending on the hadron and
(weakly) on the center of mass energy /s, and o7 is the total hadronic cross section
for hp collisions.

To apply this result to H dissociation at low energies, we rely on the Finite Mass
Sum Rule (see Sec. 4.2.1) to correctly extrapolate the high energy behavior to the
threshold region. The triple pomeron model of diffraction dissociation suggests the
scale independent variable is v = M% — M? —t. At high energy v = s(1 — z), so the
formula of the Rockefeller group can be written,

Loppnxp, 0.1GeV-207
- b(+0.05 Gev?)
didy v (4.44)
Or in terms of M% as
deahp_.Xp _ 0.1 GeV"zUT eb(t+0-05GeV’). (4.45)

dtdMZ ~— M%Z - MZ -t

Since we are interested in dissociation to AA states, we consider diffractive masses
(Mx) from threshold My; = 2m, to Mxs = mzo + m,, since below M=o + Mm,, DO
diffractive channels other than AA are available. Integrating over M?% we find

do _ -2 _Kt+0.05GeV?) M%, —m}
5 =0.1GeV~“0ore log M2, =i’ (4.46)

where we have ignored ¢ compared to the difference of the square of the masses. (Not
a good approximation for barely bound H’s.) We integrate over the allowed region
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of ¢, taking t;, from Eq. 4.19 for a 8 GeV/c momentum incident H and a diffractive
mass of (Mx; + Mx2)/2 to find

tmin -— 2
OHp—AAX = / 0.1GeV~20rlog [M] £h(t+0.05GeV?)

-0 M%I - M121
_ Mg, — ME

In the last line we take b =9 GeV~2 and oy = 40 mb, a cross section conservatively
equal to the pp cross section, although for the H one a factor of two larger would also
be believable.

The resulting cross section is plotted versus H binding energy in Figure 4.9. The
actual cross section would not be so sharply peaked at threshold; the infinite slope
is an artifact of ignoring ¢ in the expression for v. In addition, the FMSR ensures
that the low diffractive mass region is on average what one would expect from the
high mass limit, but in reality resonances would dominate the threshold region. This
is somewhat problematic since we integrate over diffractive masses where AA is the
only kinematically allowed channel, and this narrow 29 MeV /¢ region is clearly at
threshold. Lacking information about the H mass let alone any resonances, we take
the simplest estimate as a first approximation.

4.2.5 The Case of the H

In all of the above models for H dissociation, the cross section varies from 0.1 mb to
1.0 mb as the binding energy of the H varies. More deeply bound H'’s are harder to
dissociate in all of the models. The relatively good agreement among the different
models gives us some hope that the cross sectior is accurate (if indeed the H exists)
to within an order of magnitude.
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Figure 4.9: H dissociation cross section calculated using phenomenological fits to
high energy data for hadron dissociation. The cross section is given as a function of
H binding energy.
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7

Dissociation Target

Figure 4.10: H Dissociation Topology
4.3 Signal and Backgrounds

4.3.1 Signal

Diffractive dissociation of a bound H is characterized by two A’s originating from
the decay vertex of the excited H~ accompanied by a recoiling nucleus or proton
of at most few hundred MeV. The experimental signature of such events would be
events with two reconstructed lambdas which point back to a common vertex within
the dissociation target. (See Figure 4.10.) The small recoil energy associated with
diffractive events can serve as an additional signature which is useful in separating
the H dissociation signal from backgrounds from neutron interactions where larger
recoils and possibly additional charged particles are expected. The addition of a veto
counter downstream of the dissociator allows further discrimination against back-
ground production of two lambdas with additional charged particles.

4.3.2 Backgrounds

To discriminate any potential AA signal from H dissociation from backgrounds due
to interactions of other neutral beam particles it is necessary to identify the possible
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sources of background and plan the experiment to provide discriminating information.

Neutron Interactions

A major source of background comes from neutron interactions in the dissociator
which produce two lambdas: » + A — AAX. Although the cross section for double
associated production of strangeness is small, this background is potentially troubling,
particularly as we rely on the same interaction at the primary target to produce the
H’s in the neutral beam. Typically however, X will contain other charged particles
which can be detected in a strategically placed piece of scintillator downstream of the
target. In addition, the additional strange particles in X required by conservation
of strangeness in strong interactions can cause the transverse momentum of the AA
system to be incompatible with the characteristically small p, of diffractive events.
Finally the invariant mass of the AA system in such events will be broadly distributed
while diffractive events are likely to be close to threshold.

Neutron Diffraction

Another potential background comes from diffractive dissociation of neutrons at the
dissociator: n + A — AK2A. Without the ability to distinguish #*’s from protons,
it is possible for K — 77 to mimic A — p7. This kinematic ambiguity occurs when
assigning tracks to a particle hypothesis solely by their charge. For some regions
of phase space, both m(7*7~) & mxo and m(pr~) = m,. Fortunately requiring
the #-x invariant mass to be incompatible with the K2 mass removes this source of
background at the expense of a small amount of the signal. In fact this “background”
becomes a valuable calibration of the experiment if it is understood because of its
identical topology (two Vs coming from a vertex in the dissociator) and production
mechanism (diffractive dissociation of a neutral beam particle). By reconstructing
these AKQ events, we are able to check our reconstruction software and in principle
normalize our H experiment to the number of observed AK? events.
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4.4 Detector Design

Given the characteristics expected for signal and background events it is possible to
design a detector to efficiently identify H candidates while at the same time discrim-
inating against the expected backgrounds. The main features of our detector design
are an instrumented dissociation target for a recoil energy measurement, a magnetic
spectrometer with planar drift chambers for charged track and vertex reconstruc-
tion, and a gas threshold Cerenkov counter for particle identification and background

discrimination.

4.4.1 Experimental Constraints

The design task was constrained by available time and resources. The experiment
was conceived by Val Fitch and Josh Klein of Princeton along with Morgan May of
Brookhaven National Lab (BNL). In June of 1991 they proposed to join with members
of the E791/E871 collaboration at BNL and undertake a search for the H using the
E791 beam line and detectors during the spring of 1992. Interested parties from both
E791 and E871 joined the three instigators from Princeton and BNL to form the
E888 collaboration, making an official proposal to BNL in January 1992 for the run
beginning in April of the same year.

In addition to the two phases of E888, beam and detector tests for E871 were
scheduled for the 1992 run cycle. Since the E888 collaboration shared not only the
beam line but also experimenters and detectors with E871, these logistical realities
imposed nontrivial constraints on the ability to prepare for and undertake an exper-
iment. Clearly it was important to use as much of the existing detector as practical
and avoid construction of any new detectors.

Figure 4.11 shows our raw material: the layout of the E791 spectrometer, designed
to detect two body K9 decays. The neutral beam is produced at a primary target
with the aid of sweeping magnets and collimators. A conical vacuum tank extends
to the double arm spectrometer which begins about 17 m from the target. In E791 a
K? decaying inside the vacuum decay tank may be detected by the resulting charged
tracks, one on each side of the detector. The neutral beam passes through the center
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of a double arm spectrometer which features planar drift chambers and two dipole
magnets. Particle identification counters, including a gas threshold Cerenkov, a lead
glass calorimeter and a muon range-finder complete the detector.

For the dissociation search, the plan was to insert a instrumented target into the
neutral beam to dissociate any H'’s in the beam to two lambdas. We detect the
lambdas through their charged decay mode A — pn— in the spectrometer. The only
completely new detector required was the dissociation target (dissociator). The rest
of the detector could be assembled from existing E791 components. The design of the
experiment conveniently divides into two relatively decoupled tasks: the design of the
dissociator and the arrangement of the E791 detector to optimally detect diffractively
produced lambdas.

4.4.2 Dissociator

Besides serving as a target for the neutral beam, the dissociator needs to provide
an energy measurement of the recoiling nucleus in our signal diffraction dissociation
events. Additionally it must be simple to construct and interface to existing elec-
tronics. Ideally it would be constructed out of a material with a high fraction of
hydrogen since a typical energy for a recoiling proton (hydrogen nucleus) in a diffrac-
tive events is of order 60 MeV. Anything heavier reduces the recoil energy (by virtue
of t = —2MargKrarg 2nd 2 larger b in do/dt ~ exp(bt) due to the larger size of the
diffractive target) making its measurement more dificult.

A simple solution was considered: make the dissociator out of a block of scintillator
with trarsverse dimension determined by the beam and longitudinal dimension big
enough to contain a recoiling proton and viewed from the side by phototubes. The
neutral beam has a cross section of approximately 10 cm wide by 40 cm tall at the
spectrometer, and a 50 MeV kinetic energy proton has a range of 2 + 0.3 c¢m in
polystyrene. The phototubes would be easily connected to existing ADCs, and only
a few channels would be necessary. With a few modifications, this is the design we
settled on for the dissociator.
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To aid in discrimination between through-going particles or inelastic neutron in-
teractions (typically with additional charged particles produced) and fully contained
diffractive recoil events, we chose to make the dissociator out of eight 0.5 inch thick
planes (5 inches square) of scintillator stacked perpendicular to the beam direction
followed by a single thin (0.125 inch) veto counter with a larger cross section (12
inches square). The beam itself extends above and below the dissociator in y, but is
narrower (10 cm) than the width of the counters (12.7 cm). A contained diffraction
dissociation event will be identifiable by a block consecutive counters with energy de-
posited, followed by one or more empty counters, and no energy in the veto counter.
An inelastic neutron interaction will leave energy in every counter downstream of the
interaction point, including the veto counter if any energetic charged particles are
produced. The segmentation can also be used to match a vertex reconstructed using
the spectrometer to the interaction point as determined from the first counter of the
dissociator with energy deposited. The expected topology for a signal event is shown
in Figure 4.12.

4.4.3 Magnetic Spectrometer

Given the existing detectors and some physical constraints for their placement inside
the experimental area, the design task became one of optimally the placing the dis-
sociation target (dissociator) and the spectrometer drift chambers around the fixed
magnet and vacuum tank positions. It was not possible to move the magnets, nor
was it practical to move the trigger counters. The only degrees of freedom left were
the positions of the dissociator and drift chambers.

Figure 4.13 gives an overhead view of the spectrometer as it was configured for
E791. Drift chamber modules are placed in five z-positions on both sides of the
neutral beam, two modules upstream of the first magnet, one between the magnets,
and two more downstream of the second magnet.

In a dissociation event, we expect four charged tracks, two from each lambda.
All four of these tracks will be very close together due to the small Q in both the
H* and the A decays. The magnetic field will separate the positively and negatively
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Figure 4.13: E791 spectrometer as seen from above. The shaded areas represent the
drift chamber modules.

charged tracks, but upstream of the magnet, these tracks will remain close together
in the neutral beam. We therefore considered placing chambers along the beam axis
between the magnet and the dissociator. We need at least two chambers upstream
of the magnet to define a direction for the track. The E791 chamber modules have
vertical and horizontal planes (2 each) of sense wires. To aid in untangling hits on
the perpendicular planes of wires into candidate tracks, we also wanted a stereo view
upstream of the magnet. Four tracks will leave as many as four hit wires in each plane,
leaving 16 possible (z,y) pairs, only four of which are true. To provide an additional
constraint in front of the magnet we added a third chamber module rotated by 20°
about the beam direction to give two a stereo planes (u,v).

We used Monte Carlo simulation of diffractive H and n —AKY events as an aid in
the optimization of the detector. We wrote a new event generator for the E791 custom
detector Monte Carlo program, which produced H diffraction dissociation events. The
program generated events according to an exponential distribution in square four-
momentum transfer ¢, with a slope of 9 GeV~—2 and a diffractive mass distribution
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do/dMg. ~ 1/(M%. — M%), according to diffraction dissociation phenomenology.
The H* decays immediately to two lambdas, which are passed to the standard E791
Monte Carlo to be propagated and decayed in the detector. The trajectory of the
charged decay products is obtained by swimming the charged tracks in the measured
magnetic field of the spectrometer dipole. In this way we calculated the geometrical
acceptance for various trial configurations of the drift chambers.

We considered both two magnet and one magnet geometries. The final arrange-
ment which did the best job within the physical constraints uses only one of the two
magnets for a momentum measurement (See Fig. 4.14). The dissociator is placed
inside the first magnet (with field off) and three planes of drift chambers barely fit
in the space between the two magnets. (In fact, we removed the downstream mirror
plate from 48D48 to make enough room for the chambers.) Downstream of the mag-
net, drift chamber modules are placed on each side of the beam gap at two different
locations. The chambers on beam left accept protons from the lambda decay; those
on beam right accept the 7~ from the A decay. The acceptance is optimized when
the proton side chambers are moved transversely in towards the beam gap, because
protons from lambda decays carry most of the momentum of the lambda, and are
pot bent very much by the magnetic field. Conversely the pions are very soft and
are bent through a large angle. Therefore the chambers on the beam right side are
translated away from beam gap to optimize acceptance.

4.4.4 Particle Identification

Particle identification can help in background suppression by discriminating between
charged pions and protons. A two pion K2 decay can look like a A decay if the nt is
assigned the proton mass. The mass requirement |m,, — myo| > § will remove events
without reconstruction errors, but will not affect events where a reconstruction error
or large multiple scatter causes the invariant mass to move away from the kaon mass.
Some of these events can still reconstruct as lambdas. So additional background
suppression is possible if a particle identification cut can be made.

With this in mind, we changed the gas in the Cerenkov detector on the beam
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left side, where we expect protons only in lambda decays. We picked freon as a
gas because its index of refraction (n = 1.001065) gives a momentum threshold of 3
GeV/c for pions. While this will not provide complete coverage for the momentum
range of pions from K3 — a, it adds some rejection power for this background
channel.




Chapter 5

Apparatus

5.1 Overview

Our experiment to search for the H was conducted at Brookhaven National Labora-
tory’s (BNL) Alternating Gradient Synchrotron (AGS) in neutral beam line B5. The
detector comsists of a neutral beam line, an active dissociator, a magnetic spectrome-
ter, a gas threshold Cerenkov and a trigger hodoscope. The layout of the experiment
is shown in Figure 5.1. The detector elements are instrumented and read out with cus-
tom and commercial electronics. Fast signals from the trigger hodoscope are processed
by a hardware trigger denoted Level 1 (L1). The L1 decision enables digitization of
all detector signals. Custom data acquisition hardware presents the data to custom
Level 3 Trigger processors (L3) which execute a software filter. Events passing one
or more streams of the software filter are uploaded to a DAQ host computer, which
writes events to 9-track (6250 bpi) tape. An online system performs low level detector
and beam quality monitoring during running.

5.2 Beam

E888 was conducted at the AGS at Brookhaven, in a neutral beam line constructed
to study very rare K9 decays in Experiment 791 [70, 71].

71
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5.2.1 Primary Beam and Target

Protons of momentum 24.1 GeV/c are de-bunched and slowly extracted from the AGS
over a 1 to 1.4 second spill every 3.8 seconds. The extracted beam is transported to
our primary target, 2 4.7” by 1/10” by 1/8” platinum rod. The target is 1.33 hadronic
interaction lengths long in the beam direction. The target station is mounted on an
assembly which can be adjusted in vertical angle with respect to the neutral beam
defining collimating system. For this experiment we ran with an angle of 3.75° (65
mrad).

5.2.2 Neutral Beam Defining elements

After the target station two pitching magnets are operated in opposite polarities to
deflect charged particles from the beam. The first magnet (B5P4) deflects positively
charged secondaries and non-interacting protons down with a field of 27 kG, for a
total momentum kick of 1.6 GeV/c. About 3 m downstream there is a beam dump
consisting of tungsten plates. The second magnet (B5P5) is operated at 16 kG which
gives a transverse kick of 1.2 GeV/c. Three brass collimators define a cone with 5 mrad
borizontal by 20 mrad vertical angular divergence. The apex of the cone formed by the
precision collimators (defining the origin of the coordinate system (z, y, z) = (0, 0,0))
lies approximately 10 cm downstream of the target. This alignment insures none of
the collimator faces “sees” the target directly, thus reducing beam halo caused by
singly scattered particles from a collimator face. It also reduces the effective solid
angle of the beam to 62 usr. Figure 5.2 shows the target station, sweeping magnet
and collimator installation.

Photons produced in the target are converted by a series of lead “foils” in the
neutral beam. A total of 18 foils of thickness 0.53 cm are placed every 5 cm within
the first sweeping magnet to ensure that photons are converted and the conversion
electrons are swept from the beam. The neutral beam propagates in vacuum begin-
ning inside the second collimator to the detector area beginning at z=18 m, where
it passes through a mylar vacuum window made from two mylar sheets of thickness
0.010”. The upstream vacuum window is made from a single sheet of 0.010” mylar.
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The vacuum was maintained at better than 1 um during the run.

In the spectrometer, the detector elements are arranged to allow passage of the
neutral beam through the detector with minimum material in the neutral beam to
minimize interactions. The beam gap is filled with helium bags where possible to
further minimize interactions of the neutral beam.

5.2.3 Neutral Beam Content

The neutral beam consists mainly of neutral kaons, lambdas and neutrons. At the
detector the short-lived A’s and KQ’s have been greatly attenuated by the long flight
path, leaving neutrcns and KJ’s. In the detector area the n/K ratio has been
estimated at 18 &+ 6 in the same beam line with a copper target at 2.75° [72]. For
the larger targeting angle the ratio is expected to be smaller. Target studies for
E871 [73] show the switch to Pt from Cu and the larger targeting angle reduces the
background rate from neutron interactions by a factor of two relative to the signal
rate from K7 decays. Assuming the relative acceptances are unchanged, this would
predict /K ~ 10.

5.3 Dissociator (DSC)

The dissociator is a secondary target placed within the neutral beam. The dissociator
is made from eight 5" by 5” by 0.5” slabs of scintillator placed one after another on
the beam axis. (Figure 5.3) Each counter is wrapped to be individually light tight
and coupled to a phototube (outside the neutral beam) by an adiabatically curved
light pipe. Due to the thickness of the wrapping, the total length of the eight 1/2”
counters is roughly 4.625”. The counters are numbered from 1 to 8, the even and odd
counters’ phototubes mounted on opposite sides of the beam. This instrumentation
provides segmentation in z (along the beam direction).

At downstream end of the eight counters of the dissociator is a 12” by 12” by
0.125” veto counter. The veto counter is coupled to two phototubes, one on each
side of the beam. Its size (wider and taller than the neutral beam) and redundant
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Figure 5.3: Dissociator Assembly: top view (a) and side view (b inset). The ar-
rangement of the phototubes (dark cylinders) is shown relative to the eight slabs
of scintillator. The phototubes are mounted on alternate sides of the beam axis,
connected the scintillator by curved light guides.
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phototubes give adequate coverage to efficiently detect charged particles produced by
interactions within the eight counters of the dissociator proper, providing the option
for a charged particle veto.

Each phototube is connected via 150 ns of RG-8 cable to a 50 Q splitter which
couples the signal to an eight-bit bilinear ADC [74] and a LeCroy 4416 discriminator.
The discriminator output is available in the L1 trigger and also goes to a 220 ps least
count TDC [75]. Additional information regarding the dissociator construction and
calibration may be found in [28].

5.4 Spectrometer

The primary means of identification of particles in the experiment is through kine-
matic reconstruction of particle decays. Lambdas and kaons are both identified by
tracking charged decay products to a common three dimensional vertex. Coupled
with a momentum determination from the spectrometer, a mass may be computed
based on track-particle hypotheses. The spectrometer provides the important three
dimensional tracking and momentum information used in event reconstruction.

The spectrometer consists of five drift chamber stations located at different z
positions along the beam and one spectrometer magnet with vertical field such that
positively charged particles are deflected to the left side of the beam (z > 0). Each of
the drift chamber stations is composed of two orthogonal views (z,y). Two staggered
planes of wires provide two measurements of the track in each view. The first three
stations are located upstream of the magnet and are centered on the beam line.
The second station is rotated by 20° to provide a stereo view (u,v). The last two
stations are located downstream of the magnet, with separate left and right side
chambers. The change in direction of tracks between up and downstream sections of
the spectrometer allows a determination of the track momentum and charge.
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5.4.1 Drift Chambers (DC)

The drift chambers are constructed with aluminum frames and precision manufac-
tured printed circuit boards to which the sense and field wires are soldered. Thin
aluminized mylar windows (0.0005 ” mylar and 0.00035 ” aluminum) are fixed to the
front and rear of the drift chamber box to form a gas volume. A gas mixture of 49%
Argon, 49% Ethane and 2% ethanol is flowed continuously through the chambers.
High voltage is applied to the field wires while the sense wires are kept at ground.
The chambers are operated at -2.5 kV. The drift velocity for these operating condi-
tions is measured to be 51 um/ns. The sense wires are 0.0043” diameter gold plated
tungsten, tensioned to 40 gm to be stable against electrostatic forces. Each sense
wire is surrounded by six Aluminum field wires of diameter 0.001”. Grounded guard
wires are placed outside the cells to extend the symmetry of the cell structure. A
schematic showing the cell geometry is given in figure 5.4. The field and ground wires
are tensioned to 140 gm, so that the gravitational sag on horizontal wires matches
that of the sense wires. The hexagonal cell is shortened slightly in the beam direction.
The amount of material in the chambers is kept small to minimize multiple scattering
which limits the tracking resolution. The thickness in radiation lengths of a chamber
(both views) is 0.00176.

Eight-channel preamplifiers are mounted directly on the PC board. Coaxial ca-
ble connects the preamp output to front end electronic modules (ADM boards) in
racks adjacent to the chambers The ADM boards further amplify and discriminate
the chamber signals. They also provide meantimer output to the Level 1 trigger elec-
tronics. The staggered sub-plane geometry of the drift chamber views ensures one
valid meantimer output per track apart from pathologies, since the sum of drift times
is constant apart from smearing by chamber resolution and varying track direction.

ECL signals from the ADM boards arrive at 6-bit 2.5 ns least count TDCs [76]
after propagating through 500 ns delay cables. For chambers 1 and 3 the ECL signals
were daisy chained into two TDC channels per wire. Here the tracks are expected
to be very close together and possibly within the same drift chamber cell. The TDC
normally latches the first hit to arrive, giving the drift time for the closest track to
the wire. The second TDC channel connected to these chambers’ wires was modified
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to latch the last hit to arrive. Using both first and last hits on a wire allows a good
determination of drift times for up to two tracks per cell. The remaining chambers
were instrumented with one (first hit) TDC channel per wire. Chamber 2 was too
large to allow the addition of last hit TDCs, while chambers 4 and 5 are far enough
downstream that even close tracks will be sufficiently separated. The last hit TDCs
were a precautionary effort which proved unnecessary. Only first hit TDC information
is used in track reconstruction.

The chambers as operated in the experiment give single wire resolutions of 150
pm and efficiencies of 99% or higher. Fewer than 0.5% of all wires were nonfunctional
due to dead electronics or broken wires removed during the run.

5.4.2 Magnetic Field

The vertical magretic field is provided by a large gap spectrometer magnet with mirror
plates. The field was set to 6.3 kG in the center of the magnet for a momentum kick
of roughly 300 MeV/c for energetic particles. The actual field components (y and z)
were measured using two Hall probes mounted on a cart pulled along a rail in the z
direction. The alignment of the probes was monitored and the data was reduced to a
three component magnetic field vector on a 2” x 2”7 x 27 grid. The third component
(2) is obtained from a Poisson model tuned to match the measured data in the other
two components.

These field components were measured for E791, where there were two spectrom-
eter magnets. For E888, the upstream dipole (48D48) was turned off and its mirror
plate was removed to provide more room for drift chambers between the magnets,
and the downstream magnet (96D40) was run in reverse polarity. To obtain a new
field map, new field measurements were taken in the E888 configuration [77]. Because
the downstream magnet was not altered, we rely on the E791 field measurements for
z > 24 m, where the effect of the upstream magnet is negligible, and reflect these
measurements about the magnet center (2 = 24 m) to give a first approximation
of the actual field for the upstream half of the magnet. This estimate is corrected
using the measurement scans taken in the E888 configuration. Ref. [77] describes the
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correction and final field map.

5.5 Trigger Hodoscope (TSC)

The trigger hodoscope has four banks of scintillation counters, two on each side of
the beam in two z positions. The upstream bank is located 15 cm downstream of
the last drift chamber station and is separated from the downstream bank by 3.3 m.
The Cerenkov counter sits in between the two banks. A gap between banks at the
same z position allows passage of the neutral beam. Each bank has both vertical
and horizontal counters, individually wrapped to be optically isolated. There are 62
vertical counters of width 2.01 cm and length 180 cm. The 64 horizontal counters
have width 2.81 cm and length 128 cm. The counters are 5 mm and 10 mm thick, the
thinner counters chosen for the upstream bank in order to reduce interactions and
multiple scattering. The attenuation length in the counter is measured to be 1.8 m,
and the overall efficiency for a single bank is greater than 99.8% [78]. (In E791 the
single counter efficiency was determined to be greater than 99.9% for all but a few
counters and greater than 99% for all counters.)

Both horizontal and vertical counters are coupled to 1” Hamamatsu R1398 photo-
tubes by translucent silicon “cookies” which are sandwiched between the scintillator
and the phototube. The horizontal counters each have one phototube mounted on
the outer end of the counter. The vertical counters are viewed on both ends by pho-
totubes. Each phototube views two adjacent slats, with the pairs of counters viewed
from the top offset by one counter compared to the bottom so that a hit counter
causes a signal on a unique pair of phototubes. In this way only one phototube per
counter is required, but signals are obtained from both ends of the counter. This al-
lows meantiming in the trigger, and the time difference allows a determination of the
length along the counter of the hit (in addition to the hit on the horizontal counter).

The phototube signals are brought to LeCroy 4416 Camac discriminator modules
via lengths 150 ns RG-8 50 Q cable. The discriminator output is used in the Level 1
trigger and sent to individual TDC channels. The z-measuring channels are put into
8-bit 200 ps least count fast TDCs [75], so that time sums and differences may be
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formed offline. The y-measuring chanrels are sent to 6-bit 2.5 ns least count TDCs
[76], as only coincidence with other detectors is required for these channels. As the
fast TDC is edge triggered, the discriminated TDC signals are also sent to strobed
latch modules to eliminate inefficiencies caused by early hits.

5.6 Cerenkov (CER)

The Cerenkov counter consists of two identical (apart from gas) aluminum boxes
which are placed on each side of the beam. The beam left counter is filled with
freon-12 (ny = 1.001065). The beam right box is filled with a 50-50 mixture of
helium and nitrogen (n; = 1.00140). The index of the mixture is monitored with an
interferometer. The gas on the left side was chosen to provide identification of pions
above 3 GeV/c. In lambda decays we expect only protons on this side of the detector.

Each counter has an entrance window of thin aluminum. Eight mirrors are
mounted on the downstream wall facing upstream to collect Cerenkov photons and
focus them though quartz windows onto phototubes mounted on the upstream box
wall (Figure 5.5). The mirrors were aligned in a previous experiment to optimally
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focus photons emitted from an apparent source point calculated in Monte Carlo. No
further alignment of the mirrors was necessary for this experiment, althougk the po-
sition of the detector was adjusted to give good coverage of tracks as calculated in
Monte Carlo for dissociation events.

Phototube signals are carried to the counting house by 150 ns long RG-8 cables
where they are split to 8-bit fast ADCs and a LeCroy discriminator. Discriminator
output is available for the Level 1 trigger and is sent to a 200 ps fast TDC [75]. The
timing resolution is roughly 1.5 ns.

5.7 Other Particle ID

Although not used in this experiment the detector includes other particle identifica-
tion counters including a lead glass calorimeter optimized to identify electrons from
K3 decays, a muon hodoscope following an iron filter and a muon range finder with
coverage to E, = 6 GeV. These detectors would have been valuable in verifying
the consistency of any H signal found in the experiment, but are not essential to
establishing a limit.

5.8 Level 1 Trigger (L1)

Signals from the detector are used to determine whether to perform a complete read-
out of the detector. The hardware trigger forms this decision in stages. First dis-
criminated signals from the trigger hodoscope are required to be consistent with at
least one track in each arm of the spectrometer. This coincidence is termed Level 0
(LO). Flexibility in the custom trigger electronics allowed other signals to be required
for the Level 1 trigger. These other signals include a drift chamber hit requirement,
trigger counter multiplicity, a Cerenkov veto, a DSC/Veto Counter veto or coinci-
dence, and various combinations of the signals. When setting up the experiment we
settled on a trigger hodoscope multiplicity requirement for the Level 1 trigger. The
other options were provided should they be required to reduce the data rate, however
they proved to be unnecessary (and potentially harmful to the experiment without a
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thorough understanding of their effect) when we turned on the experiment and got a
look at the data.

Output from the TSC discriminators form the input to the Level 0 determination.
ECL signals from the two phototubes of a z-measuring TSC counter are fed into
mean timing circuits. The output of the mean timers for an entire module are OR’ed
to form a single mean timer signal for each bank. (e.g. RTFz is the mean timer
output for the right front z bank of TSC counters.) These signals are required to
be in coincidence for the 2 upstream TSC banks and the left side downstream TSC
bank. A coincidence is also required with the OR of the discriminator outputs of the
downstream left side TSC y bank (LTBy). The right side downstream TSC bank is
not included in the trigger because negatively charged pions from lambda decay can
bend too far in the magnetic field to remain within the aperture of the TSC this far
downstream. The Level 0 determination may be expressed compactly:

L0 =RTFz-LTFz-LTBz - LTBy,

and this trigger is consistent with having one track on each side of the detector,
allowing the right side track to miss the downstream trigger counters.

To form the L1 trigger decision, discriminator output from other detectors is com-
pared with the L0 signal. For this experiment we defined two L1 trigger streams, a
minimum bias stream denoted [mb] and a “physics” stream, [hj]. The L1 trigger pro-
vides multiple streams, with the bit set in the trigger word indicating which stream(s)
caused the trigger.

The minimum bias stream, denoted [mb], is identical to the LO signal. The physics
stream [hj] is formed by a coincidence of the hodoscope multiplicity signal (Mult) with
L0. The multiplicity requirement is intended to select events having at least 2 tracks
on each side of the detector. The Mult signal is formed from a coincidence of n-fold
coincidences of four TSC banks. In the two upstream TSC z banks a three fold
coincidence is required from the discriminator output. The requirement that 3 or
more phototubes be hit insures at least two counters be hit, but allows events with
two adjacent z counters hit to cause a trigger. In the latter case only three phototubes
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would be hit since the two slats share one phototube. Finally at least two phototube
hits are required from each of TSC LTBy and RTFy. RTBy is omitted because of low
acceptance for slow pions, and LTFz/y are omitted to allow one of the two tracks on
the left side to miss the inner edge of the upstream counter. This is to be expected
for some hard proton tracks from lambda decay. The Level 1 physics stream [hj] then
is

[bj] = LO - Mult,

where

Mult = [n(LTBz) > 3] - [»(LTBy) > 2] - [»(RTFz) > 3] - [n(RTFy) > 2.

5.9 Data Acquisition

A schematic of the data acquisition system is shown in Figure 5.6. The main sections
of the system are the Readout Supervisor (RS), the 32 front end crates and data
modules, the eight Level 3 processors, and the data acquisition host computer with
its two tape drives. A short description of the system follows. A more complete
description of the system can be found in reference [79].

‘The Readout Supervisor is a Camac crate of custom modules which interface the
Level 1 trigger, the front end crates, the trigger processors and the host computer.
The RS directs the acquisition and transfer of data from (in turn) the front end
modules (TDCs [76, 75] and ADCs [74]) to the 3081E trigger processors [81] and
finally to the host computer. Upon receiving a signal from L1, the RS sends signals
for all crates to enable data inputs on their modules.

Each front end crate contains a crate scanner module which communicates with
the front end modules via the crate backplane and with the RS via several twisted
pair cables. It also is connected to each of the eight dual port memories of the Level 3
processors by a 17 pair cable. When instructed by the RS it enables the modules
to receive data. Within 150 ns all signals received at the front end modules have
been digitized and shifted into a two stage pipeline buffer on the front end modules,
so that the front end is ready for another event even before the readout has been
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Figure 5.6: Block diagram of the E791 data acquisition system. Figure from [80]
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completed. A second event will cause the experiment to deadtime until readout of
the first event is completed, but the extra register greatly reduces the deadtime that
would result without the two stage pipeline. If the stage 2 registers are empty an
event only deadtimes the experiment until digitization is complete — about 200 ns.
Data moves from the stage 1 register to the stage 2 register during the actual readout
of the crate.

The readout proceeds by a shift of hit channel’s data into a stage two register.
The readout supervisor receives a status line from each front end crate and selects
each crate in turn to clock data to the processor dual port memory with a cycle time
of 100ns. The RS enables one processor to receive data from the event. The selected
crate writes 16 bit data words from its modules containing channel address bits so
that only hit channels need be readout. The crate ends its data transmission with
an identifying crate word containing a crate identifier and a word count. The RS
then selects the next crate with data to be readout, continuing until all crates have
been cleared. The sparse data stream greatly reduces the readout time from a large
number of channels, only a few of which are hit on any one event. Subsequent events
are transfered to the selected processor’s memory until it is full.

The readout supervisor then selects a new processor to receive data and starts
the full processor executing the software filter. When a processor has completed
execution of the L3 trigger program, the RS selects it to upload data to the host
computer. Based on the L3 software trigger decision, an event is either uploaded, or
discarded during the upload process. After uploading, the processor is returned to
the queue of available processors.

The host computer receives data from the L3 processors as directed by the RS
via a DR11W interface. The raw data records and Level 3 trigger data is buffered
on disk and written to the active tape drive. When a tape is full a new run is begun
automatically and tape writing begins on the other drive.
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5.10 Level 3 Trigger (L3) Algorithm

The Level 3 trigger program runs on the eight 3081 emulators to select events for
uploading. The software filter employed in the experiment was very simple due to time
constraints during the running of the experiment. In principle partial reconstruction
of the event may be performed to select promising events. The simplest thing to do is
to require that data received from the drift chambers be consistent with at least two
tracks on each side of the downstream chambers, and at least four tracks upstream.
This is easily done in stages.

The first stage simply counts hits coming from each of the drift chamber planes.
The front end TDCs for a DC plane are located in a single crate for exactly this
reason. The number of hits in the plane is easily obtained from the crate word count
inserted in the data stream by the crate scanner. Each hit gives one 16 bit data
word. The crate adds a known number of words (usually two), one of which contains
the word count from the crate. One track will pass through two drift chamber cells
leaving two hit wires. Occasionally a third hit will be recorded on a adjacent wire for
large drift distances. Requiring four hits in the plane corresponds to two tracks. For
the front chambers we expect 4 tracks to be very close together. The requirement
was set at 10 hits per plane, for DC 1 and DC 3 which have first and last hit TDCs
(four separated tracks would produce hits on eight wires or 16 TDC channels), and
five hits per plane for DC 2 which has only first hit TDCs. In chambers 4 and 5
where only two tracks are expected on each side the requirement was set at two or
more hits per plane.

The second stage exploits the chamber geometry. The sum of drift times on
adjacent wires will be approximately constant. The differing angles of the tracks and
the resolution of the chamber will cause a broadening, but cuts are made to select
good time sum wire pairs. A minimum number of good time sums in each DC plane
is required in the L3 algorithm. The reduction in rate achieved by the software filter
was more than a factor of eight.

The trigger is not 100% efficient due to inefficient wires. Also two tracks may
pass through the same cells if they are very close together. This loss is not as bad
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as it might seem since these events will prove difficult to reconstruct offiine for the
same reasons they fail the trigger. Of course noise hits in the chamber or hits from
unassociated tracks from an early or late event, can cause a positive decision on an
event we don’t want. This is unavoidable, nonetheless, the ratio of useful events to
junk is greatly reduced by the trigger process.

Events passing the software filter and a prescaled fraction of raw events, plus
prescaled fraction of minimum bias events are uploaded and written to tape.

5.11 Online Monitor

The data acquisition host computer also runs a program to monitor the data in-
tegrity, beam quality and detector performance. The analyzer program does this by
filling histograms which are viewed by shift personnel to quickly detect any number
of problems with the detector subsystems, beam and the data acquisition system. In
addition to the diagnostic histograms, a number of scalers in Camac crates are read-
out by the online computer each spill. The scaler channels give quick feedback on
the beam quality from target instrumentation, including secondary emission counters
(SEC) and threefold coincidence scintillation counter telescopes (B5T1 and B5T2)
viewing the primary target. The scalers also monitor trigger rates and signals from
the L1 trigger. The scaler data is written to tape along with the event data for further
analysis offline. Monitoring of the beam quality with the scalers and detector perfor-
mance with the online histograms allowed shift personnel to ensure the experiment
was running as optimally as possible. This was particularly important due to the
minimal running time available to this experiment.




Chapter 6
Data Analysis

With the detector described in the previous chapter we undertook a search for H
dissociation. Data were accumulated over a two week period. Initial attempts were
made during the running to reconstruct lambdas and kaons to assess detector per-
formance and choose beam intensity. Following the data taking, analysis began with
the development of pattern recognition and fitting software. We chose to make a
multi-pass analysis of the data set, applying more restrictive cuts to select interest-
ing events at each pass and discarding those that fail to meet the selection criteria.
The multi-pass approach has the advantage of minimizing computation time, since
events are removed from the analysis at each pass. More practically it allows devel-
opment of analysis tools in parallel with production analysis, allowing appropriate
reconstruction programs to be developed in stages based on the result of the previ-
ous pass. This is an important advantage given limited manpower. The goal of the
multi-pass analysis is to identify a final sample of AA events (from which we will
select H candidates) and a calibration sample of AK? events. Figure 6.1 is a flow
chart of the data analysis, showing the four passes. In each pass, information from
the offline reconstruction program is used to select events for further processing in
the next pass. In the first pass we select events which fulfill minimal requirements
on our ability to reconstruct track candidates from the tracking detectors. In Pass 2,
we fit these track candidates to deduce the track parameters (momentum, direction),
and we make more stringent track quality requirements to select events with at least
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Figure 6.1: Data Analysis Flow Chart
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four charged tracks. We refine the reconstruction in Pass 3 by fitting events with two
neutral vertices to our expected topology of a VV. Finally in Pass 4 we select the
VV events which satisfy invariant mass cuts for AA and AKQ. The remainder of this
chapter describes each pass of the data analysis in more detail.

6.1 Raw Data Set

After an initial checkout of the detector, we recorded events with the dissociator in
two positions. The first position placed the DSC approximately one meter from the
first chambers. The DSC was moved 50 cm further upstream of the chambers about
half way through the run. The two positions were a compromise between acceptance
and concerns about our ability to reconstruct all four tracks from dissociation events
in the front chambers where they are expected to be very close together. In the
end reconstruction of close tracks was not an obstacle in the analysis, and the two
dissociator positions enabled some cross checks on experimental results.

The data taking was broken up into separate runs. Each run is taken with a well
defined trigger, and typically the beam conditions are similar through a run. Runs
were routinely ended by shift personnel when beam conditions or detector problems
warranted. A single run does not exceed one 6250 bpi data tape (approximately
140,000 events) and typically lasts 20-30 minutes. A total of 365 raw data tapes for
physics runs were written, containing a grand total of 40,866,016 events. In addi-
tion various calibration runs were recorded with special triggers to aid in calibration
of the detectors, including magnet off data for drift chamber alignment, dissociator
coincidence triggers with background muons passing through the detector for energy
calibration of the DSC and electron triggers for calibration of the lead glass calorime-

ter.

6.2 Drift Chamber Calibration

Before any tracking information can be used to understand the detector and beam
during the beginning of the experiment, the drift chamber calibration constants must
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be determined to some accuracy. Each chamber module must be located with respect
to other detectors and the beam line. In addition, time offsets for each TDC channel
must be determined to make accurate drift time measurements. For the final analysis
these constants are refined to as high a degree as possible, but initial values are
determined during the run to provide the trigger algorithm with the time offsets
required to make time sum cuts on drift chamber hits. The initial values are also
used to reconstruct kaon and lambda decays providing some reassurance that the
experiment is working.

The time to distance relationship for the drift chambers was calibrated by a previ-
ous experiment [71]. For the operating conditions of the chambers, the drift velocity
was found to be well approximated by a constant 51 zm/ns. The time offsets for each
wire channel and alignment constants for each drift chamber module are obtained
by observing straight tracks taken with the magnet off. Loose pattern recognition
cuts are made to identify wire hits in each chamber that appear to lie on the track
candidate. A three dimensional fit to the track position (including the correlations
from multiple scattering) is used to identify well measured tracks. From residuals in
these fits the calibration constants are determined in an iterative process. Individual
time offsets are determined using time sums of all wire pairs in a particular chamber
module view for well measured tracks.

6.3 Pass1

Events from the raw data set are expected to have a high multiplicity of charged
tracks. However the Level 1 and Level 3 triggers are unable to discriminate between
noisy events, where the multiple drift chamber and trigger hodoscope hits are caused
by only partially contained tracks and events, and well contained tracks which may
be reconstructed as vertices. In the first pass of the data our goal was to cut the
noise events without removing too many interesting events. A preliminary track
reconstruction is applied to the events and we simply require that it be able to identify
at least one track candidate on each side of the detector for an event to pass. Most
of the “noise” events are removed by this requirement, and the interesting classes of
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events, V%’s and double V?° vertices (VVs), may be selected from the remaining events.
In this section the software used to identify track candidates (Pattern Recognition)
and the event selection criteria applied in the first pass of data reduction are described.

6.3.1 Pattern Recognition

The goal of pattern recognition is to identify the collection of DC and TSC hits which
are likely to be caused by a single charged particle. Each collection of hits consistent
with a track is stored in a list of track candidates for further analysis. As the name
implies this is done by exploiting the patterns of hits to be expected from a track
passing through the spectrometer. The pattern recognition software was written in
stages as illustrated in Figure 6.2. Following a brief description of the algorithm, each
stage is discussed in detail.

After placing simple counting requirements on the number of hits in each detector
element consistent with at least a single track on each side (PAHPRE), we next search
the drift chamber hits for clusters of adjacent wires with valid hits (PAHCLS). The wire
clusters are converted to hit positions by classifying hits using the sum of distances of
closest approach on all adjacent wires (PAHSUM). Trigger counter hits are also checked
for consistency by using cuts on hit times and cuts on time sums of top and bottom
tubes. Good TSC hits are converted to (z, z) or (¥, z) coordinates to be used in track-
ing (PAHSUT). From the list of (z, z) and (¥, z) coordinate pairs, two dimensional track
segments are formed by connecting the hits in the z or y view chambers (PAHGMX/Y).
Next a full three dimensional track candidate is formed by performing an z,y match
using the rotated chamber hits on all possible 2d track combinations. The list of all
3d track candidates is compiled by PAE3DM. Given the approximate track parameters,
the hit positions may now be refined. From the (z,y) position at the magnet PAHADJ
adjusts the track direction cosines before and after the magnet to correct for fringe
fields and gives a better estimate of the track momentum. A special routine checks
DC hit time sums given the track angle information and flags unusual topologies, such
as tracks at extreme angles which pass by the same side of adjacent wires rather than
between them (PAHSFL). The final stage of pattern recognition (PAHXPN) expands the
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Figure 6.2: Pattern Recognition Flow Chart
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Figure 6.3: Wire Hit Topologies: Single Track

list of wire hit clusters to include the new topologies identified by PAHSFL. Any new
ambiguity is added to the track list.

Clustering and Wire DOCA Sums

To form track candidates, the wire hit information from the drift chambers must be
converted to coordinate points, (z, z) or (y, z), through which it is likely that a track
bas passed. For each chamber view, a list of coordinate pairs is made by examining
the drift time and wire position information, with account taken of the hit topology.
For each cluster of adjacent hit wires, one or more coordinate pair is added to the list
of points as described below.

A single track passing through a drift chamber will usually leave hits on a pair
of adjacent wires, one in each staggered sub plane. Due to an inefficiency or a dead
wire, occasionally only a single wire will be hit. An inclined track may also cause hits
on three adjacent wires when it passes near the edge of two cells in one sub-plane.
(Figure 6.3 shows these three common topologies.) When wire hits are caused by the
passage of a single track on opposite sides of adjacent wires, the sum of the distances
of closet approach (DOCA) is approximately equal to the wire pitch. Given the angle
of the track, the expected DOCA sum may be calculated as

Zpoca = bceos(a) + asin(a), (6.1)

where the sign of the second term is determined by comparing the track direction to
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Figure 6.4: Good DOCA Sums and DOCA Difference

the vector between the two wires. Here a and b are the wire separations, and a is the
track angle as shown in Figure 6.4.

Likewise, when the track passes the same side of two adjacent wires, possible for
even slightly inclined tracks, the DOCA difference is approximately equal to the wire
pitch. In these cases the expected DOCA difference given by

Apoca = beos(a) — asin(a). (6.2)

DC hit pairs caused by real tracks of a given angle will have either a good DOCA
sum or a good DOCA difference. Given a distribution of track angles at a particular
chamber, good wire hits will fall into an expected range of ¥poca or Apoca. Pattern
recognition uses this characteristic to identify good hits in the DCs. Once a track
candidate is found, the angle is known, and the corrected sum or difference aids in
determining where the track passed relative to the wires.

These single track topologies are adequate to identify most of the DC hits, however
there are a significant number of events in which there are two or more tracks passing
through the same cell or adjacent cells. (See Figure 6.5.) This occurs often in the front
chambers, where the track separation is very small, as expected for signal events. (In
Monte Carlo, simulated H dissociation events are typified by four very close tracks
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Figure 6.5: Wire Hit Topologies: Two or More Tracks

in the front chambers. In addition, the protons often remain very close together even
after the bend in the magnet.) A second track within the same cell disrupts the
usual DOCA sum and DOCA difference relationships used to identify good wire hits.
Two or more tracks close together can cause more than 2 or 3 adjacent hit wires. In
addition, delta rays may leave large groups of adjacent hits.

The pattern recognition strategy which efficiently identifies drift chamber hits
accounts for the close tracks by first grouping the DC hits into clusters, which are
defined as groups of n consecutive hit wires, which may be caused by one or more
tracks. The clusters are then scanned for good wire pairs to identify cells consistent
with a single track. Cells which fail good DOCA sum cuts are considered to result
from multiple tracks.

The clusters are converted to hit positions for the track finder by requiring good
DOCA sums between the z(y) and /() subplanes. The expected DOCA sum de-
pends on the track angle, so these cuts are set by looking at DOCA sum distributions
from real data and Monte Carlo, which reflect the distribution of track angles from
actual tracks. Figure 6.6 shows the uncorrected DOCA sum distribution at chambers
3x and 4Ry in actual data, with the cuts indicated on the figure. (The cuts at DC4X
and DC5X are set very wide, to allow the low momentum pions from A decays to be
accepted. In Monte Carlo, the DOCA distribution in 4Rx and 5Rx is very wide due
to the varied distribution of angles for the low momentum pions after they are bent
in the magnetic field; once the track angle is determined the corrected DOCA sum is
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Figure 6.6: DOCA sum distribution from data events at chambers 3x and 4Ry. The
cuts shown select good pairs consistent with a single track passing through the cell.

cut at 5.1 = 1.0 mm in PAHSFL.)

To avoid massive multiplicity of track candidates two assumptions are made to
reduce the number of hits entered for clusters. First, wires are assumed to be 100%
efficient to the extent that no hit is entered on the outside edge of a cluster, since
only rarely will the adjacent (unhit) wire be dead or inefficient. The second principle
applied assumes that occasionally two tracks will pass within the same cell, causing
time sums to fail the single track cut. Hits are entered to allow both tracks to be
identified. No attempt is made to account for more than two tracks passing within
the same cell.

Applying these principles to various cluster topologies gives the followiag hit as-
signments: Isolated single hits (n = 1) are entered as two coordinate pair points, one
on each side of the wire assuming normal incidence for the track. Ambiguities like
this are always entered separately into the hit list for forming track candidates. A
two wire cluster (n = 2) is identified either as a good time sum double or as two single
wire clusters. In the case of a double, one point is entered into the list. This position
is given by a center of mass like weighting of the drift distances. When the DOCA
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sum fails the cut, each wire is entered separately, with the points on the inside of
the pair. This strategy assumes the bad DOCA sum is caused by the passage of two
tracks through the same cell.

The special case of a triple (n = 3) allows for the single track causing a triple
cluster. If the DOCA for the outside wires is greater than 80% of the cell radius,
and the DOCA from the center wire of the triple is less than 35% of the cell radius,
the cluster of three wires is identified as a good triple. In this case a single point is
entered in the list. If the cluster fails the triple cuts then the two pairs of adjacent
wires are considered. If there is one good DOCA sum, the good pair is treated as
a double, and the remaining wire adds one point on the side closest to the other
hit wires. If neither pair is good, four points are entered, again omitting the outer
ambiguity solutions for the edge wires of the cluster.

Within a cluster of 4 or more hits, DOCA sums of all adjacent pairs are checked.
A good DOCA sum puts 2 single point on the list. A wire with no good DOCA sum
with either neighbor is treated as an isolated single hit, putting two points on the
list. End wires of the cluster enter points only on the inner edge, in keeping with the
bigh efficiency assumption. All pairs in the cluster are checked, and multiple points

are entered for the cluster.

TSC Hit Conversion

It is desirable to make full use of the trigger hodoscope information in identifying
tracks. PAHSUT does this by selecting TSC hits which are in time with the event. In
time hits are converted to hit positions (z, z) or (y,z). For X counters both top and
bottom tubes must be hit, or one tube may be hit if there is also a latch hit for that
counter. A cut is placed on the hit times and the mean time for X tubes without a
latch hit to ensure good timing. For Y counters the timing cut requires a good time
or a latch hit for an early time. (The TDCs digitize the first hit to arrive within the
gate.) Hits passing the timing cuts are converted to coordinate pairs by using the
center of the counter. (In principle there is y hit location information available in the
time difference from X counters with top and bottom tube hits, but this is not used

in pattern recognition.)
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2d Track Forming

The next stage in pattern recognition forms track candidates from the DC and TSC
hits. Given the spectrometer geometry and vertical field of the spectrometer magnet,
tracks are expected to be straight lines in the (y,2) plane. Tracks in the (z,z)
plane may be approximated as piecewise linear, with a kink at the magnet position,
which amounts to approximating the magnet as a pr kick or a thin lens. Positively
(negatively) charged tracks are bent to the left (right) side of the spectrometer by the
magnet. In principle tracks may cross from one side to the other between DC4 and
DCS5, however the acceptance for these tracks is extremely smalil. The trigger is also
not designed with this in mind. For these reasons tracks candidates are required to
lie on a single side (left/right) of the spectrometer. This applies only to DC4, DC5
and the TSC.

The strategy for identifying tracks in the horizontal plane is to find a straight
segment downstream of the magnet which meets a segment from upstream at the
center of the magnet (2 = 24 m). Downstream segments are found using DC4, DC5
and the TSC, and upstream segments use only DC1 and DC2. As illustrated in
Figure 6.7, these segments are projected to the center of the magnet, and a cut is
made on the difference, A = Zpon — Tpack. In the approximation of a small change
in direction for the track, or equivalently for an infinitely thin magnet, A will be
zero within resolution for actual tracks. Because the magnet is not infinitely thin
(particularly for low momentum tracks), the difference between projected positions
at the magnet center will have an asymmetric distribution. This is illustrated for the
exaggerated case in the figure. To set the cut on A, we use distributions from Monte
Carlo and actual data.

The (z, z) track forming begins by considering all track segments between DC4 and
DC5, and placing a cut on the slope of the line segment, because only certain slopes
have a chance of intersecting a track segment from the front of the spectrometer.
Figure 6.8 shows the slope distribution from sample data events. At this point the
segment is projected to the trigger counters. All good TSC hits are compared to the
expected position for the segment. A cut requiring the difference of the projected
position and the TSC hit position to be less than some tolerance is made. (See
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Figure 6.7: z-track finding by projecting segments from front and back chambers
to the center of the magnet. A cut is made on the difference, A, of the projected
positions. Asshown in the figure, the distribution in A for actual tracks is asymmetric,
since the point of inflection for the low momentum tracks is not at the center of the
magnet. The figure is exaggerated for clarity.
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Figure 6.8: Track Segment Slope Distributions from Data

Figure 6.9.) To be consistent with the Level 1 trigger, left side tracks must have a
good match in either TSClx or TSC2x, while for right side tracks only TSClx is
required. Those segments with a TSC match are projected to the magnet center.
Segments are formed using DC1 and DC3, which are projected to the magnet center,
and a cut is placed on the difference between the front and back projections. The cuts
placed on track slopes, TSC match, magnet match and the effective magnet position
are chosen using actual data, by locating peaks in the relevant distributions. Monte
Carlo simulation was also used to check the algorithm and cuts. Figures 6.8, 6.9 and
6.10 show distributions and cuts used to select x tracks from an actual data run.

In the (y, z) plane tracks are typically straight, however there is a substantial ver-
tical focusing effect for low momentum tracks on the right side of the spectrometer
(the =~ side in A decay). This is understood since the track angle changes appre-
ciatively due to the small momentum of these tracks, and the small z-component of
the magnetic field causes a focusing of tracks in the vertical plane. To account for
this, y tracks on the right side were treated the same as z-tracks. The distributions
and cuts are shown in Figure 6.11. As in the z-track case, the magnet match cut is
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Figure 6.11: Y-Track Recognition for Right Side

made very loose to efficiently accept low momentum tracks. On the left side, where
there is very little focusing, tracks are formed by extrapolating all segments between
the downstream chambers (DC4&5) to the the upstream chambers DC1 and DC2.
The downstream segments are required to have a hit in the either TSCly or TSC2y.
(Right side tracks must match at TSCly.) A cut is placed on the missed distance at
chamber 3. Surviving segments are refined by adding the new hit and extrapolating
to DC1 where a final cut is made. As can be seen from Fig. 6.12, these cuts were
chosen as tight as practical without reducing the efficiency for identifying real tracks.
(The TSC cuts are too restrictive. This is a small loss of efficiency. Unfortunately
this was not noticed until too late.)

3d track Forming

From the two 2d track lists a preliminary list of 3d tracks is made by pairing all z
tracks with y tracks, and interpolating at the rotated chamber position. A match
on both u and v coordinates at this chamber is required. For each z track y track
combination, all hits in DC2 are checked for a u, v match. This cut can be made very
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Figure 6.13: 3d-Track Matching at DC2

narrow without loss i efficiency (see Figure 6.13), substantially reducing combinatoric
ghost tracks, particularly in the upstream track segments. All z,y track pairs that
pass the u, v match are considered as 3d track candidates. From the change in track
slope in the magnet an estimate of the track momentum is made.

At this point the list of 3d-track candidates includes all possible combination of
wire hits from each chamber, provided the track candidate passes the track selection
cuts. In the case of ambiguities, such as a single wire hit where the actual hit position
may be on either side of the wire, each ambiguity solution appears separately in the
track list, and indeed may appear in more than two tracks. All ambiguities are
resolved at a later stage in the event reconstruction.

Hit Position Adjustment

Given a candidate track, the track angle is known allowing a refined DOCA sum or
difference cut to be made on adjacent wires using Egs. 6.1 and 6.2. It was found that
there were a significant number hits in DC4 and DC5 where tracks go by the samesside
of the wires in a pair. In part these are due to extremely high angle tracks on the right
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side, where the acceptance and trigger allows this. To account for these types of hits,
the hits used in the downstream track segments are recategorized using the expected
DOCA sum and DOCA differences. Refined cuts on Apoca and Zpoca are made by
subtracting the expected sum or difference from Egs. 6.1 and 6.2 and dividing by the
expected resolution on these quantities (= 200-300um). The resolution is determined
from data separately for each chamber. For the downstream chambers on the right
side where the angles are large, the resolution set conservatively at 400 um. The cut
is placed at 3.50. Pairs which are consistent with good DOCA differences but not
good DOCA sums are tagged as same side hits for the fitter. Pairs with both good
sums and good differences cause a copy of the track to be placed at the end of the list
with the new assignment. Finally if both sums and differences fail, the pair is split
into two single hits; the old track is flagged as having a single instead of a good time
sum, and a new track using the other wire is added to the end of the list of 3d tracks.

Final Track List

A track entry in the final track list contains hit assignments at each chamber, including
(z,2) and (y, z) at chambers 1, 3, 4 and 5 and (u, z) and (v,2) at chamber 2. The
two dimensional tracks in z and y and the slopes of the upstream and downstream
segments are also referenced in the list. From the change in direction of the track
in the magnet, an estimate of the momentum ‘of the track is made and a charge is
assigned to the track. These parameters are used by the track fitter as an initial
solution.

6.3.2 Pass 1 Selection Cuts

During Pass 1 events are processed by the offline analysis program to select events
worthy of further reconstruction. Pass 1 includes three streams of events which are
written to the output tapes. In the raw stream, a prescaled sample (1 /5000) of all
events are written to tape. The minimum bias stream and the physics stream are
classified based on the Level 1 trigger bits. All streams are processed by pattern
recognition, but physics and min. bias events are written to tape only if they satisfy
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the cuts placed on the result of pattern recognition. In addition to the physics and
min. bias triggers processed in Pass 1, calibration events are also present in data.
Pedestal triggers for the ADCs are written to the Pass 1 output tape for use in deriving
charge from the ADC counts. Scalar “events” are processed into run summaries and
histograms, but not written to the output tape. Other calibration events are not
written out.

All three streams must satisfy data quality requirements intended to remove events
with incomplete detector information due to data acquisition errors. These cuts are
essentially consistency checks on the raw data buffer for the event, including Level 1
and Level 3 trigger output. Specifically, events are removed if they have any of the
following problems: an illegal 3081/E identification word, no Level 1 trigger bits set,
both physics and calibration trigger bits set, missing or illegal crate identification
words, or a discrepancy between bits 7 and 8 of the Level 1 trigger word.

The pattern recognition cuts require the event to have at least one 3d track on each
side of the spectrometer, each having hits in all five drift chamber stations. Cuts are
made as soon as the relevant information is available, so that no further processing of
failing events is performed to avoid needless CPU time. In addition, a special version
of pattern recognition software was used to shorten the processing time. The special
version stops processing an event as soon as one good track is found on each side of
the detector. The full pattern recognition is run on the surviving events in Pass 2.
The Pass 1 pattern recognition cuts are listed in Table 6.1.

6.3.3 Pass 1 Results

A total of 365 raw data tapes (each representing a single run) were analyzed in Pass 1.
All but 20 of these runs were taken with the standard Level 1 trigger ([hj]), the
remainder representing runs taken with preliminary attempts at a standard trigger
before the final trigger was setup. The 345 [hj] runs contain 40,866,016 events with
physics or minimum bias triggers in roughly equal amounts. The fraction of physics
events surviving the Pass 1 cuts is 0.425, that of the minimum bias events, 0.126.
Table 6.2 gives a summary of the first pass of analysis.
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Hit Identification l

Wire DOCA -0.0005m < DOCA < 0.006 m
Wire DOCA Sum DC1-3 0.00510 + 0.00077 m
Wire DOCA Sum DC4-5 various

TSC hit time -50ns <t<21.0ns
TSC mean time -30ns << 180 s
z Track Finding

£ DC4-5 Left -01<%£<033
(TPro; — Tuit)Tsc Left -0.002 % 0.030 m
(%13 — T45)Mac Left 0.003 & 0.009 m
2 DC4-5 Right -0.85 < % <0.30
(zProj — zuie) Right 0.017 + 0.042 m
(713 — z45)mac Right -0.0225 + 0.0375 m
Number of 2d z tracks < 150

y Track Finding

(¥Proj — ymit)Tsc Left 0.000 + 0.040 m
(¥Proj — yHit)Dc3 Left 0.000 + 0.013 m
(YProj — yuit)DCa Left 0.000 + 0.003 m
(yProj — yuit)Tsc Right 0.000 £ 0.034 m
(%13 — yas)mac Right 0.000 &+ 0.025 m
Number of 2d y tracks <150

3d Track Finding

(upro; — umit)DC2 0.000 % 0.0028 m
(vProj — vHit)DC2 0.000 % 0.0028 m
Number of 3d left tracks 21

Number of 3d right tracks >1

Table 6.1: Pass 1 Pattern Recognition Cuts
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All Runs
Number of tapes read
Number of tapes written
Number of [hj] trigger tapes

111

365
131
345

{bj] Runs Only

Total number of events

Total number of events reconstructed

Total number of events written

Total number of L1 physics read

Total number of L1 physics reconstructed

Total number of L1 minimum bias read

Total number of L1 minimum bias reconstructed

40866016
11660444
11665773
21547888

9147799
21449168

2695032

Readout Problems
Total number of Unpacking errors
Total number of bad L1 triggers
Total number of L1 bit 7 # bit 8
Total number of bad or missing DAQ crate

Table 6.2: Pass 1 Summary

2080

32
18607
1810401
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A number of anomalies in the data were noted during Pass 1. Notably there was
a data acquisition bug that affected a single Level 3 processor. Events processed
by Emulator 7 were missing data from a one data acquisition crate (likely due to a
cabling problem). Fortunately only 4.4% of the data was affected instead of % since
Emulator 7 was the last in the queue and therefore only fully utilized at the highest
intensities. This problem was not fixed during the run, and these events must be
discarded. There was a period of several runs in which trigger information from the
Level 1 trigger was inconsistent in some events. Bits 7 and 8 of the trigger word
should be equal. The anomaly was detected during the experiment using the online
monitor, and the emulator programs were reloaded, curing the problem before the
next run. There were relatively few other data acquisition problems in the data.

Each of the Pass 1 data analysis jobs kept a record of the number of input events,
the number passing and the beam conditions as recorded in the raw data file scalar
events. Strip charts of these variables as a function of run number provide a check
on the running conditions for the experiment.

The main beam intensity indicators are a secondary ionization counter placed
upstream of the primary target (BSSEC) and the dissociator itself. As mentioned
earlier the counts from the final segment of the DSC was input to a scalar channel,
and this scalar was read out and the data written to the raw tapes. The aperture
of the ionization counter was larger than the target itself, so the SEC counts do
not track the actual beam delivered on target as the steering changes. The DSC
counts are a better measure of the actual beam hitting the target. During Pass 1
these scalar records were summed for each run, and a strip chart of DSC and SEC
counts normalized to the number of beam spills were produced as a measure of the
beam conditions. As can be seen from the BSSEC and DSC8 strip charts (Figure
6.14), the beam conditions fluctuated during the experiment. Prior to Run 820, we
were still tuning the experiment and finding optimal primary beam steering. Another
obvious feature is visible at Run 961 when the dissociator was moved 50 c¢m further
away from the front chambers. The smaller solid angle subtended by the chambers
allowed us to raise the beam intensity to match our self-imposed chamber rate limit.
The other variations appear to be consistent with changing conditions in the primary
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beam steering and intensity associated with controlling the uncharacteristically low
intensity beam. The beam diagnostics used by the operators were calibrated for a
different target and targeting angle and intensity. The experiment ran at 25-50 times
lower intensity than the previous experiment on the same beam line.

A strip chart of the fraction of events passing pattern recognition plotted against
run number provided a check that the Pass 1 analysis was working consistently for
all runs. (Figure 6.15) The fraction of physics triggers (including minimum bias
events) with at least one left side and one right side 3d track found is greater for the
downstream dissociator position at the beginning of the run. The fraction appears
to be stable within the periods defined by the DSC position, with the exception of a
single run. In Run 1062 the fraction of reconstructed events increases. It was found
that this was isolated to the first 3 emulators, but remains unexplained.

6.4 Pass 2

Having selected events with at least two recognizable tracks (including ghost tracks
from ambiguities) in Pass 1, we then applied further software filters to narrow down
the sample to events with at least four well-reconstructed independent tracks (i.e.
likely to be associated with the passage of 4 distinct particles), two on each side




CHAPTER 6. DATA ANALYSIS 115

of the spectrometer. In addition, a preliminary reconstruction of vertices of charged
tracks (2tkV’s) was made to flag events with at least two independent vertices. These
flagged events are selected for further reconstruction in Pass 3, while any event with
at least four good tracks is retained to aid in the study of backgrounds to our double
vertex signal. This section describes the software used to identify and fit independent
tracks from the various ambiguity solutions found by pattern recognition, the vertex
fitting software, and the application of these programs to the data.

6.4.1 Track Grouping

The pattern recognition software efficiently identifies track candidates from the drift
chamber hits, however the price paid for efficiency here is a multiplicity of tracks.
All ambiguities in drift chamber hits are considered separately, and this can lead to a
single charged particle being reconstructed as two (or more) software track candidates.
For example, a single isolated wire hit is converted into two hit positions, allowing
for the possibility of a track passing either side of the wire. Tracks are formed from
the available hits at each chamber, so there may be two tracks, identical except
for the choice of which software hit position is used at the ambiguity, in the final
list of good track candidates. So we see how a single charged particle traversing the
spectrometer may be identified by pattern recognition as many track candidates. The
problem of correctly reconstructing events requires distinguishing between software
tracks which actually represent a single track in the spectrometer and software tracks
which represent separate tracks in the spectrometer. It is also necessary to select
the best ambiguity solution from the set of software tracks associated with an actual
track in the spectrometer.

A scheme for untangling the necessarily complicated collection of tracks produced
by pattern recognition separates the tracks into distinct groups, where each group is
composed of tracks representing different ambiguity solutions to a single real track
in the spectrometer. Each group then is considered to represent a single track in the
spectrometer, and within each group the best solution under some criterion is con-
sidered to be the correct ambiguity solution. Of course at some point it is impossible
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to distinguish two extremely close real tracks from two software tracks formed from
finite resolution hits (and noise) in the drift chambers.

The problem may be expressed as the grouping of elements of a list (software
tracks) based on an equivalence criterion. If two elements are equivalent then they
are placed in the same group. When the equivalence criterion is reflexive, symmetric
and trawsitive, algorithms exist for grouping the list into equivalence classes in a
minimum number of passes [82].

This is the approach taken by Josh Klein when writing the track grouping algo-
rithm. Although not transitive, a sensible criterion for equivalence is for tracks to
share more than some number of hits from the drift chambers in order to be consid-
ered equivalent. As a trial criterion we took 6 out of 8 possible hits in the downstream
drift chambers (DC4,5). Since this includes both z and y wires, the tracks are really
quite close together. However, in H Monte Carlo events it was found that this cri-
terion found too few groups (less than four) in about 2% of the events. Adding the
requirement that tracks share at least one out of two possible hits in DC1x corrected
this problem. Out of several hundred Monte Carlo events none were found to have
less than four groups. The criterion of 6/8 hits shared in DC4 and DC5 plus 1 /2 hits
shared in DC1x proved to be functionally transitive for our Monte Carlo. A test of
the equivalence class algorithm (which assumes a transitive criterion) was undertaken
by comparing with a more computation intensive method of determining two tracks
to be independent of each other if they share less than some number of hits. No
significant differences were found in a sample of several hundred Monte Carlo events,
and the faster method was chosen.

6.4.2 Track Fitting

Given a track hypothesis from pattern recognition, an accurate measurement of its
momentum and direction cosines may be obtained by fitting the trajectory using
the magnetic field measurements. For the purposes of the experiment we found two
separate fitters useful. The first one fit to the measurements at the front chambers,
without including the effect of multiple scattering (since the chambers are close).
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This fit is important because it includes the rotated chamber to constrain tracks in
three dimensions. The second fit includes multiple scattering and the downstream
chambers, but excludes the rotated chamber (due to the increased complexity in the
covariance matrix). The front and full fitters were written by Robert Cousins and are
based on the same technique which was developed for E791 by Cousins and Philip
Mélese [83, 84].

Fitting Formalism

An abstract fitting problem may be viewed as the determination of the set of pa-
rameters, &, which in some sense best reproduce a set of N measurements d; by the
predictions y; = y;(@). If there are N measurements and M < N parameters, it is
possible to determine & so that x?, a weighted average of the deviations (di — ), is
minimized. (See equation 6.3)

N
X&) = D (d: — w(&)) Wi (d — %(&)) (6.3)

=1
(W) = Ey; = (0i0;) (6.4)

When the weights W;; are defined as the inverse of the covariance matrix of the data
(E;; in Equation 6.4), the x-function has a well defined meaning in terms of likelihood
of the data points being consistent with the parameters & and the predictor vi(a).

The Newton Step method is one method of iteratively determining the best solu-
tion & from the data points [82]. The method relies on a Taylor series expansion of
the x2-function in the parameters &:

Sy, O 1
X&) = x*(&)+ £y Lo -Aag + 2 3or00; s AapAg (6.5)
~ Xp—2AG-F+AE-A-AE (6.6)
Here 5
9 = (di — y:) W35 2 (6.7)

9
60:,, &
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and the curvature matrix,

_ Ay; 3 Oy;
AH - 3&1 &o i 6a,, l&'o : (6.8)

To minimize x? the parameters & are varied, and it is found that a new approxi-

mate solution is given by

-

AGd=a&-Gy=A"1.3. (6.9)

The x? of the new approximate solution & is also predicted via
Xoew = Xg — OG- §. (6.10)

Successive applications of the method allow iteration to a final solution. The inverse
of A is the error matrix for the fit parameters, so the fit gives an error estimate
in addition to the best fit values for & In cases where the Taylor series is an ex-
act expression for x2, a single iteration is all that is necessary. In most situations,
the derivatives in the curvature matrix A and § are only known approximately or
are determined using finite differences, and iteration is necessary to obtain a final
solution. The degree of non-linearity in the problem determines the number of iter-
ations necessary to converge, and it is possible for some poor initial guesses or poor
approximations to not converge at all.

Front Fitter

The first of the four applications of the Newton Step fitting method in this analysis
is the front track fitter. Measurements at the first three drift chambers comprise the
data points d;, where ¢ runs from 1 to the number of wire hits assigned to a pattern
recognition track hypothesis, in this case as many as 12 hits, or as few as 6 in the
rare case of single wire hits in every wire plane. The parameters of the fit are the
position and slope at the first chamber’s z-position.

ar =(z,7,y,¥)
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The weight matrix Wj; is computed from the theoretical error matrix of the data
points assuming chamber resolutions of 150 pum for the diagonal elements, and no off-
diagonal elements due to multiple scattering. The rotated chamber does introduce
off diagonal elements to the error matrix.

The predictions y;(@) at each wire hit z-position are obtained from a charged
particle swimmer developed for the E791 experiment by Virgil Highland and Robert
Cousins [85]. The track momentum is fixed at the pattern recognition value for the
fit. The particle swimmer integrates the equations of motion for a charged particle in
a magnetic field, using the field measurements taken for this experiment. Although
the field is small except inside the spectrometer dipole, fringe fields noticeably affect
the trajectories. However, the effect is small enough that the partial derivatives used
in the Newton Step may be calculated analytically assuming no magnetic field to
speed the calculation. The implementation of the method converges nicely in less
than 4 iterations. The x2 distributions from a representative data tape are shown in
Figure 6.16. The distribution differs markedly from the expected distribution for 8
degrees of freedom, particularly at large x2. The cause of the tail is not understood,
but is believed to be caused by imperfect magnetic field measurements and/or delta
rays. We place cuts conservatively at x&.,. < 175.

Full Fitter

The second track fitter proceeds in a similar way to the specialized front fitter. The
full fitter uses the wire hits from DCI1, 3, 4 and 5, omitting the rotated chamber.
This gives as many as 16 wire hits on each track. With the information from the
chambers downstream of the magnet, the momentum of the track can be included as
a parameter of the fit.

ar = (z,7,v,¢,4/p) (6.11)

The parameters of Equation 6.11 are chosen because they make the Taylor expansion a
very good approximation to the x?-function, allowing quick convergence. In particular
the choice of the reciprocal momentum as the fifth parameter is so motivated. The
initial guess for the parameters is taken from the front fit solution for the positions and
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Figure 6.16: Track x? Distributions

slopes; the momentum is taken from pattern recognition and refined in a initialization
stage based on the missed distance at DC3.

Again the data covariance matrix contains diagonal elements from the intrinsic
chamber resolution. For the full fitter, multiple scattering introduces off-diagonal
elements to this error matrix. A scattered track introduces correlations between all
downstream measurements due to the deflection of the track away from the ideal
trajectory. The off-diagonal elements are determined from Monte Carlo using the
aforementioned track swimmer including multiple scattering for a large number of
simulated tracks. The off-diagonal elements are parameterized as a function of P2,
as expected for multiple scattering, and the error matrix for the measurements is de-
termined on a track by track basis using the pattern recognition momentum estimate.
It is then inverted to give W;; for use in the iterative solution.

The y;(&) are again computed by swimming the parameterized track to the z-
positions of the wire hits. No multiple scattering is included in the determination of
the ideal trajectory. The magnetic field used for the fit is taken from the field map, but
is adjusted to account for the deviation of the measured hits from the ideal trajectory.
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Essentially this amounts to sampling the field map along the actual trajectory rather
than along the ideal trajectory, and this is required tc correctly include the effects of
multiple scattering. As in the front fitter, the derivatives appearing in the curvature
matrix are computed analytically from a simple model of the magnetic field to speed
computation. This approximation does not hurt the convergence of the method.
Again the fit must converge in four or less iterations or the track is rejected. The fit
returns the best values of the five parameters and the x? for the track (Figure 6.16).
When a track is fit to fewer than 16 possible hits, the x2 is scaled by the relative
number of degrees of freedom before the cut of x&,, < 250 is placed. As is the case
for the front fitter, the distribution shows a tail at large x2, which is attributed to
inadequate measurement of the magnetic field and/or the effects of delta rays [86).
Inverting A also gives the error matrix for the five parameters.

6.4.3 Track Reconstruction Summary

The multiple track hypotheses found by pattern recognition are first grouped using the
equivalence class method. The groups of tracks are then checked for consistency with
an actual charged track in the magnetic field of the spectrometer using the two fitters.
The front fitter gives the best information on the direction of the track, important
for vertexing later in the analysis. The full fitter gives the track momentum, also
important in obtaining invariant masses of vertex assignments. Two separate fitters
were chosen partly out of convenience, but difficulty with low momentum tracks and
uncertainties in the non-vertical magnetic field components made this choice wise.
For some low momentum tracks the change in direction away from the z-axis makes
the effect of the unmeasured B. field component significant. Because of this it was
found that the y hit positions in the downstream chambers had little correlation with
the y direction cosines at the first chamber. The swum positions and the actual hits
often differed significantly in the y coordinate after the magnet. Using the front fit to
determine track direction and the full fit to determine momentum avoids the problem
of the uncertainty in field measurements.
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Figure 6.17: FOMra Distributions

Both fitters are used to determine the consistency of the track hypotheses. Incon-
sistent tracks will have a large x? in either or both track fitters, and many solutions
are ruled out by cuts on X}, and x%,. Within each track group, the tracks (various
ambiguity solutions for hit assignments) are sorted in increasing order of the sum of
the x2-functions. The best track solution is determined by the goodness of fit cri-
terion FOMtvack = XEyon: + XBuy (See Figure 6.17). This combined figure of merit
unrigorously adds two x?'s from separate fits using some of the same information,
but in practice the ranking of ambiguity solutions in order of this figure of merit
appears to be justified. In the subsequent analysis all tracks passing the x2 cuts are
considered, and the ranking is not considered.

6.4.4 Vertex Fitting (2tkV)

Given a set of well-reconstructed tracks from the fitters, pairs of tracks which appear
to originate in a common vertex may be found. Two track vertex candidates (2tkV’s)
are found by using the distance of closest approach between all pairs of tracks. Using
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the two trajectories obtained by the front track fitter, the distance of closest approach
for tangents taken at the front chamber is computed. For pairs with 2 DOCA less
than some threshold (5 cm), a detailed fit is carried out to determine the best vertex
parameters given the measured track parameters.

The vertex fitter was written by Robert Cousins based on the fitting package used
by E791 [83, 84]. Following the formalism given in section 6.4.2, the nine vertex
parameters are defined in equation 6.12.

a-{’ = (I,y, z’zjlls .1/11 ql/pl’z’zv ?jza q2/p2) (612)

The vertex position is given by (z, v, z). The track directions at the vertex are (z%, %),
and g;/p; parameterizes the track momenta. The experimental measurements are
taken to be the ten track parameters found by the track fitters.

dv = ((z,%, 7, ¥, 4/P)1, (2,9, 2", ¥/, 4/p)2) (6.13)

The initial guess for the vertex position is taken as the midpoint of the segment of
minimum length between the two tangents to the tracks defined at the first drift
chamber. The initial guess for track slopes and momenta are obtained directly from
the track fit. The covariance matrix for the track parameters is also obtained from
the track fitters. The two inverted 5 x 5 matrices from the track fit are used to make
the 10 x 10 block diagonal weight matrix for the vertex fit.

These parameters and measurement variables are chosen because the x2-function
is exactly linear in the parameters in the absence of a magnetic field. The predicted
measurements, y;(@), are obtained by swimming the parameterized tracks from the
vertex position to the first chamber. This includes the magnetic field, although it
is small in this region. The derivatives in § and A are computed analytically in
the limit of zero magnetic field. Because of the nearly linear y?-function, a solution
is obtained in a single iteration. As in the track fits, an error matrix for the 2tkV
parameters is obtained from the fit by inverting A.
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6.4.5 Pass 2 Selection Cuts

Pass 2 of the data analysis used the track fitters and vertex fitter to select events
with at least four good track groups and to flag events with at least two vertices for
further processing in Pass 3. The set of events with two vertices includes our signal
channels AA and AKY, and we keep four track events to study backgrounds to the
double vertex sample.

In Pass 2, all track possibilities are pattern recognized, and the tracks are fit
using both the front and full fitter. The pattern recognition cuts remain as described
in Section 6.3 (c.f. Table 6.1), except the number of tracks found on each side of
the spectrometer must be greater than two. Cuts are placed on the fitting results
to require at least two well-reconstructed independent tracks on each side of the
spectrometer. Cuts on x? from both fitters and the combined track figure of merit,
FOMrack = XEront + XBun» ensure good reconstruction for the track. If a track has
missing wire hits, the x*’s are rescaled by the relative number of degrees of freedom.
x%mt is scaled by 8/(7fronthits — 4) if the track has less than 12 hits in the front
chambers. x&,, was scaled by 15/(npis — 5) due to an error in converting fitting code
from E791. Here np;s is the number of hits in all 5 chamber stations, for 2 maximum
of 20 possible hit wires. Actually only the 4 unrotated stations are used in the full
fit so the correct scaling is by 11/(ngunnits — 5), Where ngpnis is the number of hits
in chambers 1, 3, 4 and 5. The error was discovered during the Pass 2 data analysis,
and investigation of the effect of the incorrect scaling showed it to have a negligible
effect. Out of 90,000 events fit in the study, only one event failed the incorrect cut
and passed the correctly scaled cut. In addition the Pass 2 cuts were deliberately
chosen to be very loose, and we decided not to rerun Pass 2. The x2,, scaling was
corrected in the remaining stages of the analysis.

Track independence is enforced by treating each track group as a logical track with
the group members being different ambiguity solutions for the track hit assignments.
A cut is placed on the number of track groups passing the track cuts. The track
quality cuts are given in Table 6.3. The track fitter results, including covariance
matrices for all tracks, are written to the output tape for use in subsequent analysis.

Given tracks passing the track cuts, the Pass 2 code searches for good vertices
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Track Selection:
X%‘ront < 17
Xran < 250
FOMaek < 375
Vertex Selection:
number of shared wires < 3
xy < 50
Event Selection:
number of good groups > 4
OR
number of unique 2tkV’s > 2

Table 6.3: Pass 2 Event Selection

upstream of the first drift chamber position. All pairs of tracks are considered. To
eliminate vertexing of two software tracks which are different ambiguity solutions of
the same real track, a cut is made on the number of shared wires between the two
tracks. A fit is made and we cut on the 2tkV x2. To limit the reconstruction time,
the vertex fitting was terminated if two unique vertices were found without fitting
all track pairs for vertices. To ensure two unique vertices are found, we require the
second vertex to use tracks from groups not used in the first vertex. At this stage
no mass or charge cuts are made on the two track vertices. Table 6.3 shows the cuts

placed on vertex reconstruction.

6.4.6 Pass 2 Results

We applied the track and vertex fitters to 11,848,895 events remaining after Pass 1.
After placing the cuts described above, we find 939,922 events remaining. 44% of
these events have two or more unique vees; the remaining events have four or more
good track groups and are kept for background studies.

Table 6.4 summarizes the effect of various cuts on the events selected in Pass 1 for
a sample data tape (=~ 1% of the data). It shows the fraction of events cut at each
stage of reconstruction. The cuts are applied sequentially, so an event failing the DC
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Stage: Cut Fraction Cut
PatRec: DC Hit Counting 0.56
PatRec: Less than 2 x tracks left side 0.065
PatRec: Less than 2 y tracks left side 0.0707
PatRec: Too many 3d tracks 0.0173
PatRec: Too few 3d tracks 0.0081
PatRec: ...
PatRec: Total 0.7816
Group: Less than 4 groups 0.0907
Group: Too few groups with good front fit | 0.0234
Group: Too few groups with good fits 0.0256
Group: Total 0.1397
Vertex: No Vees found 0.0056
Vertex: Only One Vee found 0.0374
Vertex: Total 0.0430

Table 6.4: Fraction of events (out of total) failing Pass 2 cuts for a representative
data tape.

hit counting cut is not subjected to further analysis. Pattern recognition cuts (now
requiring at least 2 tracks on each side of the detector), reduce the data by almost a
factor of five. Simple hit counting in the drift chambers cuts more than half of the
events. Many of these events are minimum bias triggers, where hit counting is not
applied in the trigger. Track grouping reduces the remaining events by about 10%,
and track fitting quality cuts drop another 5%.

6.5 Pass 3

In the third pass of the data, we aim to select events which match the topology of the
signal AA and AKQ events, that is events having two v-zeros which reconstruct to a
common vertex inside the dissociator. We wrote a vertex finder and fitter to identify
and fit the vertex of v-zeros (VV). In the analysis we select the VV hypothesis (if
any) with the best figure of merit (described below) and categorize the event based
on the V°® masses and VV z-positions. We retain events satisfying the AA or AKQ
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hypothesis with loose cuts for further analysis. In addition, we keep events in a broad
mass range near the AA and AKY signal boxes for background studies.

6.5.1 Vertex Fitting (VV)

Starting with the v-zero parameters determined from the two-track vertex fit (2tkV),
we make a one constraint fit of a pair of V% to a common vertex by extrapolating
the 2tkV directions upstream and minimizing the x2-function defined in section 6.4.2.
Following the formalism of that section, we take the “measurements” to be the posi-

tion, slope, momenta of the V% at their decay points:

JVV = (31, %, zlvx’h yi,Pl, Z2, Y2, 22, .’5,2, yéspz)‘ (6'14)

The 11 “parameters” of the VV fit are the VV vertex (z,y, z), the direction of each
VO (z},4}), the z-position of each V0 decay (z;) and the momentum of each V?° (pv;)-

aVV = (-’E,y,Z,Ii,yg’Zlan,,Ié,yé,zz,Pvz) (6'15)

We obtain the d; and the data covariance matrix from the five 2tkV fit parameters
and their covariance matrix which is a result of the 2tkV fit, making a change of
variables from the 2tkV parameters (o7 in Equation 6.11) to those of dyy above. The
predicted measurements are easily calculated analytically given ayy by projecting the
V% downstream from the VV position. The derivatives in the curvature matrix are
also computed analytically. Working with neutral particles there is no need to include
the effecis of the magnetic field or multiple scattering. As in the 2tkV case we make
an initial estimate for the VV as the midpoint of the segment of minimum length
between the lines defined by the 2tkV solutions. A single iteration is sufficient to
obtain the solution; in this case the x2-function is exactly linear in the parameters.
The fit gives the best value for the 11 parameters, along with error estimates.
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Figure 6.18: V0 ¥2 Distribution

V0 Cuts

Number of shared wires < 3
xy < 50
Number of V0 > 2

VV Cuts
Number of shared wires < 3
DOCA < 0.02m
Xv < 50
FOMyy < 450

Table 6.5: Pass 3 Selection Cuts

6.5.2 Pass 3 Cuts

The Pass 3 data analysis program begins with events surviving Pass 2 with two or
more two track vertices. We look for 2tkV’s from all tracks passing (now correctly
scaled) x? cuts for both front and full fitters. For Pass 3 we consider all track pairs
not sharing more than 3 wires and of opposite charge. We keep the V% passing a cut
requiring x% < 50 (c.f. Figure 6.18).
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Figure 6.19: VV DOCA and x? Distributions

From the resulting list of V%, we form VV candidates from all pairs which have
no tracks in common. To ensure four unique tracks are used we exclude any VVin
which any two tracks share more than 3 wires. We make a loose cut requiring the
distance of closest approach for the two Vs to be less than 2 cm before fitting the VV
(c.f. Figure 6.19). We form a list of all good VV candidates defined by a quality cuts
X¥v < 50 (Figure 6.19) and FOMyy < 450 (Figure 6.20). We assign this VV figure
of merit by summing the full and front x’s for all tracks, the 2tkV x2’s and the VV
x2. This figure of merit is approximately an event hypothesis x?, and measures the
overall consistency of the event with the VV topology. We rank all VV bypotheses in
an event by this figure of merit, assigning the candidate with minimum F OMyy to
be the best solution out of all possible track combinations forming VVs. In a sense
this event figure of merit resolves all ambiguities in DC hit assignments to tracks,
track assignments to V% and V? assignments to VV candidates.

Once the best VV candidate (if any) is determined, we then categorize the event
based on V? invariant masses and whether the V0 decay within the dissociator. We

keep events of 9 types. The first six are AA and AK? candidates with zero, one or
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Figure 6.20: VV FOM Distributions

both V0 inside the DSC; we also identify two background types in the mass sidebands
for AA and AKY, and a final background type for any VV failing the above mass cuts
and having both V¥ outside the DSC. The event types are summarized in Table 6.6.

We determine the V0 masses using the best fit track parameters for the four tracks
in the VV. (Vertex constrained masses from the V? fits are also available, but are
not used at this stage of the analysis due to oversight.) We compute m +,- and
My, for each VO, by assigning the appropriate mass to the positively charged track.
Figure 6.21 shows invariant mass distributions for V% in VV’s at the A and K?°
mass. From the Gaussian fits shown, we set conservatively loose cuts of 5 MeV/2
(10 MeV/c?) to provisionally identify A’s (K3’s). Events with one vertex satisfying
the A cut and the other vertex the K3 cut are assigned to AKQ type. Likewise
events with two A’s are categorized as AA. In the case of an event with a kinematic
ambiguity (2 V' satisfying both mass cuts) we assign it to the AKQ type, to avoid
contaminating the AA sample with background from AKZ. In addition, we reassign
any AA candidate in which any neutral combination of the four tracks passes the
K3 cut to AA background. The broad mass sidebands for the AA background type
are defined as 1.1 < m,, < 1.2 GeV/c? with the signal region removed. The AKY
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Type Tnvariant Mass Cuts (GeV/c&) Vs in DSC |
1 0
2 AA [mpx = mal1 <0.005  |[mpe — maple < 0.005 1
3 2
4 0
5 AKg |m,,,, - mAI]_ < 0.005 lm,,,, - mxolz < 0.010 1
6 2
7 AK¢Bkgd 1.1 <(mpr)1<1.2  0.45< (Mgxr)2 < 0.55 0,1,2
8 AA Bkgd 1.1 < (mpr); < 1.2 1.1 < (mps)2 < 1.2 0,1,2
9 VP Bkgd none 0

Table 6.6: Pass 3 Event Types

background sidebands extend from 0.450 to 0.550 GeV/c? in m,, and from 1.1 to 1.2
GeV/ in my,.

To complete the event classification, we use the 2tkV fit results for vertex position
to identify V®’s which decay inside the dissociator. Using Monte Carlo we verified
that the error estimate from the fit, o,y (typically 1 cm), is an accurate measure
of the true error, so we use the deviation of the z-coordinate of the V° from the

downstream face of the DSC in units of o,y to make a 3-0 cut.

VVdeviation = 2L _ZBSC (6.16)
o:v
A V0 is considered to decay inside the dissociator if the normalized deviation from
the DSC is less than 3. Within each of the two signal types AA and AK? we separate
events into three sub-types: zero, one and two V0 inside the DSC.

6.5.3 Pass 3 Results

We keep events categorized in one of the nine types for additional analysis. Of the
415,212 events selected by Pass 2, 56,746 survive the cuts in Pass 3 (13.7%). Table 6.7
gives the breakdown by event type. Minimum bias events entering Pass 3 are about as
likely as physics events to pass the selection cuts (11%), 2 measure of the effectiveness
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Type Number Fraction
1 102 0.18 -10™*
2 AA 520 0.92-10~2
3 281 0.49-10~2
4 3723 6.56 -10~*
5 AK? 1713 3.02-10"2
6 542 0.96 -10~2
7 AKY Bkgd 25441 4.48-10"%
8 AA Bkgd 20104 3.54 -107!
9 Voyo 4320 7.61-1072

Total 56746 1.00

Table 6.7: Pass 3 Results

of the Pass 1 and Pass 2 selection cuts. We find a few thousand VV events in the AA
and AK? categories, along with a healthy sample of background events in the mass
sidebands.

6.6 Pass 4 - Final sample selection

From the VV events selected in Pass 3 we select two subsets (AA and AKY) of events
using refined VV cuts. Each subset is further divided into smaller subsets based on
additional detector information from the dissociator and Cerenkov. The dissociator
and veto counter information is used to select events consistent with diffraction dis-
sociation of either an incident H dissociating to AA or an incident n dissociating to
AK}. Such events will have a small energy deposit in contiguous counters of the DSC
and no signal in the veto counter. We require AA events to have no tracks pointing
to hit phototubes in the beam left Cerenkov counter, consistent with protons from
lambda decay, but not with pions. From these final samples of AA and AKQ events
we select H candidates and a subset of AK events for a normalization signal.
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6.6.1 Refining VV Cuts

Both AA and AK? events are required to pass the same reconstruction quality cuts.
They must also satisfy the VV topology of a 2 V0-vertex reconstructed inside the
eight counters of the dissociator with both V9’s decaying downstream of the veto
counter. We also make a final invariant mass cut for lambdas and KQ’s.

These selection criteria (with the exception of the mass cuts) were chosen and
optimized by using events within the Pass 3 AK} signal box (types 4-6), the Pass 3
AK} mass sidebands (type 7), the Pass 3 AA mass sidebands (type 8), and 10% of
events within the AA signal box. The optimization was carried out by maximizing
the signal to background ratio for both AA and AK?Y simultaneously while varying
the cuts. The efficiency of the cuts was calculated using Monte Carlo H and AK}
events, to ensure we had a reasonable reconstruction efficiency for simulated signal

events.

Tracking and vertexing quality

The cuts on track and vertex fitting x®'s in Pass 3 were deliberately chosen to be
generous. For a final sample selection we required a better x2 for all of the fits as
shown in Table 6.8. The final cuts may be compared to those in Pass 3 and the x2
distributions in Figures 6.16, 6.18 and 6.19.

VV Topology

We require the AA and AKJ events to satisfy the VV topology, with a reconstructed
vertex inside the dissociator (in all three dimensions) and both V?° vertices down-
stream of the veto counter. This last requirement reduces background from neutron
interactions in the dissociator (e.g. >4 track stars, which have a good VV solution
with VV and V7 vertices at the same point inside the DSC, or 2 charged tracks plus
areal V%) and also ensures charged tracks from the V° decay do not traverse the veto
counter.

The cut on vertex position is made consistent with the size of the dissociator and
resolution of the reconstruction. In z we require |z| < 0.06 m, but we allow lyl <
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Track and Vertex ( Quality

Front < 125
X%\," S 125
xv < 20
x3v_ < 30

VV Topology
(2vv = zp5c)/0ny > -3
(2vv = 2838) [0y < 4
(2v = zveto) [0y, > 4.5

Mass Cuts
[m(pr=) —ms] < 2.5 MeV/c?
Im(a¥a~) ~mge] < 7.5 MeV/2
Im(nt7~) — myo|] > 10.0 MeV/c?

Table 6.8: Pass 4 VV Cuts

0.07 m. The cut on z is smaller because the beam is narrower than the dissociator.
The y cut allows for the full height of the dissociator (5 inches) as the beam is taller
than the counters. These cuts are shown superimposed on the distributions of zvy
and yvv for events surviving Pass 3 cuts of AA or AK? type. (Figure 6.22)

In the z coordinate the resolution is not as good (~ 1 cm) because the small
opening angle of the two V? trajectories amplifies the uncertainty on the VV position.
To make matters worse, our signal events are likely to have very small opening angles
because of their expected low invariant mass. To avoid biasing ourselves against
these events we chose to place the cut on the significance of the deviation of zyv
from the upstream and downstream faces of the dissociator. In doing this we rely on
the event by event uncertainty estimate from the VV fitter for the vertex position.
Before blindly proceeding, we checked that this uncertainty estimate is correlated
with the true error in Monte Carlo. Figure 6.23 shows a scatter plot of the true error,
Az = (257 — 28%), against the VV fit uncertainty, o.vv, for Monte Carlo events. The
figure shows that the uncertainty estimate from the V'V fitter is well correlated with
the true error, but o.yvv underestimates the actual error. We find that the width
of the true error distribution is given by 1.7 o.vv where the linear scale factor was
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Figure 6.24: Cuts on z-position of VV

determined by fitting Az/o.vv to a gaussian and finding a width of 1.7. With o.vv

established as a good measure of the true error, we cut on

(2vv — 2pgc)/o:vv > —3.0, and (6.17)
(zvv — 2830 /ovv < 4.0, (6.18)

which requires the vertex to be within 30 of the upstream face and within 40 of
the downstream face. Because of the factor of 1.7 mentioned above, this does not
represent a 99.7% confidence level cut as would normally be implied by a 3 o cut. We
were able to make a tighter cut at the upstream end because we found that there were
fewer AK events appearing to come from far upstream of the dissociator; presumably
the same would be true for diffractive AA events. The distribution of the normaiized
distances from the dissociator faces is shown in Figure 6.24 along with the cuts used.

The profile of the dissociator is easily identified in Figure 6.25 where yvv is plotted
against zyy for VV events passing the z-position cut only. The scatter of events at
z = 20.6 m and |y| > 0.07 is consistent with events coming from interactions in




CHAPTER 6. DATA ANALYSIS 138

’é‘ F t [ A | [ 1 l—r:
>-; - . ]
01 " -

5 3

ofF ' 7

01 | .
02 F .

L, |||lJIl|l?

205 206 207 208 209 21 211 212 213 214 215

Zyy (m)

Figure 6.25: yvv vs zyy for VV events passing zyy cuts. The box shows the dimen-
sions of the dissociator.

the veto counter. (Recall the beam is taller than the dissociator. These events are
removed by the yyv cut.)

We also must require the 2-position of the V0 decay vertex to be downstream of the
veto counter. As for the VV vertex, the resolution on this position is affected by the
small opening angle of the two tracks, so we make a cut on the normalized difference
from the z-position of the veto counter: (zy — zveo) /0, > 4.5. Again, we must check
whether o2y is a good estimate of the true error using Monte Carlo, and find that
it works well but underestimates the true error by a factor of 1.4. Figure 6.26 shows
the normalized deviation of V0 vertices from the veto counter for both AA and AK?
event types from Pass 3 on the left and for background event types on the right. The
cut at 4.5 o is effective in reducing events from the mass sideband regions (assigned
to types 7 or 8 in Pass 3), while there is still a substantial tail of AA and AK3 types
with V0 vertices many o away from the dissociator.
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Mass cuts

The mass cuts in Pass 3 were set conservatively. In the final selection we tightened
the cuts to about 3 ¢, where ¢ is the mass resolution for A’s or Kg’s, as determined
from AK? events. In AA events we additionally require m(n*7~) to be at least 4 &
away from the K° mass. The final mass cuts are given in Table 6.8.

6.6.2 Dissociator Information

To identify diffractive events we also make use of the dissociator and veto counter
information. As described in Section 4.3, for diffractive events we expect a small
energy deposit in the dissociator from the recoiling proton or nucleus. (In the case
of a coherent diffraction from a carbon nucleus, the recoil energy is too small to
be measured in the DSC.) If the Vs decay outside of the dissociator, then the
veto counter should have no energy. So we expect diffractive events to have little
or no energy deposit in the eight counters of the DSC, and an empty veto counter.
Our primary background to diffraction dissociation comes from neutron interactions
which will typically produce charged particles in addition to the AA or AK system.
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Inelastic neutron interactions can also leave a large energy deposit in the DSC from the
breakup of the target nucleus. Therefore, we can require a small energy deposit in the
DSC and no signal in the veto counter to discriminate against neutron interactions.
There will still be some background present from neutron interactions which produce
only neutral particles and cases where the charged particles escape detection due to
inefficiency.

Calibration

The dissociator and veto system were calibrated using special runs taken for that
purpose. We took advantage of the rich environment of the AGS experimental area
to take runs with no beam on our target, but with muons (from other beam lines)
present. A trigger selected events with at least two adjacent counters above threshold
in the DSC for these runs. These high energy muons are good mirimum ionizing
particles (MIP) and should deposit 2.6 MeV each as they pass through the 1/2”
counters of the DSC (less for the 1/8” veto counter). Using the MIP peaks each
counter and ADC channel was calibrated by extracting a MIP/charge calibration
constant. The positions of these peaks were checked throughout the run to check for
gain changes and were found to remain stable to within 15%.

The TDC time offsets relative to the trigger (o) for the counters were determined
from the AK2 data sample because we required a kinematically similar data set to
extract the ¢o’s. The slow protons from diffractive AKZ events arrive at the trigger
counters later than minimum bias events. (For a 2 GeV/c proton the arrival time is
as much as 3 ns later.) Compared to our timing resolution of ~ 5 ns this effect could
not be ignored. The time distribution for DSC/veto hits in AKQ events was used to
determine the tp offset for each channel. Representative distributions from the DSC
and Veto TDC channels are shown in Figure 6.27.

Empty veto

With the DSC ADCs and TDCs calibrated to give pulse heights in MIPS and time
relative to the trigger in nanoseconds, we then can define a veto requirement. The
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Figure 6.27: DSC TDC Distributions from AKS Events.

veto counter is viewed by two phototubes (for redundancy and increased efficiency
in this thin counter), so we define an empty veto counter to have no in time hit (i.e.
[t] > 5 ns) in either phototube and at least one ADC with less than 1/4 MIP. The
ADC requirement is added because the TDCs are edge triggered, and pile-up from
an earlier event can cause one or both TDCs to miss a hit.

6.6.3 Cerenkov Information

For AA events we require that tracks passing through the left Cerenkov not be asso-
ciated with any hits in the counter. For A — p7n~ decays, these tracks are protons,
which are below the Cerenkov threshold. Any background from =+ tracks in this
counter will be reduced by this cut. The threshold is 3 GeV/c for pions. Background
from muons and electrons is also reduced by this requirement.

Track association

Tracks are associated with a hit phototube and its mirror by extrapolating the track
trajectory from the spectrometer to Cerenkov box, forming the Cerenkov cone and




CHAPTER 6. DATA ANALYSIS 142

projecting it to the mirror surfaces. If the phototube viewing a mirror struck by the
cone has a TDC hit or pulse height above pedestal in the ADC, the track is considered
to have an associated hit in the Cerenkov counter.

6.6.4 AK}? sample

With the VV cuts in Table 6.8 we select events satisfying the AK2 mass cuts.
Figure 6.28 shows events passing all cuts except the mass cuts. The signal box is
shown as a box 5 MeV /c wide on the lambda axis by 15 MeV/c? wide on the kaon
axis. We find 2607 events inside the signal box, and these events comprise our inclu-
sive AK sample. The band at the A (K2) mass corresponds to events where one real
A (K2) is combined with a background V?, possibly from accidental overlap of tracks
(combinatoric) or real physics events other than AKJ. There are no DSC, Veto or
CER requirements for the inclusive sample. From the population of events outside
the signal box, we can estimate the number of background events which fall inside
the signal box. Using the density of events in the lambda and kaon bands and in a
box away from the signal box, we estimate a background of 14 events out of the 2607
events by linearly extrapolating into the signal box.

Empty Veto and Empty DSC samples

If we make the empty veto requirement (Section 6.6.2), there are 819 events remain-
ing. These events include diffraction dissociation events (n4 — AK2A), and inclusive
AK?Y events from inelastic neutron interactions where the other particles produced
are neutral, or range out in the DSC, or escape the DSC without hitting the veto
counter.

If we require also that there be no energy (above 1/3 MIP) in any of the 8 DSCs
counters (we define this to be the Empty DSC requirement), there are 292 events re-
maining. The stricter requirement on energy deposit in the dissociator selects diffrac-
tion dissociation events with recoil energy below the detection threshold (a fraction
of a MeV in each counter). Diffraction dissociation events which scatter coherently

from a Carbon nucleus in the plastic scintillator, will have undetectably small recoil
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Figure 6.28: Scatter plot of m(n*x~) vs m(pn~) for events passing all Inclusive
AKY cuts except mass. There are 2607 events inside the signal box shown at the
intersection of the A and K masses.
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energies. It is also possible that some diffraction events from neutrons in the Carbon
nucleus could fit this sample as the recoiling target neutron would leave no energy

unless it interacts.

6.6.5 AA sample

We also select AA events by applying the VV cuts of Table 6.8 and AA mass cuts
to the events from Pass 3. We also require that neither of the 2 positively charged
tracks in AA events be associated with a hit Cerenkov mirror, so that the tracks
are consistent with being a proton. Figure 6.29 is a scatter plot of m(pn~); versus
m(p7~ ), for Pass 3 events passing the refined VV and Cerenkov cuts. There are 40
events in the signal box and two bands at the lambda masses, one horizontal and one
vertical. There are also events in which neither invariant mass reconstructs to the
lambda mass, which is indicative of the larger amount of background relative to the
AKQ events.

To assess the significance of the events in the signal box, we estimate the amount
of background using the density of events on the two lambda bands and in a box away
from the lambda mass bands. In the approximation that the background density is
uniform over this plot, we calculate an expected background of 3.2 events inside tke
signal box (5 MeV/c? by 5 MeV/c?). The probability of a fluctuation causing us to
observe 40 events is very small. Figure 6.30 shows the significance graphically; it is
clear that the overlap of the two lambda bands is not sufficient to explain our peak.

Of the 40 events, only two satisfy the empty veto requirement. Their interpretation
is discussed in the next chapter.
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Figure 6.29: Scatter plot of m(pn~);, vs m(pn~), for Pass 3 events passing the final
VV cuts and the empty Cerenkov requirement. There are 40 events in the signal box
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Pass Events Reduction Factor |
Raw Data 40 866 016 1.00

Pass 1 11 665 773 0.28

Pass 2 415212 0.01

Pass 3 56 746 0.14 -10—2

Pass 4 AKg 2607 0.64 -10%

Pass 4 AA 40 0.98 -10-¢

Table 6.9: Data Analysis Summary

6.7 Data Analysis Summary

Beginning with the raw data, we have selected two samples of events using a multi-pass
analysis. At each pass increasingly restrictive requirements were made to select events
satisfying our VV topology while rejecting known sources of background. The final
samples, AA and AK2, represent a significant reduction of the raw data. Table 6.9
summarizes the events surviving each pass in the analysis. In the next chapter the
40 AA events are examined for any sign of the H, and the AKY events are used to
normalize the sensitivity of the experiment.




Chapter 7
Interpretation

In the data analysis described in the previous chapter, AA and AK? events were
identified. With only 40 AA events, only two of which have an empty veto counter,
the most we can hope to do is to set a limit on the cross section for H production. To
do so we must have a way of determining the flux of particles in our beam, and the
A K2 events provide a convenient way to accomplish this— convenient because they
have the same topology (VV, four tracks) as our expected signal events and they are
produced in the same physical process (diffraction dissociation). After examining the
AKYQ and AA event samples in the following sections of this chapter, we establish a
limit on H production and discuss the significance of the result.

7.1 AKY Events

The 2607 AK? events selected during data aralysis may be attributed to a number of
sources. Within the forward acceptance of the spectrometer the prominent source is
diffraction dissociation of neutrons from either quasi-free protons (hydrogen nuclei)

or carbon nuclei in the scintillator.

n+p — AK°+p (7.1)
n+C — AK°+C (7.2)

148
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In 7.2 above, the carbon nucleus remains intact in the so called coherent process where
the incoming particle wavefunction scatters coherently from the individual nucleons
of the nuclear target. Incoherent processes also occur, where the incoming particle
scatters from a single nucleon (or cluster of nucleons) in the carbon nucleus. Such
interactions could leave the nucleus in an excited state, resulting in the emission of
pions, or the break up the nucleus into constituent fragments.

n+C—oAK’+C* > AK +p+a+--- (7.3)
S AK'+C+7m+--- (7.9)

Other processes besides diffraction dissociation also contribute
n+A— A+ K+ X, (7.5)

where an incoming neutron interacts with a nucleus A, and the final state A and
K? are not necessarily associated with the same initial hadron. An example of such
a process is a cascade reaction where reaction products from an initial interaction

reinteract (or scatter) with other nucleons in the same nucleus, e.g.
n+n—I"+ K%+ p,
followed by reinteraction of the ¥~ with a proton in the same nucleus:
ST+p—A+n.

Typically such non-diffractive processes contain charged particles in X. Such events
are less likely to be accepted within the experimental apparatus compared to diffrac-
tive events with their characteristic forward production. This difference in physical
process is also seen in the invariant mass of AK? pairs, which will typically be much
larger for non-diffractive events when the A and K do not necessarily come from the
dissociation of a single hadron.

Note that in any of the above reactions £°K° may replace AK?, because the
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subsequent electromagnetic decay X% — A~ also leads to a A associated with the
event. In the above interactions K?, the eigenstate of the strong interaction, appears
instead of K3 which is observed through the weak decay K% — m*z~. The K3 is
a mixture (almost equal) of K and its antiparticle &°. An initially produced x°
can decay as a K32, but final states with a &° are less likely because the &° carries
S = —1, like the A, and would require production of an additional S = 1 particle in
the final state, e.g. nA — AK+*K*E n—a—A'.

For the purpose of normalizing the sensitivity of the experiment, it is necessary to
isolate a subset of the AKY events which can be attributed to a single source with a
measured cross section. Because non-diffractive interactions often produce additional
charged particles, we can enrich the event sample with diffraction dissociation events
by requiring an empty veto counter. When we do this there are indications that
the 819 vetoless events are fully consistent with diffraction dissociation, with little
or no background. Both diffraction from protons and carbon nuclei are included in
this sample. To separate the two contributions, a cut requiring no energy above
threshold in any of the dissociator counters is made, yielding a sample of 292 events
rich in coherent diffraction from carbon. A typical recoiling proton has 80 MeV of
kinetic energy; a recoiling intact carbon nucleus will leave no observable energy in
the dissociator.

By comparing the observed events with events generated in Monte Carlo with
the expected distributions from diffraction dissociation, we can lend support to the
diffraction dissociation interpretation of the vetoless AK2 events. Diffraction disso-
ciation is specified by a four momentum transfer ¢ and an invariant mass for the
dissociated state. The four momentum transfer follows an exponential distribution
dN/dt ~ exp(—blt]), with the slope b typically 9 GeV~2 for nucleon targets and the
energies in consideration. The invariant mass distribution and the incident neutron

momentum spectrum are described in the following sections.
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Resonance Mass Width Reference |
MeV/c? MeV/c?

N-(1650) 1650 200 PDG 6]

N*(1710) 1710 130 PDG

S51(1775) 1775 300 Cleland et al. [87]

D3(1950) 1953 200 Cleland et al. ]

Table 7.1: Resonances Used to Generate Diffractive AK2 Events

7.1.1 Invariant Mass Distribution

As described in Section 4.2.1 the invariant mass distribution in diffraction dissociation
near threshold is dominated by the production of resonances. With a simple model of
diffraction dissociation through 4 s-channel resonances (see Table 7.1), the data are
reproduced remarkably well. Two are known N* resonances; two are enhancements
reported by Cleland et al. for AK* diffractive production in pp scattering [87]. In
our simple model each resonance contributes equally to AK? production. To account
for the reduction in phase space near threshold, events are chosen from one of four
Breit-Wigner distributions weighted by the invariant phase space factor for two body
decays, p*/M?, where M is the invariant mass of the resonance. The momentum of
the daughters in the resonance rest frame is given in terms of their masses and the
mass of the resonance as

. {IME = (ma+mp 2|[MZ = (mp —mpa )]

2M (7.6)
With the Breit-Wigner distribution given by
dN %
dM = 4(M —mpg)? + ry’ (7.7
the invariant mass distribution is then
dN I? "
M~ 2 W =m0 (78)
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Figure 7.1: M, k2 Spectrum Modeled in Monte Carlo

Figure 7.1 shows the invariant mass spectrum from Equation 7.8 using the four reso-
nances in Table 7.1.

Events generated in Monte Carlo according to this distribution reproduce the ob-
served events well, despite the simplicity of the model. Figure 7.2 shows the data
events overlayed on the Monte Carlo distribution of accepted events for the down-
stream DSC position. A more complete treatment would replace the phase space
factor with a mass dependent width for the resonances and adjust the relative con-
tributions from the different resonances. At the level shown here however this fine
tuning is unnecessary. The simple model gives adequate reproduction of the data.

7.1.2 Momentum Spectrum

Not mentioned in the above, but necessary for a Monte Carlo simulation, is a neu-
tron momentum spectrum. Unfortunately there are few neutron momentum spectra
measured in the medium energy range (24.1 GeV) and angle of the beam line (65
mrad) used in this experiment. We use the observed events to calculate the neutron
momentum spectrum, taking advantage of the small momentum transfer implicit in
diffraction dissociation. In the approximation that there is no energy transfer between
target and beam particles in diffraction dissociation (equivalent to setting the recoil
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Figure 7.2: Invariant mass of empty veto AKJ events for data (points) and Monte
Carlo (histogram). The comparison is for events from runs with the downstream
position of the DSC. The Monte Carlo histogram is normalized to have the same
number of events.
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kinetic energy to zero), the neutron momentum is given by
~ 2 2
P?. ~ pAKg + mﬁKg —m, (7'9)

Applying the above to reconstructed events gives an estimate of the observed neutron
spectrum for accepted events. From Monte Carlo the acceptance correction is calcu-
lated allowing the incident spectrum to be determined from the accepted spectrum.

This spectrum is calculated using runs from one position of the dissociator. Us-
ing the derived spectrum in Monte Carlo simulation of the other dissociator position
allows an independent check of the spectrum. We compare the spectrum to a mea-
sured neutron spectrum at 24 GeV/c in a bubble chamber experiment [61] and to a
parameterized proton spectrum obtained from measurements of p-Be collisions [88].
The proton spectrum is only marginally appropriate to our situation (a light target
nucleus, Be, compared to Pt), but one expects the proton and neutron spectra to be
similar away from 0°, and we use it as a guide for comparison. Above 8 GeV/c, where
we have acceptance, the agreement between all three is reasonable. Figure 7.3 shows
the three spectra overlayed with acceptance corrected data.

7.1.3 ¢ Distribution

The four momentum transfer (¢) distribution in diffraction dissociation events is char-
acterized by an exponential distribution, exp(—bjt — #mis|), where b is determined
mainly by the size of the target particle and ¢, is the minimum kinematically al-
lowed four momentum transfer. (See Section 4.2.1) For a nucleon target b ~ 9 GeV~-2,
and for carbon, scaling with A%/3, b ~ 70 GeV~2. Scattering from a larger object gives
a steeper distribution in ¢. In this experiment, ¢ = ¢ — tn;, is very nearly given by
p%, the square of the momentum transverse to the incident neutron direction. Thus
by examining the p2 distribution (Figure 7.4) for the empty veto AK3 event sample,
we can see that the events are consistent with diffraction dissociation from single nu-
cleons with a contribution at small p from coherent diffraction from a larger nuclear
target. The empty DSC requirement reduces the contribution from nucleon targets,
allowing the coherent peak to be seen clearly.
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Figure 7.3: Incident neutron momentum spectrum derived from data (points) com-
| pared to a measured neutron spectrum (Blobel et al. ) and a parameterized proton
| spectrum (Sanford and Wang). The data points are corrected for acceptance, and
the shape of the spectrum derived from the data is shown as a solid histogram.
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Figure 7.4: Distribution of p2 for empty veto AK? events. The two lines are drawn
with slopes 70 GeV~2 and 10 GeV-~2 to guide the eye.

Examining the empty DSC sample in more detail allows the relative contributions
to be separated. These events have no energy deposited in any of the dissociator
counters, including the veto counters. They therefore come from coherent diffraction,
where the recoil energy is too small to result in any deposited energy, or from incoher-
ent diffraction from single nucleons or other processes, where the recoiling particle(s)
are neutral and leave no energy in the DSC or veto counters.

It is possible to improve the determination of ¢ by using complete spectrometer
measurements for the event and assuming the diffraction target to be a particular
particie. Recall Equation 4.18 written for H diffraction to two lambdas, now rewritten
to apply to the process nA — AKOA:

m} = m3ko + 297 — 2y/p3 ko — PR K3 + 2maKa — P} + 2Ka(Epgo — my). (7.10)

The kinetic energy of the recoiling target, K4 = —t/(2m,), is the only unknown,
and the equation may be solved for ¢ numerically on an event by event basis. Taking
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the target nucleus (A) to be carbon, we obtain the four momentum transfer for the
empty DSC events. To extract the exponential slope parameter, we fit the # = t—#,;,
distribution to the sum of two exponentials,

%i—\,r = Acexp(—bct’) + A; exp(=bit'). (7.11)

The distribution of ¢’ for the empty DSC events is shown in Figure 7.5. The coherent
contribution has a slope bc = 68 + 11 GeV~2, consistent with expectations that b
should scale with the radius of the target squared or A%/3. This slope is also consistent
with the slope of 60 GeV~2 observed by O’Brien et al. for n+ C — pr~ + C coherent
diffraction dissociation [89]. The background contribution has b; = 11 £ 2 GeV~2,
consistent with diffraction from single nucleons.

7.1.4 Normalization Sample

The empty DSC AK} events are the cleanest subset of the AK? events. We choose
to normalize to the coherent AKJ events, determining the number contributing to
the empty DSC sample by integrating the coherent piece of Eq. 7.11. The fit to the
t’ distribution gives Ac = 105 = 13, which implies a total of 187 = 39 events coming
from the coherent process. Choosing to normalize to the coherent diffractive process
introduces a theoretical error, because we must rely on a calculation for this specific
cross section rather than on a measurement. However, this uncertainty is preferable
to the experimental problems associated with obtaining a clean sample of any other
process.

7.2 AA Events

The 40 AA events selected in the data analysis are a significant signal (37 events
above background) of double lambda production. Before considering possible physics
sources of these events, we consider the possibility that they arise from accidental
overlap of two separate neutron interactions (say diffraction dissociation) each pro-
ducing one A. Such events would need to overlap both in time and space to fake a
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Figure 7.5: ¢ = t — ty;, distribution for empty DSC AKJ events. The fit shown
is the sum of two exponentials. The peak at small ¢’ is primarily due to diffraction
from carbon nuclei, and the tail extending to larger values comes from diffraction
scattering from nucleon targets.
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VV topology and be detected in the spectrometer. Although from a crude calculation
of the rate of interactions in the detector such an overlap appears impossible, we can
not exclude this mechanism as a source of the AA events based on average rate argu-
ments because the beam intensity varies during each spill. Instead we reanalyzed 40%
of the data eliminating the VV fits and cut requirements. Based on the number of
additional AA events observed (i.e. the ones failing the topology cuts of the original
analysis) and a Monte Carlo calculation of the rejection power of the VV cuts on A’s
produced at different positions in the dissociator, we estimate a contribution of at
most 0.08 events to the AA signal from accidental overlap of two neutron interactions.
With this systematic source of AA events eliminated we now consider possible physics
sources.
Some possible physics processes for AA production are diffraction dissociation of
H’s (our signal)
H+A—-AA+ A (7.12)

and neutron interactions with double associated production of strangeness
n+A—-A+A+X, (7.13)

where X must contain particles carrying a net strangeness of S = 2. An example of
the latter would be X = K°K+.... '

We do not expect interactions of K?’s in the neutral beam to contribute to AA
production. Although beginning with one unit of strangeness (the K? will interact
strongly as a &° half of the time), an additional antibaryon must be produced in
association with the second A. The difficulty of producing a baryon-antibaryon pair
at low energies combined with the reduced flux of K7 relative to neutrons makes this

production mechanism unlikely.

7.2.1 AA Kinematics

In addition to the VV topology and dissociator/veto information of the 40 AA events,
the distribution of kinematic variables can be used to assess the likelihood that they
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signal H dissociation. Most important (as already mentioned) is the requirement
that the veto counter be empty for H dissociation candidates. Only two of the
40 AA events pass the empty veto requirement. To aid in understanding possible
backgrounds to the H dissociation signal, all 40 events are examined in invariant
mass, momentum and transverse momentum. The likelihood of the two empty veto
events arising from the background process(es) responsible for the other 38 events
can thereby be assessed.

Invariant mass

As argued in section 4.2.1, diffraction dissociation favors low invariant mass. For
the H in particular there is only one decay channel available to an excited H* if the
excited state mass is below m, + m=e = 2255 MeV/c2. How this situation affects
the spectrum of A-A invariant mass in H dissociation is, of course, uoknown, but it
might be expected that H dissociation favors low mass states, just as the finite mass
sum rule predicts in Regge phenomenology. Other interactions will produce AA pairs
with typically large invariant masses. Figure 7.6 shows the invariant mass of the 40
AA events. At this point we may also note that no evidence of a AA resonance above
2m, is seen.

Momentum distribution

The momentum of the AA system for the 40 events is plotted in Figure 7.7. In
Figure 7.8 a scatter plot of AA invariant mass versus momentum shows no obvious
grouping of high momentum-low mass events which we could identify with a dissoci-
ation signal.

p% distribution
The clearest evidence that the two empty veto AA events are not due to H dissociation
is the transverse momentum distribution. For diffraction dissociation we expect the

p% = t' distribution to be peaked at small values; according to diffraction dissociation
phenomenology dN/dp} ~ exp(—bp}). Although we do not know @ priori what slope




CHAPTER 7. INTERPRETATION 161

Ng L

S -

> N

& 7 +— ——

° =

S =

= N

2 6~

9 N

= B
s b
3 |
>
- ]
1
0-1|—|—1[I!||!|l|1||1|ly|||||||91
22 225 23 235 24 245 2.5 2.55 2.6

M,, (GeVic?)
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Event My, PAA P> Kpsc
GeV/2 GeV/c (GeV/c)) MeV

327 23630 12.78 0.235 20.21
1044 22681 10.97 0.501 2.23

Table 7.2: Kinematics of empty veto AA events. The AA invariant mass, momentum
and transverse momentum are reconstructed using the spectrometer. The measured
energy of the recoil, Kpsc, is the energy recorded in the dissociator.

parameter governs dissociation of a new type of hadron, it is reasonable to expect b to
be the same as measured for the AKJ events. As noted earlier, the slope parameter is,
to a very good approximation, independent of the type of hadron dissociating, being
mainly a function of the size of the target particle. Figure 7.9 shows the distribution
of p% for the AA events. The distribution is not consistent with the small values
of p% expected in a diffractive process, and the two empty veto events are found at
p% = 0.235 and 0.501 (GeV/c)?, quite far out on an exponential distribution with
slope b ~ 10 GeV~2. The requirement p% < 0.330 (GeV/c)? is 95% efficient for a
signal with slope b = 9 GeV~2. Ouly one empty veto event passes this p2 cut. This
event is marginally consistent with coming from H dissociation. Both empty veto
events are consistent with coming from the same process as the other 38 events, that

is to say neutron interactions.

7.2.2 Empty Veto AA Events: A Closer Look

Both empty veto events were observed with the dissociator in the downstream posi-
tion. The measured kinematic quantities of the two empty veto AA events are listed
in Table 7.2. Figure 7.10 is an event plot showing the vertex and dissociator informa-
tion for one of the two events. Tracks are shown as solid lines, and a 3¢ error ellipse is
shown at V? vertex locations. (In the figure only one V' vertex is visible; the second
V0 decays outside the frame of the picture.) Dotted lines project V? trajectories back
to the VV vertex inside the DSC, where an error ellipse shows the position of the
VV. On the left of the event display, bar graphs show pulse height and time of any




CHAPTER 7. INTERPRETATION 165

N: -
9 N
g sf — 8exp(-9p))
8
e
Z 7
Z 3
g -
= -
6
sk
<F
31
2|
1
O—s "1"'-111
0 0.5 0.6 0.7 0.8

P2(AA) (GeV/c)?

Figure 7.9: Distribution of p2 for AA events. Solid boxes show the two empty veto
events. The superimposed curve shows the distribution expected for diffraction from
nucleons, with the cut at p2 = 0.330 GeV? shown by an arrow.
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hit dissociator segments, which are numbered from 1-10 in the z-direction.! The VV
vertex for event 327 is located in the sixth counter of the DSC, and the event has two
hit DSC counters (number 5 and 6) with a small in-time energy deposit. Figures 7.11
(z,2) and 7.12 (y, z) plot the four tracks in the spectrometer, showing on the right
a view of the entire spectrometer, and on the left a close up view of the tracks and
associated hits in the drift chamber modules. Two close up views are plotted for each
of the five chamber z-positions. For DC4 and DCS5, the left and right modules are
shown separately. For the front three chambers (D C1-DC3), the two views center on
different tracks, occasionally showing the same hits and tracks when they are all close
together. The wire hits in the drift chambers are plotted as circles showing the drift
distance.? Small diamonds indicate the position on the drift circles used in the track
fit. The trajectory plotted is the best fit track swum from the upstream chambers;
multiple scattering can cause the ideal track fit to miss the actual hit positions in the
final chambers.

Both events have the expected topology of H dissociation events: a VV re-
constructed inside the dissociator, a small energy deposit in a few counters of the
DSC and no veto signal. However the measured energy in the dissociator is too
small in both events to be consistent with a proton recoil from dissociation. (Recall
K = —t/(2m,) = p?/(2m,;).) A coherent diffraction from carbon is also ruled out
because there should be no measurable energy in the DSC. It is possible that these
events come from an incoherent dissociation from a nucleon inside the carbon nu-
cleus, which recoils and results in the measured energy, but the observed transverse
momentum makes this unlikely. The p% of event 1044 is too large to be consistent
with H diffraction dissociation, and event 327 has a p2 only marginally consistent
with expectations, lying on the tail of our measured AK? p% distribution. We must
conclude neither of these events comes from H dissociation, but they most likely

!DSC counters 9 and 10 refer to the two phototubes of the veto counter.

20ut of time hits are plotted as a square centered on the wire. Such early or late hits may be
czused by tracks unassociated with the event, electronic cross talk or delta rays. It is not possible
to convert these out of time hits to a physically consistent drift distance. In addition, some late hits
are converted to the maximum drift distance. Examples of both types of out of time hits may be
seen in the close up view of chamber 2u in Figure 7.11.
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result from neutron interactions such as n +p — AKPAK? + X, where X is some
charged particle recoiling in the dissociator. The two K’s are not observed in the
detector (quite likely if they are KJ's) and result in the large measured p2.

7.3 Setting a Limit on H Production

Having observed only a single event consistent with H dissociation but also consistent
with background, we now may set a limit on the cross section for production of H
dibaryons in p-Pt collisions. We set a limit by normalizing to neutron production,
where the neutron is observed by the coherent diffraction dissociation process n+C —
AK?+C.

7.3.1 Method

The differential cross section for H production in p-Pt collisions at 24.1 GeV/c is
given in terms of the cross section for neutron production as

dog _ [ NirAaxa05xe\ do,
a2 65mrad_ NAKgAAAaAA an

. (7.14)
65 mrad

Here we have normalized to the number of coherent AK? events produced from car-
bon, N, k3, Which we obtain from the fit to the ¢ distribution. The cross section for
coherent diffraction dissociation of neutrons from carbon nuclei is ang , and the cross
section for H diffraction dissociation is 054. Both of these cross sections must be cal-
culated from phenomenological models, and as such they contribute significantly to
the systematic error. The geometrical acceptance times efficiency of AKQ (AA) event
selection is given in the above by A, k2 (Aan). Each of these terms is calculated using
Monte Carlo simulation of H or n dissociation events. Because the limit is set on
a ratio of cross sections, the systematic error involved in determining the efficiencies
Apa and A, K is reduced; any common systematic error will cancel in the ratio of
the two efficiencies, making the need for an absolute determination of the geometrical
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acceptance and efficiency of the event selection unnecessary. The similarity of the co-
herent AK2 sample to the expected signal from H dissociation (four tracks, forward
process) ensures that the ratio of efficiencies is likely to be free of error compared to

the absolute efficiencies.

Niks

From a fit to the ¢’ distribution, we find 187339 AKQ events attributable to coherent
dissociation from carbon nuclei. These events break down into 105 3 32 events from
the downstream dissociator position and 81 == 18 events from the upstream position.

Apks

The probability for a AK2 event produced coherently from carbon at the dissociator
to be detected and identified in the analysis, A, K2» 1s calculated using Monte Carlo
simulation. Monte Carlo events are generated using the neutron spectrum obtained
from data (Figure 7.3), the simple four resonance model for M, k2 (Equation 7.8),
and an exponential ¢ distribution with & = 68 GeV~2. A full detector simulation
of the event in the Monte Carlo program is used to determine which events are
geometrically accepted in the detector. The Monte Carlo program is integrated with
the offline software programs so the simulated events may be analyzed by the same
code as the actual events. The number of AK? events identified by the analysis code
is divided by the number of events generated to obtain the net efficiency.

Table 7.3 lists the result of this calculation for the two dissociator positions. The
statistical uncertainty of the results is less than 2% of the determined efficiency.
To assign a systematic uncertainty to these efficiencies, simulations were done using
different neutron spectra and invariant mass spectra, both varied within acceptable
limits determined by the observed events. The three neutron spectra in Figure 7.3
were used. In addition to the model for MAKg with four equally weighted Breit-
Wigner resonances from Table 7.1 (Resonance 1), we consider a reweighted resonance
model (Resonance 2), with the $3(1775) and D3(1950) resonances enhanced to 30%
and 40% respectively, and a finite mass sum rule distribution (FMSR) weighted by




CHAPTER 7. INTERPRETATION 172

n spectrum Mg spectrum  A},. Ajxo
Data Resonance 1 1.71-107° 2.94.107°
Blobel Resonance 1 2.14-107° 3.41-.10°%
Wang Resonance 1 2.06-10~% 3.37-10°3
Data Resonance 2 1.58-10"% 2.73-10"3
| Data FMSR 125-107% 2.35-107%

Table 7.3: Monte Carlo AK? acceptance for different models. The models include
three neutron spectra and three m(AKQ) distributions. Results for both DSC posi-
tions are denoted by the superscript u (upstream) and d (downstream).

hase space:
P P dN 1 "

= . 7.15
DMy~ Mg — M2 Marg (7-19)

This distribution follows from the finite mass sum rule (See Section 4.2.1), which
gives the average behavior of the differential cross section as dN/dv ~ 1/v, where
v=M: K2~ M? — t. In Equation 7.15 we have ignored ¢ compared to A(M2) and
changed variable from v to M, k3. The results for these modified models are also given
in the table. From the variation, an overall systematic error of 20% (15%) is assigned
to the upstream (downstream) efficiency determined using the Data spectrum and

the Resonance 1 model for M, K-

Apa

The efficiency for H dissociation AA events is also determined from Monte Carlo.
Lacking any signal to guide the choice of kinematic distributions for generating events,
we consider 2 number of models for the H momentum spectrum and the H* (AA)
invariant mass spectrum. We use two momentum spectra calculated in the coalescence
model of Cousins and Klein (see Sec. 4.1.1)3, as well as H’s of fixed momentum
py = 7.03 GeV/c, which is the lab momentum of an H produced at rest in the center

3The second coalescence spectrum comes from a preliminary version of their coalescence calcula-
tion, which used different A production data.
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of mass. The later is appropriate if the H is centrally produced, and is chosen as a
simple and very different model for the production of H dibaryons. The H* mass
distribution from dissociating H’s is taken from the finite mass sum rule prescription
modified by two body phase space:

dN 1 [

- . 7.16
dMrn =~ ME, — M3 Mo (7.16)

A second invariant mass spectrum is taken as a resonance at 2.3 GeV/c? with a width
I' = 0.250 GeV/c2. There is a dependence on the dissociation target (free proton or
carbon nucleus) because of the smaller momentum transfer for coherent diffraction
from carbon. Because we would accept either source of AA as a signal, we calculate
separate acceptances for the two processes. The t distribution has slope b = 9 GeV~2
for nucleon targets and b = 68 GeV~2 for carbon targets.

Table 7.4 lists the efficiencies for the models considered. For the purpose of setting
a limit, we average all the models for a particular target and take the spread of values
as indicative of an overall systematic uncertainty of 60% for carbon targets and 80%

for proton or nucleon targets.

OAA

The cross section for diffraction dissociation of H’s to AA was discussed in detail in
Section 4.2. In several different models values ranging from 0.1-1.0 mb were found,
and we found the exact value in each model to depend on the H mass. Without any
more definite knowledge about the H, we take a central value of o44 = 0.5 mb.

”fx:xg

The cross section for coberent diffraction dissociation of neutrons on carbon to AK?®
has not been measured, but we estimate it using an optical model [90, 28] to scale
from the cross section for dissociation from protons, which has been measured in
several experiments. A similar optical model has been used successfully to predict
the cross section for the coherent process n+ C — pn~C in terms of the cross section
for scattering from individual nucleons [91].
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pr spectrum Mj, spectn?m Target A ASa

Coalescence1 FMSR C 1.47-107° 1.91.10°°
Coalescence 1 Resonance C 2.30-10~3 2.83.10-3
Coalescence 2 FMSR C 0.79-10~3% 1.27-10-3
Coalescence 2 Resonance C 1.14-10"% 1.71-10°3
Fixed FMSR C 0.25-10"% 0.53.10°3
Average C 1.19-10-% 1.65-10-3
Ccalescence1 FMSR P 0.78-10"° 0.93-10°3
Coalescence 1 Resonance p 1.78-10"% 2.12.10°3
Coalescence 2 FMSR P 0.35-10"% 0.55-10"3
Coalescence 2 Resonance D 0.70-10~% 1.10-10"3
Fixed FMSR P 0.07-10-% 0.15-10-3
Average P 0.74-10-% 0.97-.1073

Table 7.4: Monte Carlo AA acceptance for different models considered. The statistical
uncertainty is ~ 3% for all the models. The superscript (d) denotes the upstream
(downstream) DSC position.

In the optical model, the nucleus is considered as a collection of nucleons which
act as individual scattering centers, with some density distribution inside the nucleus.
The neutron wave scatters from each of the nucleons, adding coherently in the forward
direction. However, because of nuclear shadowing, the probability to scatter from an
individual nucleon decreases as the wave moves through the nucleus. The wave must
scatter coherently from all of the nucleons to result in the coherent process; if it does
not scatter coherently, then the nucleus may be dissociated or left in an excited state.
The effect of the distribution of nucleons inside the nucleus is seen through a form
factor f(q), derived from the density distribution. With the differential cross section
for scattering from an individual nucleon parameterized as do/dp2 = C, exp(—bp2),
the optical model gives the differential cross section for coherent scattering in the
forward direction as

doSyeo
—z (7 = 0) = CoA?| F(0) . (7.17)
dp}
Our optical model accounts for the possible decay of the intermediate N* while still
in the nucleus, spoiling the coherence. We obtain a form factor |f (0)|2 = 0.08 using a
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simple model of the nuclear density. Varying the density model does not change the
value of f by more than 10%. Using the slope parameters measured from our data,
the overall ratio of coherent dissociation to dissociation from free protons is

o(n+C— AK°+C)=(1.4+0.35)0(n +p — AK® + p), (7.18)

where the uncertainty comes from adding the 10% uncertainty from the choice of
nuclear density in quadrature with the uncertainties in the the determination of the
slope parameters bc and b; from the ¢ fit.

Ansorge et al. measured the diffraction dissociation cross section o(n+p — AK%+
p) using a bubble chamber and a neutron beam of momentum 10-24 GeV/c [92].
Using their value of (8.7 & 3.5) ub, divided by two to obtain AK2, we find 61(\:}{3 =
5.9% 1.8 ub. This compares well with the cross section for p+p — AK+ + p obtained
by Cleland et al. [87] for 30 GeV/c protons. Dividing by two to account for double
counting of protons and by another factor of two for K° — K2, their measured value
of (16.6 =+ 3.3) ub implies "Xxg = (5.81 £ 1.16) ub. Averaging these two values and
including a systematic uncertainty of 25% for the optical model we have

TRxe = (5.85 £ 1.04 & 1.46) b. (7.19)

TPK3 production will also result in AK events because the £° decays to Ay immedi-
ately. Ansorge et al. measured Z°K? production to be comparable to AK?® production
(0goxo = 6.7 % 3.4 ub), so we should increase the cross section affxg by a factor of
two. However, an identical factor of two arises for 044 due to the additional channel
H+p— 2%+ p. We assume these factors cancel in the ratio.

Naa

Because we observe a single event consistent with background, we set 2 90% confidence
level upper limit on the cross section by assigning Na4 to be the probability to observe
one or zero events. Because of the large uncertainty (80%) in the sensitivity, the usual
Poisson probability of 3.89 events is multiplied by a scale factor F, according to the
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prescription of Cousins and Highland [93]. This method incorporates the uncertainty
in the determination of the sensitivity into the upper limit, increasing the it from 3.89
to 7.3 events.

7.3.2 Result

We combine results from the two positions of the dissociator into a single limit:

4o < Ny + Niy OAk?2 do,
dQ 65mr OAA dﬂ 65mr

- d
ijz%(l.mxf +6.344%Y) + %\’;-3(1.4,47(,? +6.344%57
(7.20)
Here we account for H dissociation either from a carbon nucleus with cross section
o$A = 1.4044 or from a single nucleon in carbon (scaling o544 by A%/3 to account for
shadowing) or from a free proton. The ratio of hydrogen to carbon in scintillator is
1.1, so the net number of nucleon targets is 1.1 4+ 12%/3 = 6.34. Inserting the values

found above for the acceptances and number of events we have

do _qdo,
29 s < 14-10 E 65ems (7.21)

< 0.6mb/sr. (7.22)

In the last equation we have substituted 4.26 barn/sr for the neutroa differential
cross section at 65 mrad, obtained by scaling Blobel et al. ’s values measured in pp
collisions by A%/3 [61]. The limit obtained here must be modified for H’s with lifetimes
less than 10~7 s to account for the probability of the H to survive the ~ 20 m flight to
the target. That probability is approximately 50% for 2 centrally produced H (p =7
GeV/c) with 7g = 1078 s.

7.4 Conclusion and Implications

The limit obtained in Equation 7.22 is not sufficient to rule out the existence of the H,
but it does begin to approach an interesting level. For example, the coalescence model
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(Section 4.1.1) predicts cross sections within an order of magnitude. Of the other ex-
periments, the only one with sensitivity to a long-lived H is Gustafson et al. However
their result is for masses above 2.0 GeV/c?, and for lifetimes 7 > 10~7 s, while this
experiment is also sensitive to lighter H’s with lifelimes >10~%s. As such this exper-
iment explored new territory in the parameier space available to the H dibaryon. In
addition, the production of 40 AA events through n-A4 collisions in our dissociator,
shows that the ingredients of the H are already produced at available energies. These
events are particularly interesting because they are produced at low invariant mass
and therefore also at the small relative momenta which makes their coalescence likely.
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