
SLAC-R-557

UC-414

Precision Measurement of the Spin Structure of the Proton and
the Deuteron�

Frank R. Wesselmann

Stanford Linear Accelerator Center

Stanford University

Stanford, CA 94309

SLAC-Report-557

May 2000

Prepared for the Department of Energy

under contract number DE-AC03-76SF00515

Printed in the United States of America. Available from the National Technical Information

Service, U.S. Department of Commerce, 5285 Port Royal Road, Spring�eld, VA 22161.

�Ph.D. thesis, Old Dominion University, Norfolk, VA 23508.



ABSTRACT

PRECISION MEASUREMENT OF THE SPIN

STRUCTURE OF THE PROTON AND THE

DEUTERON

Frank R. Wesselmann

Old Dominion University, 2000

Director: Dr. Sebastian E. Kuhn

Experiment E155 at the Stanford Linear Accelerator Center measured the spin

structure functions g1 and g2 of the proton and deuteron using deep inelastic

scattering of 50 GeV polarized electrons from dynamically polarized, solid 15NH3

and 6LiD targets. Three independent spectrometers, covering a large kinematic

region, 0:014 < xBjorken < 0:9 and 1 < Q2 < 40 (GeV=c)2, detected 200 million

events. A fully self-consistent and statistically sound approach to calculating

radiative corrections was developed, providing well-de�ned statistical errors for

the E155 data set. Also, a comprehensive �t to the global data set was created

which simultaneously describes all existing data on p, d and n (3He) targets. The

results represent a signi�cant increase in the accuracy of the world data set and,

together with the existing data, give improved results for the Bjorken sum rule

and the quark spins. The gluon contribution to the nucleon spin is con�rmed to

be signi�cant.
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Chapter 1

Introduction

1.1 Overview

The study of the make-up of matter, discovering what everything is made of, has

gone beyond the \indivisible" atom to the contents of its parts, the quarks and

gluons of the nucleons. Our current understanding suggests that in addition to

the minimal set of three \valence" quarks we have a \sea" of quark-antiquark

pairs, existing within the boundaries set by the Heisenberg uncertainty principle,

all held together by the mediating gluons.

While this provides a qualitative picture of the nucleon, we want to know \how

much" each of its constituents contributes. Here, we encounter the new problem

of how to quantify this. The mass structure and even the charge distribution have

been extensively studied and are reasonably well understood. However, the �nite

set of \good" observables de�ned by quantum mechanics includes other quantities

as well.

One of the most fundamental but macroscopically not readily apparent proper-

ties of matter is the intrinsic spin of particles. This is especially signi�cant since we

can make an important distinction between integer and half-integer spin particles,

Bosons and Fermions. While it is well established that the quarks carry spin 1
2

and therefore the three valence quarks could give the nucleon's ground state spin

This dissertation follows the form of The Physical Review.
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CHAPTER 1. INTRODUCTION 2

of 1
2
, it has been discovered that things are not quite so straight-forward. Rather,

it was found, the sea quarks and even the gluons contribute to the nucleon's spin.

In general, then, we can express the nucleon spin in terms of the contribution from

sea and valence quarks (��), gluons (�G) and the orbital angular momentum of

the system, L:

S =
1

2
�� +�G + L (1)

Of course, to measure how the individual components' spins combine to give

the overall observed value requires that one be able to measure their spin in

the �rst place. The method used in this experiment was to measure the spin

dependent interaction of \deep inelastic scattering" (DIS), where a spin-polarized

lepton is scattered o� an also spin-polarized nuclear target. The kinematics and

the detector setup are chosen to ensure detection of leptons that scattered by

interacting with one of the nucleon's constituents. The fundamental process is

depicted in �gure 1 and the relevant kinematic quantities are de�ned in table I.

k k0

q = k � k0

p p+ q

FIG. 1: Feynman Diagram of Polarized DIS Process.

We can relate the cross section of this process to the basic Mott cross section for

point-like targets by introducing structure functions, mathematical expressions for

the internal structure of the nucleons. The basic, spin polarization-independent

nucleon structure is represented by the structure functions F1 and F2:
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TABLE I: Kinematic De�nitions for Deep Inelastic Scattering.

m lepton rest mass

M nucleon rest mass

k = (E0; ~k) four-momentum of incident lepton

k0 = (E 0; ~k0) four-momentum of scattered lepton

p = (M;~0) four-momentum of target nucleon

� scattering angle in laboratory frame

q = k � k0 four-momentum transfer

� = E0 � E 0 energy of the virtual photon

W 2 =M2 + 2M� �Q2 missing mass

Q2 = �q2 = 4E0E
0 sin2

�
�

2

�
\virtuality" of photon

x = Q2

2M�
Bjorken scaling variable

y = �=E0

z = xM=E0

� = 1=
h
1 + 2(1 + �2

Q2 ) tan
2( �

2
)
i


2 = 4M2x2=Q2

D0 = (1��)(2�y)
y[1+�R(x;Q2)]

fk =
1

F1(x;Q2)
1
�

1��
1+�R(x;Q2)

D = 1�E0
�=E

1+�R

� = �
p
Q2=(E � E 0�)

d = D
q
2�=(1 + �)

� = �(1 + �)=2�
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d2�

d
 dE 0
=

d2�Mott

d
 dE 0

"
2F1

M
tan2

�

2
+
F2

�

#

=
4�2E 02

Q4M

"
2 sin2

�

2
F1 +

M

�
cos2

�

2
F2

#
(2)

Since we are interested in the spin structure, we also need to introduce the

spin structure functions g1 and g2:

d2�#*

d
 dE 0
�

d2�"*

d
 dE 0
=

4�2E 02

Q4M

"
Q2(E + E 0 cos �)

�EE 0
g1 �

Q4

�2EE 0
g2

#
(3)

d2�#(

d
 dE 0
�

d2�"(

d
 dE 0
=

4�2E 02

Q4M

"
Q2 sin �

�E
g1 �

2Q2 sin �

�2
g2

#
(4)

The four di�erent cross sections refer to the possible geometric arrangements

of the target nucleon's spin and the probing electron's spin direction, both relative

to the direction of the beam: parallel (�"*), anti-parallel (�#*) and two perpen-

dicular arrangements (�#( and �"() where the target spin points towards the

spectrometer in the scattering plane.

While it is the spin structure functions that are of interest, they are not what

we can directly measure. Fortunately, they can be related to a measurable spin

asymmetry, which also serves to increase the accuracy of the measurement: The

impact of the spin on the overall interaction is small, so an absolute measurement

would be di�cult and yield unsatisfying accuracies. Instead, we measured the

di�erence between two alternative spin orientations, scaled by the average to yield

a parallel spin asymmetry

Ak =
�#* � �"*

�#* + �"*
(5)

and a perpendicular spin asymmetry

A? =
�#( � �"(

�#( + �"(
(6)

This highlights the di�erence and removes the absolute scale, improving the accu-

racy of the measurement. The cross sections �"*, �#*, �#( and �"( are shorthand

notation for the same di�erential cross sections de�ned above.
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Taken as pairs, these asymmetries can be related to the spin structure func-

tions, using only kinematic terms and the unpolarized structure functions F1 andR:

g1 =
Ak + tan(�=2)A?

fk(E + E 0)
(7)

and

g2 =
y

2 sin �

E+E0 cos �
E0

A? � sin �Ak

fk(E + E 0)
(8)

The actually measured asymmetry is determined as the asymmetry between

detected events or event rates, thereby eliminating any absolute scales inherent

in the cross sections, which are often di�cult to determine. In terms of the count

rates N+ and N� for opposing electron polarization directions, we can write

A =
N� �N+

N� +N+
(9)

where A is either Ak or A?, depending on the orientation of the nucleon spin.

1.2 Virtual Photon Asymmetries

In addition to the nucleon structure functions g1 and g2, and the cross section

asymmetries Ak and A?, we can also de�ne the virtual photon asymmetries A1 and

A2, which represent the interaction between the virtual photon and the nucleon:

g1 =
F1

1 + 
2
(A1 + 
A2) (10)

g2 =
F1

1 + 
2
(A2=
 � A1) (11)

or in terms of the asymmetries,

Ak = D (A1 + �A2) (12)

A? = d (A2 � �A1) (13)

More fundamentally, we can express these asymmetries in terms of the helicity-

dependent cross sections �T3=2, �
T

1=2, �
L

1=2 and �TL1=2 of the interaction between the
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virtual photon and the polarized nucleon:

A1 =
�T1=2 � �T3=2

�T1=2 + �T3=2
=
�T1=2 � �T3=2

�T
(14)

A2 =
�TL1=2

�T
(15)

R =
�L1=2

�T
(16)

�T = �T1=2 + �T3=2 (17)

Using the virtual photon's direction as reference, these cross sections di�erentiate

between a longitudinally (L) or transversely (T) polarized photon, and the total

spin of the photon-nucleon system, 1
2
or 3

2
.

One advantage of the fA1; A2g set over the other two are the positivity con-

straints. Using the very de�nition of the quantities, eq. 14 and 15 respectively,

and the fundamental inequalities

j�T1=2 � �T3=2j � �T1=2 + �T3=2

and

j�TL1=2j �
q
�L1=2 � �

T

1=2

we can derive the boundaries

jA1j � 1 (18)

and

jA2j �

s
1

2
R (A1 + 1) (19)

1.3 DIS and QCD

In order to understand what the spin structure functions actually represent, we

need to look at a model of the nucleon. The simplest interpretation uses the na��ve

quark-parton model. Here, we consider the nucleon to consist of non-interacting

quarks and inert gluons, which do not take part in the scattering. This corresponds

to the \scaling limit" [1], the case of Q2 ! 1, as the interaction gets relatively
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smaller. We can then consider the DIS process to correspond to elastic scattering

o� a parton with a fraction xBjorken of the nucleon's momentum, where xBjorken is

the quantity de�ned previously.

Now, we can also de�ne the distribution function qi(x) as a function of xBjorken ,

describing the probability density of �nding a given quark 
avor i with momentum

fraction xBjorken inside the nucleon. Separating the two polarization directions,

parallel or antiparallel to the nucleon spin, we can write the unpolarized structure

function F1 as:

F1(x) =
1

2

X
i

e2
i

�
q"i (x) + q#i (x)

�
(20)

where ei is the individual parton's charge and the sum is over the quark 
avors.

Similarly, we can write the spin dependent structure function g1 as:

g1(x) =
1

2

X
i

e2
i

�
q"i (x)� q#i (x)

�
(21)

It should be noted that in this model g2 = 0, as it is most easily related to

transverse momentum, which is de�ned to be 0 by the initial model assumptions.

We can now express the net spin contribution of any one quark 
avor i to the

nucleon spin as

�qi =
Z 1

0

h
q"i (x)� q#i (x)

i
dx (22)

and, using equation 21, above,

Z 1

0
gp1 dx =

1

2

�
4

9
�u+

1

9
�d+

1

9
�s

�
(23)

Z 1

0
gn1 dx =

1

2

�
1

9
�u+

4

9
�d+

1

9
�s

�
(24)

for the integral over the proton and the neutron spin structure function g1.

We can also relate these quark spin di�erences to the eigenstates of the stan-

dard model's SU(3) 
avor symmetry:

�q0 = �� = �u+�d+�s (25)

�q3 = F +D = �u��d (26)

�q8 = 3F �D = �u+�d� 2�s (27)
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where �� is the total spin of the quarks (see eq. 1) and F and D are constants

that can be determined from various weak decays.

In particular, the sum F +D is given by the ratio gA=gV , the axial form factor

for neutron � decay. If we now note that �u��d corresponds to (six times) the

di�erence between equations 23 and 24, we �nd that

Z 1

0
[gp1(x)� gn1 (x)] dx =

1

6

gA

gV
(28)

This is the Bjorken sum rule [2]; it is considered to be a fundamental test of

QCD as it relates the quark spin structure to the weak decay constants, which

are independent of any model of the strong force.

Another prediction, the so-called Ellis-Ja�e sum rule [3], evaluates the integrals

over gp1 and g
n

1 (eq. 23 and 24) individually. It improves on the (even more na��ve)

constituent quark model's predictions
R
gp1 = 5=18 and

R
gn1 = 0 by utilizing

measurements of F and D to evaluate the above expressions for �q0 and �q8.

Using the (since disproved) assumption �s = 0 to quantify the quark spins �u

and �d, the Ellis-Ja�e sum rule predicts 0:187 for the proton and �0:024 for the

neutron, based on the nQPM assumption �G = 0 and current measurements of

F and D [4, 5].

The above relations led to the \spin crisis" when experiments (EMC at CERN

[6, 7] and E80, E130 at SLAC [8, 9, 10, 11, 12]) �rst covered su�cient kinematic

range to evaluate the above integrals, as the observed value was signi�cantly below

the expectations based on simple models such as this [13].

For a more complete and accurate description of both the nucleon (spin) struc-

ture and the actual DIS scattering process, one has to turn to the theory of the

strong interaction, QCD [14]. Unfortunately, exact calculations are so far essen-

tially impossible and, at low energies, the strong coupling constant, �S, is not a

small constant allowing simple expansion, but rather a function of Q2 itself. At

higher energies, perturbative QCD (pQCD) corrections can be applied to account

for the Q2-dependence of �S. These terms, � 1= logQ2, are due to additional

radiated gluons and permit for renormalization.

Another class of corrections, called \higher twist" in comparison to the above
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\leading twist" ones, are in powers of 1=
p
Q2 [15]. They arise out of the binding

of the quarks to each other and are also due to quark-gluon correlations. In the

limit Q2 ! 1, all these Q2-dependent terms vanish, leading to the asymptotic

freedom of the quarks.

Despite this complexity inherent to pQCD [16], numerous calculations and

predictions have been made. Using terms to O(�3
S
), corrections to the above

Bjorken sum rule at �nite Q2 have been determined [17]:

Z 1

0

h
gp1(x;Q

2)� gn1 (x;Q
2)
i
dx

=
gA

6

2
41� �S(Q

2)

�
� 3:5833

 
�S(Q

2)

�

!2

� 20:2153

 
�S(Q

2)

�

!3

+ � � �

3
5 (29)

Another calculation, of order twist-2, relates the two spin structure functions

and thereby provides an approximation of g2 [18]:

gWW

2 (x;Q2) = �g1(x;Q2) +

Z 1

x

g1(y;Q
2)

y
dy (30)

Requiring numerical evaluation, the theoretical DGLAP equations [19, 20, 21,

22] can be used to relate the quark distribution functions q"#i (x;Q
2) at a given

Q2 to those at a lower Q2 value. They are based on the idea that a larger Q2

photon can resolve more detail of the nucleon structure, di�erentiating between a

quark and the gluon it emitted or even distinguish a quark-antiquark pair. As a

consequence, the number of particles increases so each will carry less of the total

momentum, resulting in the distributions shifting to lower values of xBjorken . Given

low-Q2 distribution functions of the quarks and the gluons, then, the distribution

functions at larger Q2 can be expressed as an integral over these low-Q2 ones,

weighed by the probability of a particular split occurring.

Current calculations are of next-to-leading order (NLO) [23, 24]; applying these

evolution equations to models of low-Q2 distribution functions allows evaluation

of the unknown quantities, such as �� and �G, at any desired Q2 (larger than

the initial value) and permits direct comparison with experimental data, which

are all at di�erent values of Q2.
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Remaining unanswered are some of the most important questions in polarized

DIS, centering around the essentially unknown gluon polarization [25]. Since an

increase in Q2 corresponds to �ner resolution, any dependence on this energy

scale can be related to the in
uence of the gluons and, to a lesser extent, the sea

quarks. Once �G is su�ciently constrained, conclusions about the orbital angular

momentum L may be drawn.

Related are questions about the kinematic dependence of the spin structure,

Q2 scaling violation and low-xBjorken behavior. QCD introduces Q2-dependence,

but current data do not indicate a clear di�erence between the behavior of g1

and that of F1, potentially allowing the ratio g1=F1 to scale. Similarly, the actual

behavior of the spin structure functions as xBjorken ! 0 has not been established,

leaving considerable uncertainty in all of the integrals. Traditional expectations,

based upon Regge theory [26, 27], are not con�rmed as the nucleon spin structure

does appear to depend on kinematics even at very low xBjorken . Consequently,

the small, unmeasured region with xBjorken between 0 and 10�3 might contribute

non-trivially to the integrals and sum rules.

Finally, the interpretation of the quantities that are intuitive in the simpler

models, as �q0 (eq. 25) in the na��ve quark-parton model, is less clear in QCD-

corrected models and often requires additional assumptions. One convention used

here is the gauge-invariant MS scheme [28], which maintains the QPM identity

�� = �q0, as opposed to the AB scheme [29], which includes contributions

from �G.

1.4 Experimental Goals

After the �rst set of experiments on polarized protons, at CERN and at SLAC,

resulted in the spin crisis, higher-precision measurements were undertaken [30, 31].

The SMC experiment at CERN measured the proton and deuteron spin structure

[32, 33, 34], covering the largest kinematic range but with only limited statistics.

By measuring both proton and deuteron, it was for the �rst time possible to

extract information about the neutron structure without utilizing the Bjorken
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sum rule. Subsequently, SLAC experiment E142 [35, 36] provided a �rst direct

measurement of the neutron, but with only a small kinematic range and limited

statistical accuracy. Using a gaseous 3He target, this experiment took advantage

of the pairing of the atom's two protons, which completely �lls the shell and leaves

a (nearly free) polarizable neutron.

A new measurement at SLAC, of proton and deuteron spin structure func-

tions g1 and g2, E143 [37, 38, 39, 40, 5], provided a signi�cant improvement in

statistics while also covering a considerable range in Q2. Though this measure-

ment spanned a kinematic range from the deep-inelastic to the resonance region,

it only extended down to xBjorken = 0:03. While the results of E142, SMC and

EMC di�ered somewhat in their value for the Bjorken sum, and even disagreed

with the theoretical value, their statistical errors where too large to represent any

conclusive answer. E143 improved this situation signi�cantly and brought the

experimental result back in agreement with the theoretical prediction.

Immediately prior to our experiment, and to some extent concurrently, both

SLAC E154 [41, 42] and Hermes at DESY [43, 44] provided additional high-

precision measurements. E154 extended the accurately measured range for the

neutron spin structure function gn1 (x) down to xBjorken = 0:014 and additionally

made a �rst measurement of gn2 , while Hermes measured the structure functions

gp1 and gn1 . Also, SMC signi�cantly extended its measured range for the proton

and the deuteron, down to xBjorken = 0:0008 and up to Q2 � 100 (GeV=c)2, but

again with only limited statistical accuracy [45, 46, 47].

The combined world data set, then, consisted of high precision data at inter-

mediate xBjorken and Q2 values and only low statistics measurements at large Q2

and small xBjorken . No one experiment provided signi�cant Q2 information at any

one xBjorken . While E143 supplied some data and together with SMC covered an

extensive Q2 range, at opposite extremes with the other experiments clustering

in between (see �gure 2), the statistical accuracy did not provide a conclusive an-

swer about any di�erence in the Q2 dependence between polarized and unpolarized

nucleon structure functions.

Our experiment, E155, was designed to provide accurate measurements of the
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proton and the deuteron with a signi�cant range in both xBjorken and Q2, while

minimizing systematic errors. By improving the constraints at large xBjorken and

limiting the error for extrapolations to low xBjorken , it aimed for a good measure-

ment of the net quark polarization (��, eq. 1) and a �rst signi�cant evaluation

of the polarized gluon distribution �G. It would further permit an accurate test

of the Bjorken sum rule (eq. 28), reducing the error of the experimental value by

almost a factor of two (together with E154), compared to the best available value

at the onset of these two experiments (see �gure 3). Further, by measuring at

as many as three di�erent Q2 values for each xBjorken , it provides data essential

to determining scaling violations and again aids in the accurate evaluation of the

integrals by providing a foundation for evolving the data to a common value of

Q2. Also, comparison with E154's high-precision neutron measurements allows

us to conclusively validate the extraction of neutron data from our proton and

deuteron measurements (section 4.4).

Our measurements of g2 also add important data to the global set; while it

is not yet possible to determine deviations from the twist-2 model gWW

2 (eq. 30),

the behavior of this spin structure function has been further constrained. The

extension to our experiment, E155x, will provide more details in this area.
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E155. Hollow symbols indicate low statistics measurements, solid ones high accu-

racy. The lines correspond to the coverage of the three E155 spectrometers.
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Chapter 2

Experimental Setup

2.1 Overview

E155 was an inclusive scattering experiment, involving a polarized electron beam,

a polarized target and three independent spectrometers, positioned at 2:75o, 5:5o

and 10:5o from the beam direction. These spectrometers were designed to detect

individual charged particles and to measure their energy and momentum, thereby

allowing us to identify the scattered electrons. The individual detector compo-

nents operated independently of each other; their observations were processed by

NIM and CAMAC electronics and recorded to tape for o�ine analysis.

2.2 Beam

The design of the SLAC accelerator requires the electron beam to be pulsed,

resulting in short beam \spills" separated by a gap several times the length of the

pulse. For our experiment, the maximum rate of 120 pulses per second was used,

of which 119 were delivered into the endstation. The additional pulse was used as

a diagnostic tool for steering and tuning of the beam through a feedback system.

The beam current was adjusted to provide a balance between a large event rate

and maintaining manageable background levels. To this end, the beam pulse was

spread out in time as much as the accelerator would allow without degrading the

15
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energy and geometric spread unacceptably, so that the instantaneous rate was

su�ciently small. For the majority of the experiment, we used 400 ns long spills

of up to 4� 109 electrons, corresponding to an average beam current of � 80 nA.

The correspondingly low duty factor of 5� 10�5 allowed us to change the helicity

of the beam electrons in any one spill at will. Using a pseudo-random method to

select one of the two polarization states, we eliminated many potential sources of

systematic error.

During the course of the experiment, the beam's energy, current and position

and spread were monitored continuously. The beam polarization has historically

been extremely stable and was only veri�ed occasionally using the M�ller scatter-

ing detector described below. The beam current was monitored by two toroids in

the endstation, which were periodically calibrated using a known current, and the

beam energy by measuring the magnetic �eld of a series of beam-bending dipole

magnets.

The beam's position, relative to its ideal trajectory, was measured upstream

of the target using a travelling wave monitor and beyond the target using a grid

of thin metal foils. The latter also provided a measure of the diameter of the

beam, which was occasionally augmented by visual inspection (via video camera)

of the response from 
uorescent screens that could be inserted into the beam.

Further, two large scintillators were connected to an oscilloscope to provide a

general overview of the beam quality as a function of time into the spill. Their

signals were also recorded by the DAQ system. One (\good spill") was placed

next to the polarized target, providing information about the beam's intensity,

the other (\bad spill") was placed far upstream from the target and provided

information about beam steering and focusing problems.

2.2.1 Generation and Transport

The electron beam was generated by shining a circularly polarized laser beam onto

the surface of a strained-lattice GaAs semiconductor crystal whose surface was
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coated with Cesium. The generated photoelectrons mirrored the photon polariza-

tion with high probability. A Pockels cell in the path of the 850 nm Ti:Sapphire

laser beam allowed for rapid changing of the photons' polarization.

The electrons were then accelerated in the two mile linear accelerator up to

their �nal energy of almost 50 GeV using microwave cavity Klystrons for acceler-

ation and dipole and quadrupole magnets for focusing and steering. At the end

of the accelerator, a series of 12 dipole magnets imposes a gentle turn onto the

beam, resulting in 24:5o over approximately 150 m, steering the beam into our

experimental hall, Endstation A.

These bend magnets were also used to reduce the spread in the beam energy,

together with an adjustable aperture (\SL-10"), and to monitor the beam energy.

Since any dispersion in energy translates into a spatial dispersion inside a dipole

�eld, the width of the aperture limited the energy spread of the beam. The 12

dipoles were wired in series, together with a 13th one, all identical in design and

construction. Therefore, all were supplied by the same current and all generated

identical �elds. Measuring the integral �eld of the 13th magnet, which was not

in the beam line and therefore accessible, utilizing the EMF induced in a 
ip

coil along the magnet's axis, determined the total bending �eld and allowed for

continuous measurement of the beam energy.

This bend resulted in some energy losses due to synchrotron radiation (which

was actually used to monitor the beam) and also caused spin precession. Con-

sequently, to maintain longitudinal polarization at the target, only speci�c beam

energies were useable [48]. A sample of energies meeting these requirements is

given in table II. Mapping these energy dependent spin projections with our

M�ller polarimeter (see below) also allowed us to calibrate the �eld measurement

of the magnet chain. Varying the energy from, for example, 45 GeV to 48 GeV,

results in the parallel spin component to change from +1 to -1, with the 0-crossing

corresponding to 46.7 GeV, thus providing highly accurate measurement of the

beam energy.



CHAPTER 2. EXPERIMENTAL SETUP 18

TABLE II: Polarization Preserving Beam Energies and Corresponding Spin Pre-

cession Angles. Actually used were 48.3 GeV (Ak) and 38.8 GeV (A?).

Beam Energy at Target Spin Precession

(GeV) (radians)

35.56 11.0 �

38.77 12.0 �

41.98 13.0 �
45.18 14.0 �

46.77 14.5 �

48.37 15.0 �
49.96 15.5 �

2.2.2 M�ller Polarimetry

E155 used elastic electron-electron M�ller scattering with two independent detec-

tors to periodically measure the beam's polarization. One setup detected both

electrons of the M�ller pair in coincidence, the other only one. Their results were

analyzed independently and agreed within their errors. They also con�rmed pre-

viously established stability expectations of the beam's polarization and were used

to calibrate the 
ip-coil energy measurement at the beginning of the experiment

via spin precession measurements, as discussed above.

The elastic scattering of a beam electron o� a polarized atomic electron is a

well-understood QED process. The (acceptance adjusted) theoretical asymmetry

and the experimentally measured one di�er essentially only by the beam polar-

ization and the polarization of the M�ller target. This target is one of several

ferromagnetic foils, immersed in a Helmholtz �eld of 100 G. Since the polariza-

tion of these foils is a bulk quantity that is quite stable and has been measured

repeatedly, the beam polarization can be determined very accurately.

The M�ller target is positioned upstream of the DIS target and can optionally

be moved into the path of the beam. It was designed to allow for polarization mea-

surements with minimal changes to the experimental setup. A mask was located
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approximately 10 m downstream of the target, selecting only vertically scattered

M�ller electrons. These would then enter a dipole magnet, which de
ected them

horizontally according to their energy. Along the center of the magnet, an iron

septum provided magnetic shielding for the unscattered beam electrons. Turning

on this magnet was the only di�erence between a beam polarization measurement

and the \normal" experimental setup, besides the insertion of the M�ller target

foil and the lack of rastering (see section 2.3).

The scattered electrons were detected farther downstream, either by the single-

arm or by the double arm detectors. The latter was designed to detect both

electrons of the pair in coincidence using lead-glass blocks, while the single-arm

detector system only detected one utilizing silicon strip detectors. Both detec-

tor systems were segmented, providing several measurements at slightly di�ering

electron energies. These results were combined in a weighed average, reducing the

statistical errors.

By utilizing two di�erent approaches, the measurements provided a system-

atic test of each other. The single-arm system was more sensitive to backgrounds,

which the double-arm's coincidence measurement avoided. However, crosstalk and

energy sharing between adjacent shower blocks introduced some systematic uncer-

tainty into this system as well. As these two measurements were quite consistent,

the values were averaged, resulting in a beam polarization of 0:81 � 0:02, which

was taken to be constant over the course of the experiment.

2.3 Target

The target used in this experiment was essentially the same as used previously,

in experiment E143 [5]. It was designed to permit the use of frozen crystals of

polarized NH3 and LiD as target materials and to easily switch between them. LiD

was used for the �rst time in E155; prior experiments utilized ND3. The nucleons

of the target material were polarized using Dynamic Nuclear Polarization, which

requires the material to be cooled close to 1 K and immersed in a strong magnetic

�eld, while being 
ooded with microwave radiation.
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Due to the low temperature requirement of the target material and the highly

localized heating e�ect of the energy deposited by the incident beam, it was nec-

essary to continuously move the beam to di�erent places on the target. That way,

the unavoidable radiation damages also more evenly spread over the whole target.

This was achieved by placing two dipole magnets in the path of the beam, far

upstream of the target, one oriented to cause horizontal de
ection and the other

vertical. These magnets were driven with a low-frequency AC current to generate

a near-circular raster pattern of approximately 2.5 cm diameter on the face of the

target.

2.3.1 Design

The target consisted of several material containers (\cups") on a movable stick,

which also held microwave wave guides and NMR coils for each of the cups. As

depicted in �gure 4, this stick was surrounded by a superconducting Helmholtz

magnet and an evaporation refrigerator to cryogenically cool the target. Further,

the entire target assembly could be rotated so that the polarization direction of

the target would be either parallel or perpendicular to the beam.

The target stick held two cups for polarized material as well as two solid targets

for systematic studies, made of Be and C, respectively, and an obstruction-free

hole. The cups were copper cylinders, 2 cm in diameter and 2.5 cm deep, with

a wire loop for NMR measurement of the target material's polarization in the

equatorial plane. A funnel-shaped horn connected each target cup to a microwave

wave guide. The entire stick was immersed in liquid Helium, which was cooled to

�1 K using evaporative cooling. The superconducting Helmholtz magnet created

a highly uniform �eld of 5 T at the center, where the target material was located.

The microwaves were generated externally by an EIO tube and directed to one of

the two target cups using copper tube wave guides.
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FIG. 4: Cross-Sectional View of the Polarized Target.
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2.3.2 Dynamic Nuclear Polarization

The polarization of the target material utilized the hyper-�ne structure of some

of the target atoms to create polarized nucleons, and spin di�usion to disperse the

locally generated polarization. The polarization process, Dynamic Nuclear Polar-

ization, uses microwaves to enhance the natural thermal equilibrium polarization

by inducing transitions between the split energy levels.

Prior to use in our target, the target materials were irradiated in a low-energy

electron beam, creating discontinuities in the crystal lattice structure, paramag-

netic centers. The magnetic �eld in the target area results in the polarization

states of these nuclei having slightly di�erent energy levels. As is indicated in the

diagram (�gure 5), atomic electrons result in two levels, the �ne structure split-

ting, and the coupling of this spin with the nucleons' spin results in each splitting

again, the hyper-�ne structure. While the �gure applies to spin-1/2 nuclei only,

it can be generalized to spin-1 targets as well. The 0-state of spin-1 nuclei is

polarization-neutral and can be treated as a dilution of the polarized material

(see section 3.2.2).

The transitions involving only the electron spin (A) occur rapidly, while those

involving only the nucleon spin (B) are slower. Those transitions changing both

spins simultaneously (C, D) are suppressed, but are exactly the ones driven by the

applied microwaves. If the microwave power is su�cient to produce a transition

rate larger than that of the nucleon spin-
ip, one or the other of the two lower

energy states will be arti�cially enhanced, depending on which transition, C or D,

is being driven.

The highly localized polarization of the paramagnetic centers is transferred

to neighboring nuclei through spin-exchange, upon which they are re-polarized

again. The spin exchange propagates the preferential spin alignment far away

from the discontinuity, similar to the process of heat conduction. Provided the

polarization rate exceeds the depolarization rate, which occurs naturally as a

function of temperature and is enhanced by the incident electron beam, eventually

all of the target material is polarized.

Prolonged exposure to the beam, however, results in declining polarization
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FIG. 5: Hyper-Fine Structure of the Electron-Proton System and Transitions.

Also indicated are the respective spin polarization values (electron, proton).

values, due to the accumulation of radiation damage to the target material. The

actually attainable polarization, then, depends non-trivially on the material, re-

sulting in aging e�ects and necessitating annealing periods during which the tem-

perature of the material is raised (relatively) close to the melting point. This

increases the thermal activity in the material and allows the lattice structure to

re-establish. In our case, maximum polarization levels of over 90% for NH3 and

21% for LiD were attained in a few hours. The polarization history over the course

of the experiment is shown in section 3.2.1.

2.3.3 NMR

The target polarization was measured continually via NMR circuitry. Using spe-

cially designed and tuned Q-meters, the polarization of one species at a time

could be determined. By sweeping the RF frequency across the species' Larmor

frequency, a resonance could be detected. The integral over the resonance peak,

corrected for the non-resonant background, is proportional to the nuclear polar-

ization. In order to obtain an actual polarization value, the integral needed to be
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normalized. This was achieved by measuring the thermal equilibrium polarization

(TE), which depends solely on the nuclear species, the temperature and the mag-

netic �eld, and could therefore be accurately calculated. These TE measurements

were done periodically, usually at the beginning and at the end of a target's use

and after it was annealed.

Unfortunately, the NMR circuit measuring the proton polarization in NH3

contained an unexpected, complex non-linearity. This distorted the measured

resonance curve and reduced the accuracy with which the proton polarization

could be measured, increasing the measurement error by 50%, compared to that

of the deuteron measurement.

2.4 Spectrometers

The three spectrometers used in this experiment (see �gure 6) were designed to

determine the energy and momentum of charged particles on a path originating

from the target, as well as to identify the scattered electrons, all in the presence of

a large background of photons and hadrons. Various sets of magnets, dipoles and

quadrupoles, were used to reduce backgrounds and to generate a spatial momen-

tum spread. Hodoscopes were then used to determine the track of the particles,

allowing the reconstruction of the particle's origin and to determine its momentum

based on its curvature in the magnetic �elds. Electromagnetic shower counters

measured the particle's total energy, and threshold �Cerenkov detectors aided in

particle identi�cation. Within each spectrometer, a right-handed coordinate sys-

tem was de�ned, orienting z along the central line of the spectrometer and y close

to vertical. While the 2:75o and 5:5o spectrometer were previously used in E154,

the 10:5o spectrometer was newly constructed for this experiment. Figure 7 shows

the kinematic acceptance of each of the spectrometers in terms of xBjorken and Q2.
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2.4.1 Magnets

Although all three spectrometers served the same purpose, external constraints

mandated di�ering magnet con�gurations. This resulted in variations in the back-

ground rejection and focusing function of the magnets in each spectrometer. In

general, dipoles are used to steer the stream of incoming particles and to spread

their tracks in space according to their respective momentum, while quadrupoles

are used to focus and to change the acceptance of the spectrometers. Figure 8

shows the respective arrangement of each spectrometer.

The 2:75o spectrometer used two dipole magnets to create a vertical s-bend

which, together with appropriately placed absorber materials, ensured that a par-

ticle that found its way into the spectrometer either originated in the general area

of the target or scattered o� magnet or absorber materials at least twice, reducing

background rates to manageable levels. A quadrupole magnet between the dipoles

refocused the momentum spread and increased the horizontal spread for better

detector coverage. The 5:5o spectrometer mirrored the design of the 2:75o, but

did not have a quadrupole magnet.

The 10:5o spectrometer used two quadrupoles and only one dipole. The �rst

quadrupole was set to focus in the horizontal plane, increasing the angular ac-

ceptance of the bending dipole, which then bent and separated the momenta.

The second quadrupole was then used to vertically refocus the tracks onto the

detectors.

2.4.2 Hodoscopes

Hodoscopes are large arrays of individual detector elements, designed to give spa-

tial information about a particle's track. For our experiment, this took the form of

long, thin and narrow \�ngers" of plastic scintillator material, connected to photo-

tubes and packaged light-tight. If such a �nger is traversed by a charged particle,

some energy will be deposited in the scintillator, which turns it into light registered

by the phototube. The location of the �nger and the timing of the signal then

gave some indication as to the particle's track. The �ngers were arranged parallel
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to each other into planes and oriented perpendicular to the expected tracks, thus

minimizing the total amount of material traversed.

TABLE III: Geometric Arrangement of Hodoscope Fingers.

Upstream Downstream

Spectrometer Plane Angle Plane Angle

2:75o 1 u +15o

2 v �15o

3 x 0o 7 x 0o

4 y +90o 8 y +90o

5 y +90o 9 y +90o

6 x 0o 10 x 0o

5:5o 1 u +45o 5 u +45o

2 x 0o 6 x 0o

3 y +90o 7 y +90o

4 v �45o 8 v �45o

10:5o 1 y +90o

2 y +90o

3 y +90o

4 y +90o

Usually, there were several planes in a hodoscope package; combining two

planes measuring perpendicular to each other gave a complete set of three coor-

dinates for one point on the particle's track. The 2:75o and the 5:5o spectrometer

each had two hodoscope packages, one at the front (upstream) end of the spec-

trometer and one at the back (downstream). The 10:5o spectrometer only had the

upstream package, relying on information from the shower counter for additional

track information. Table III lists the sequence of planes in each package, indicat-

ing their label and the angle the plane measured in, which is perpendicular to the

track direction and to the length of the �ngers.
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2.4.3 Shower Counter

The shower counter in each of the three spectrometers was an electromagnetic

total absorber, using lead glass connected to phototubes to generate and measure

light whose intensity is proportional to the particle's total energy. The counters

consisted of individual blocks, giving additional spatial information about the

location and distribution of the particle's electromagnetic shower. The 2:75o and

5:5o spectrometer each had a shower counter consisting of a grid of 10 blocks

horizontally and 20 blocks vertically, each 6.2 cm square and 75 cm long. This

length corresponds to 24 radiation lengths, which ensured total containment of

the shower in the energy range and with the accuracy required for our experiment.

The 10:5o spectrometer used a shower counter consisting of 30 total absorber

(TA) blocks, 6 horizontally by 5 vertically, as well as 10 thin pre-radiator (PR)

blocks in front of the TAs. The TAs operated like those in the other spectrome-

ters, with the PRs absorbing a small amount of energy. The PRs were intended to

substitute for the reduced tracking information from the lack of hodoscope planes

and magnet e�ects. Energy deposited in the 2-radiation-lengths PRs is propor-

tional to the particle's momentum, thus a properly working system of PR and TA

would allow for determination of a particle's momentum and energy and also aid

in the particle identi�cation. Unfortunately, the close proximity to the target and

the other spectrometers resulted in various background increases and interference

e�ects which made the PRs highly ine�cient.

2.4.4 �Cerenkov

Each spectrometer had at least one �Cerenkov detector, operating in threshold

mode. These tubular tanks, as large as 6m long and 1:6m in diameter, contain

a gas mixture with light speed below the speed of the electrons expected to be

observed. This results in a light 
ash when the electrons enter the tank, which is

focused onto a phototube using large concave mirrors. In addition to establishing

a minimum velocity for the charged particle and a time reference, the intensity
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of the light signal is related to the particle's velocity above threshold. The time-

energy pro�le provided a tool to distinguish between high-velocity particles and

slower, more massive ones as well as coincidences of lower-energy particles.

Highly e�cient phototubes were required for detection of the very low intensity

�Cerenkov light. The tubes chosen for this experiment, Hamamatsu R1584 [49],

required a wavelength shifting coating on the entrance window to increase the

light transmission. The gas used in this experiment was N2 with a 10% CH4

admixture [50] to suppress the scintillation light that is also created [51]. The

pressure in each tank was set to place the threshold of �Cerenkov light generation

where the rates of electrons and pions were approximately equal (see table IV).

The overall e�ciency of registering an electron was above 90% for the 2:75o and

5:5o spectrometer, and about 70% in the 10:5o spectrometer.

TABLE IV: Representative �Cerenkov Pressure and Threshold Values.

Spectrometer Pressure � Momentum Threshold

(psi) (GeV/c)

2:75o 1.3 20

5:5o 1.9 16

10:5o 2.8 13

2.5 Data Acquisition Electronics

The signals from the detector elements were processed using NIM and CAMAC

electronics, and collected and written to tape using a highly networked VME

system [52]. The computer system also controlled various aspects of the experi-

mental apparatus, like high-voltage power supplies and trigger gates. A complex

network routed the data and control signals between control computers, on-line

analysis computers and disk bu�ers, from which the data were written to tape for

subsequent o�-line analysis.
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Since the incoming electron beam was pulsed, the detection and acquisition

system was designed to be trigger-less, meaning that every event in every detector

element was recorded, provided it occurred in time with the beam pulse. An

electronic signal generated at the beam source provided a start signal and was used

as a common time reference. The transmission of the event data from detector

electronics to computer bu�er, usually about 6,000 Bytes, occurred in the pauses

between beam pulses.

Shower
Counter

PMT
Discr. TDC

ADC

Hodoscope PMT Discr. TDC

Cerenkov PMT
Discr. TDC

FADC

V M E

UNIX
Analysis

VAX

Control

FDDI

Tape

Silo

FIG. 9: Overview of DAQ System. Shown are representative detector elements

and the principal network structure.

The actual processing of the signals varied from detector to detector (see �g-

ure 9). Most straight-forward were the hodoscopes, which were intended to detect

a hit at a certain time. Therefore, the signal was passed through a discriminator,

establishing a threshold for background events and dark current, to a TDC which

recorded the time of the signal relative to the common start signal.

The shower counters operated similarly, but their signals were also passed into

ADC modules to determine the integrated signal amplitude. Further, in the 2:75o

spectrometer, the signals were passed into two or three di�erent discriminators,

each with a di�erent threshold. This gave some basic signal strength information
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which was subsequently used in software to recreate clusters and to separate over-

lapping events. The �Cerenkov signal was fed into a 
ash-ADC, where the height of

the signal was recorded as a function of time. This allowed for pattern-recognition

analysis of the pulse to further distinguish between electrons and pions.

2.6 Calibration of Detection System

To ensure that the recorded data would contain the desired information and to

reduce the backgrounds and losses due to dead-time, each detector element was

tuned to balance sensitivity and noise rejection. In order to avoid systematic

problems, each detector was �rst calibrated independently and only subsequently

was a common base established.

For both hodoscopes and shower counters, the individual phototubes' high-

voltage and discriminator threshold had to be set, which are highly interrelated.

A starting set of HVs was established prior to the experiment, based on histor-

ical performance for the 2:75o and 5:5o shower counters and based on calibra-

tion measurements for the hodoscopes (see appendix A) and the 10:5o shower

counter. These HVs were adjusted slightly using the initial, representative scat-

tering events. The calibration for the �Cerenkov detectors involved a study of gas

mixtures and pressures as well as an analysis of the resulting signals to allow for

reliable particle identi�cation.

Once the individual detector elements were operational and gave meaningful

signals, we needed to ensure that related events were recognizable as such in

the analysis software. To this end, careful geometric surveys were conducted,

establishing the spatial position of each detector element relative to the others

and to the target. Also, it was necessary to establish the relative timing of the

signals. The delays due to the particle's time-of-
ight as well as electronic delay

in modules and cabling were estimated and served as a starting point.

Once these crude values were available, coincidences between the �Cerenkov

detectors were examined. These data consisted of a background of random co-

incidences and a peak indicating the true coincidences. Adjusting the detector's
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timing o�sets in software, the signals due to a single particle were set to over-

lap. This procedure was then extended to the other detectors, and the timing

was adjusted for each element individually. This method allowed for tuning to

a few nano-seconds, a level comparable to the resolution of the electronics. A

subsequent second procedure, using fully reconstructed events instead of random

coincidences, increased accuracy further, by accounting for position-dependent

timing shifts.



Chapter 3

Analysis

The pulsed beam resulted in event sets, called \spills", which might well contain

several scattering events. They form the basic unit of the recorded information.

Only events from within the same spill could possibly be related, so analysis

was done one spill at a time. On tape, the data were stored in \runs" as large

as 200,000 spills, which took approximately 25 minutes to acquire. Generally,

it was assumed that the environmental factors and the experimental setup were

constant over the duration of a single run. The entire experiment resulted in

almost 5,000 runs, using about 2,000 tapes. Approximately 1,000 runs were used

to generate the measured asymmetries (see table V), representing the bulk of the

taped information, the balance consists of tests and calibration data, and runs

where the asymmetry could not be extracted.

The analysis described in the following sections was carried out separately for

each run, though whenever possible in batches. Most of the corrections were also

applied for each run individually as they were dependent on variable parameter,

though others, like the radiative corrections, were applied only in the end, once

the results of the individual runs had been combined. The results of the individual

runs were normalized by the total incident beam charge over the course of the run

and added together.

34
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TABLE V: Numbers of Runs Used in E155 Analysis.

Proton Deuteron

2.75o 5.5o 10.5o 2.75o 5.5o 10.5o

parallel e� 497 542 527 471 470 551

e+ 59 38 51 110 142 59

perpendicular e� 79 82 83 196 209 204

e+ 5 5 5 8 8 8

3.1 Raw Asymmetry

The analysis consisted of every step necessary to get from the raw detector events

recorded on tape by the DAQ system to a meaningful asymmetry. This process

involved the identi�cation of particle tracks from the detector events, selecting

only the relevant ones and discarding non-DIS events and �nally applying various

corrections. In order to increase e�ciency and speed of the analysis process, it

was split into two logically separate steps: the identi�cation of particle tracks in

the raw DAQ events and the determination of a physical asymmetry from those.

3.1.1 Run Selection

The most time-demanding part of the analysis was the detection of particle tracks

in the 
ood of raw detector events. While this process could take as much as 24

hours for a typical data run of about 25 minutes, the subsequent analysis of the

electron candidates to determine an asymmetry only took minutes. Separating

these 2 steps allowed for more systematic study of the cuts making the electron

de�nition, i.e. our identi�cation methods. The �rst step resulted in the production

of so-called \data summary tapes" (DSTs). It is here that runs lacking any useful

data were eliminated, such as those without stable beam or ill-de�ned target state.

The DSTs contained only information on reconstructed tracks, shower clusters

and likely particle events from the �Cerenkov detectors, as well as information on
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the beam conditions and detector settings, reducing the amount of data by better

than half. The geometric analysis of hodoscope hits to form a track and of the

shower block hits to form a cluster were the most time-intensive portions of the

analysis. The identi�cation of individual particles in the �Cerenkov signals was also

done here, resulting in 2 types of tracks, those with and those without a matching

�Cerenkov event.

The track construction started with an analysis of the shower counter events,

creating clusters from the di�erent energy showers which correspond to particles

crossing from one block into an adjacent one. Similarly, the hodoscope hits within

one package (see section 2.4.2) were grouped into time slices and the hits within

each time slice were examined for geometric overlap, creating small points in space

and time during which a particle might have traversed this detector package.

The individual clusters from the shower counter and of the hodoscope pack-

age(s) were then �tted to a straight line, in all reasonable combinations. Can-

didates were then examined for the �t's �2 and the most likely track recorded.

Unused clusters were then again considered in other tracks. If it was found that

�Cerenkov hits coincide with the track, those were included in the �t.

The resulting straight-line �t corresponded to the track of a particle inside

the spectrometer. Using reconstruction matrices that account for the e�ect of the

spectrometer magnets, the track was then extrapolated back to the target and the

particle's momentum, energy and scattering angle determined.

3.1.2 Event Selection

The information on the DSTs constituted a data set which could be analyzed

quickly and had enough detail available to allow for variation and systematic

study of what we considered to be the signature of an electron. The chosen events

would enter into the asymmetry. This process consisted of individually eliminating

tracks, clusters and �Cerenkov signals, which either corresponded to particles other

than electrons or to coincidental backgrounds.

In particular, coincidence between a hodoscope-based track, a shower cluster
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and a signal in each �Cerenkov detector was required for an event to qualify as

corresponding to an electron. A track was only considered if it had a minimum

number of hodoscope hits in each detector package. Further, the ratio between

track momentum p and shower energy E 0 was required to fall into a reasonable

range as did the �Cerenkov detectors' signals, though here it was decided to also in-

clude events which only generated signals of moderate amplitude in both detectors

and also those which only generated one (signi�cant) signal.

For the 2:75o and 5:5o spectrometer, the �nal criteria for classi�cation as an

electron track were:

� 3 hodoscope hits in each package (4 in 2:75o upstream package)

� 0:8 < E 0=p < 1:2

�
q
Vpeak (C1) � Vpeak (C2) > 40

� kinematics of DIS event: Q2 > 1 GeV 2 and W 2 > 4 GeV 2

The ratio between the particle energy and its momentum should be close to

unity for an electron, since its rest mass is negligible and practically all of its

energy is deposited in the shower counter. In the case of a pion and other hadrons,

however, only a fraction of the energy is deposited, resulting in an E=p ratio of

less than 1.

For the 10:5o spectrometer, the limited tracking and the single �Cerenkov de-

tector required a di�erent, more complex de�nition. Also, the gain of the shower

counter phototubes resulted in signals that were beyond the capabilities of the

electronic hardware, resulting in clipping and therefore unknown particle energy.

The result is a complex structure of requirements that was adapted to various

running conditions [53].

A representative set of conditions are:

� E 0
shower > 7GeV

� tC � tshower < 3ns
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� if a track was found: if no track was found:

Vpeak (C) > 45 Vpeak (C) > 60

E 0=p < 0:75 E 0=Emin > 0:9

if saturated ADC, ptrack > 7GeV no saturated ADC

� kinematics of DIS event: Q2 > 1 GeV 2 and W 2 > 4 GeV 2

In above list, Emin is a minimum energy based upon the acceptance of the

spectrometer and the location of the shower block in question. A further condition

is in regard to the particle's energy as it enters into the calculation of xBjorken : if

the shower ADC saturated, the track momentum is used in place of E'.

Additionally, external conditions were also considered. Some setups resulted

in beam raster positions that caused excessive background. These spills were

discarded, as were those with inadequate beam steering or focusing and resulted

in excessively large background rates. Occasionally, the exact state of the beam

polarization was uncertain, resulting in some runs being discarded.

3.2 Corrected Asymmetry

At this point, the measured asymmetry contains many contributions from pro-

cesses other than the Born DIS we are interested in. The actual impact of each

of these processes di�ers, some contributing symmetrically and others asymmet-

rically. Speci�cally, considering the de�nition of our measured asymmetry, A =

N��N+

N�+N+ (eq. 9), some contribute equally to both polarizations and are therefore

polarization independent, others contribute more to one polarization than to the

other. The former are most easily corrected by a multiplicative correction as they

only impact the denominator.

One correction that di�ers from the others is the beam charge correction.

It accounts for the slight di�erence in the number of incident beam electrons

between the two di�erent polarization directions, generally much less than 1%.

This quantity is completely inherent to N+ or N� individually, and varies from
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one run to the next. Its correction is therefore applied before the asymmetry is

determined, simply by scaling the counts N by their respective beam current.

If the asymmetry were the true Born asymmetry, all events would correspond

to polarized electrons from the beam that scattered o� one of the polarized target

nucleons, and found its way into the spectrometer without further interactions.

This description highlights the possible contaminations present in the actually

measured asymmetry. Corrections need to be made for electrons that scattered

in a process other than the Born DIS we are interested in (internal radiative cor-

rections, electroweak asymmetry), or have additional interactions before or after

scattering (external radiative corrections), electrons scattering o� an unpolar-

ized target nucleon (target polarization) or a non-target nucleon (dilution factor,

nuclear corrections), or which were not polarized when they scattered (beam po-

larization, radiative depolarization), and electrons that did not originate from the

beam (pair creation, pion decay). Lastly, we need to allow for the misidenti�cation

of tracks which were not actually electron tracks. Also to be considered are rate

dependencies and resolution e�ects which might impact the measured asymmetry.

Collectively, these physical realities change the theoretical Born asymmetry

and result in the actually measured one. To correct for these in
uences, we use

the expression

ABorn =
1

fRC

 
Aobserved � PbeamA

EW

fC1PbeamPtarget

+ C2A
nuc + Aother

!
+ ARC (31)

The correction terms are identi�ed in table VI and explained in the following

pages.

3.2.1 Beam, Target Polarization Correction

Since neither the electron beam nor the target nucleons were actually completely

polarized, a certain portion of the detected electron tracks does not re
ect the spin

asymmetry. These scattering processes were necessarily polarization independent

(a small electroweak asymmetry was corrected separately, see section 3.2.4) and

were simply corrected by scaling the asymmetry to 100% polarization.
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TABLE VI: Corrections to the Raw Asymmetry.

Pbeam Beam Polarization

Ptarget Target Polarization

f Dilution Factor

C1, C2 Nuclear Corrections

ARC , fRC Radiative Corrections

Anuc Dilution Asymmetry

AEW Electroweak Asymmetries

Aother �, e+, Rate & Resolution Asymmetries

The beam polarization was measured periodically, as described in section 2.2.2,

and was found to be very stable. Since we had two separate determinations of the

beam polarization, the single-arm M�ller and the double-arm, their results were

averaged resulting in Pbeam = 0:810� 0:02. This error is essentially all systematic

in nature as the measurements had very high statistics.

While the beam polarization was very stable, the target polarization varied

signi�cantly. Using the NMR measurements described in section 2.3.3, each run

was corrected separately. In addition to the two di�erent target materials, NH3

and LiD, for each target type several di�erent physical targets were used. As was

described in section 2.3.1, the target materials were contained in \cups" arranged

on a removable target \stick" insert. Considering physical changes to a stick, such

as replacing the target material, seven physically di�erent inserts were used, each

containing two cups of polarizable target material.

The polarization of each target was a function of material age, time used to

polarize before exposure to the beam, how often and how long ago the target

material was annealed, and how long it has been exposed to beam. Over the

course of the experiment, the proton polarization from the NH3 averaged out to

about 75% with brief peaks of over 95%, while the deuterons in LiD averaged

to about 24%. Figure 10 gives an overview of the polarization as a function

of run number. Note that while no distinction is made between the di�erent
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target inserts, discontinuous changes in the polarization are either the result of

an annealing period or a change of target. Negative polarizations correspond

to reversal of the target's polarization direction, which was used to reduce and

quantify systematic errors.
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FIG. 10: Target Polarization vs. Run Number.

3.2.2 Dilution Factor

Since this experiment used a solid cryogenic target, it was impossible to avoid

the presence of non-target materials in the target volume exposed to the beam.

These include molecular and atomic contributors, for example the 15N in NH3

or the extra neutron of a small amount of 7Li in the LiD target materials, and

macroscopic \dilutions", like the cooling helium surrounding the crystal granules

of the target material or structural components of the target, such as the aluminum

target stick. The fraction of scattering events which actually involved an intended

target nucleon, determined as the ratio of (luminosity -weighed) cross sections, is

the dilution factor f .

In order to properly gauge the amount of target material to enter in this

calculation, it was necessary to determine the packing fraction. This is simply



CHAPTER 3. ANALYSIS 42

a measure of how much of the target volume is actually taken up by the target

material and how much was \empty space", i.e. �lled with liquid helium. Since

NH3 and LiD were both in solid crystal form, even the densest packing would leave

gaps between the granules. In order to judge the packing fraction in situ, the solid

targets (see section 2.3.1) were incorporated into the target design. These were

designed such that the electron beam encountered the same number of radiation

lengths when traversing the solid target as it would in the corresponding polarized

target, if the packing fraction were 100%. It was then possible to determine the

packing fraction simply by comparing the observed rates between Be and LiD or

between C and NH3.

As the dilution factor is a function of kinematics, the result varied from bin

to bin and between the spectrometers. Our approach automatically considered

the di�ering physical acceptances of the three spectrometers. For the proton, the

dilution factor ranged between 13% and 18%, and for the deuteron from 18% to

20%, including a contribution of 3:3%�1:5% due to a small oxygen contamination

of the LiD target material. The packing fractions underlying these results ranged

from about 50% to above 60%, varying from target to target.

3.2.3 Nuclear Corrections

While the dilution factor corrects for scattering o� non-target nucleons, some of

these might be polarized and thus a�ect the observed asymmetry. These in
uences

were corrected for using the nuclear correction terms C1 and C2 in equation 31.

Additional nucleons of the same type as the intended target are considered to

simply add to the pool of polarized target nucleons, with appropriate weight,

via C1. Nucleons of a type other than the intended target introduce additional

asymmetry, which is corrected with C2.

In the case of the proton, the intended target were the three individual protons

of NH3. Additional polarized protons were contributed by the one unpaired proton

in 15N, which is corrected for with C1 as indicated below. Other polarized nucleons,

besides protons, might enter from the small amount of 14N present in the target
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material. This would enter via a C2 term; however, in our case this contribution

was negligible. The value for C1 was obtained using the expression

C1 = 1�
1

3
(1� �N) g15

n15N

n1H

P15

Pp

(32)

Here, the factor �1
3
is the Clebsch-Gordan coe�cient due to the 15N wave

function, g15 accounts for the
15N \EMC e�ect" [54], the di�erence between the

bound proton in 15N and a free proton. �N = 0:02 is the fraction of 14N in the bulk

ammonia, n15N=n1H = 1
3
the ratio of N to H in ammonia, and P15=Pp is the ratio

between proton polarization and 15N polarization. This latter value was derived

from the proton polarization using the �t obtained in a phenomenological study

done after experiment E143 [5]. Due to its dependence on the target polarization,

the resulting value for C1 varied over the course of the experiment; for a proton

polarization of 80%, this correction is 1:024� 0:005.

In the case of the deuteron, C2 was signi�cant, as here it represents any pro-

tons which are not part of a deuteron-like proton-neutron pair. Such potentially

polarized single protons are present in LiD because of isotopic impurities in both

the Lithium (7Li instead of 6Li) and the hydrogen (1H instead of 2D) compounds.

Also, the wavefunction of 6Li is well approximated by an unpolarized � paired

with a polarizable deuteron, so a substantial C1 term is needed as well. C1 and

C2 were evaluated via

C1 = (1� �p) + (1� �L) �6 g6
1

1� 3
2
!D

P6

Pd

(33)

and

C2 = �
1

C1

"
�p
Pp

Pd

+ �L
P7

Pd

�7 g7
F p

2

2F d
2

#
(34)

using the quantities de�ned in table VII.

The di�erent nuclear polarization values were obtained from the measured

deuteron polarization using the principle of equal spin temperatures (EST). This

is a thermodynamics-inspired concept, de�ning a \temperature" based on the

relative population of the individual energy levels of the polarization states. It is

then assumed that the di�erent nuclear species in a material will strive to equalize
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TABLE VII: Parameter Values for Deuteron Nuclear Corrections.

�p = 0:025 fraction of LiH in bulk material

�L = 0:046 fraction of 7Li in bulk material

�6 = 0:866 relative polarization of e�ective deuteron in 6Li

�7 =
2
3

g6 � 1 6Li EMC e�ect

g7 � 1 7Li EMC e�ect

P6 � Pd
6Li polarization, based on EST

P7 � 3Pd
7Li polarization, based on EST

Pp = 0:04 estimated proton polarization

Pd measured deuteron polarization
3
2
!D deuteron D-state contribution, !D � 0:05
F p

2 =2F
d

2 corresponds to crossection ratio

their \spin temperatures". A separate experimental study was used to con�rm

that this approach is valid [55].

While C1 was practically a constant, with a value of 1.86 and a 2.7% system-

atic error, C2 had a signi�cant kinematic dependence. Multiplied by Ap

k, which

is the corresponding value of Anuc from equation 31, this correction amounted to

approximately (5 � 0:6)% of the asymmetry. It should also be noted that the

correction C1 can be considered a correction to the dilution factor f , as it e�ec-

tively changes the fraction of events originating from interactions with the desired

polarized nucleon. This is especially of signi�cance in the selection of target ma-

terials and was a signi�cant factor in our choice of LiD as target material [56] over

the previously used ND3: Our results with LiD correspond to fC1 � 0:37 with

a representative polarization of 24%. Experiment E143, which used ND3, had

an e�ective dilution factor of 0:23 with polarization values of about 30%, which

corresponds to only about 80% of the LiD �gure of merit.
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3.2.4 Electroweak Asymmetry

One of the \false" asymmetries in equation 31 is due to a small electroweak asym-

metry, which is due to a small contribution from Z0-exchange in addition to the

dominant photon exchange [57, 58]. This process is dependent only on the elec-

tron polarization, not that of the target nucleon, so the impact of this correction

could be minimized by reversing the target polarization. The result was a small

increase in the asymmetry for both proton (� 1%) and deuteron (� 5%).

3.2.5 Pion and Positron Contamination

So far, we have assumed that the detected particles were electrons from the beam

that interacted with the material in the target region to scatter into the spectrom-

eter. While the design of the spectrometers and the track reconstruction could

eliminate particles not originating from the target area, we could not be certain

that what we detected was indeed an electron, much less an electron from the

beam.

Non-beam electrons were primarily due to electron-positron pairs created from

bremsstrahlung photons and, for example, the decay of a neutral �0. Since there

was no way for us to determine whether a given electron actually originated in

the beam or was pair-produced, we needed to determine the relative weight of

this contamination and the associated asymmetry. As the pair-creation process is

charge symmetric, we were able to determine both by reversing the polarity of our

spectrometer magnets and detecting the positron half of this signal as the beam

electrons were now excluded. The observed pair-symmetric background was most

signi�cant at low xBjorken , amounting to as much as 15% of the observed events,

but had only negligible asymmetry.

In addition to the non-beam electrons, we needed to consider hadronic back-

grounds, which were dominated by pions. While our detector system allowed us

to eliminate most of this background, we were not able to reduce it to negligible

levels. Instead, we needed to quantify and subtract this contamination as well.

As was indicated above, we determined an electron to be identi�able by a
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track which matched a �Cerenkov signal above threshold and having an energy-

momentum ratio close to unity. Through statistical 
uctuations or random co-

incidences, a pion, proton or other hadron might meet these requirements. By

also establishing criteria under which a track would reasonably be due to such a

hadron, we were able to determine the relative rate and the asymmetry of this

background, and so were able to correct for it.

Considering energetic particles below �Cerenkov threshold to be pions, we de-

termined an approximate E=p spectrum, which was �tted. This �t was scaled,

assuming the E=p range between 0.2 and 0.4 to be due entirely to pions, and

subtracted from the electron spectrum, which was then also �tted. The result-

ing two models were used to determine the relative ratios, separately for each of

our kinematic bins. The contamination, evaluated separately for the two targets

and also for the electron/positron modes, was signi�cantly smaller than the pair-

symmetric one, less than 2%. The associated asymmetry was also very small; we

evaluated it at low xBjorken , where it was most signi�cant, and assumed it to be

constant.

3.2.6 Rate Dependence and Resolution E�ects

Since an asymmetry is designed to determine small variations in the observable,

any rate dependence of the detector e�ciency needed to be accounted for. The

design choices made in the construction of the spectrometers largely eliminated

any rate dependent e�ciency limitations, but some small variations remained.

Also, the track-�nding software was a potential cause of rate dependence as any

linear rate increase would raise the tracking complexity geometrically. The actual

rate dependence was determined by scaling observed low rate e�ciencies to higher

rate, accounting for detector response, and comparing the results to observed

higher rate data [59]. As expected, only insigni�cant rate dependence of � 1%

was found.

However, the discrete nature of the detector system and the associated resolu-

tion limitations did result in slight e�ciency variations, introducing small artifacts
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in the measured asymmetry. Nonlinearities and other physical limitations of the

spectrometer design also resulted in variations of the asymmetry measurement as

a function of kinematics. Therefore, a model of each spectrometer was used to

determine a correction to the asymmetry as a function of kinematics. This cor-

rection was inherently dependent on kinematics but only at large xBjorken gained

any signi�cance.

3.3 Radiative Corrections

The scattering electron traverses signi�cant amounts of matter, primarily the bulk

target material. This invariably results in radiative energy losses, mostly due to

bremsstrahlung, and can occur before or after the main scattering event. As

the experimental setup allowed us only to know the electron's kinematics in the

beam and in the spectrometer, we needed to account for all possible combinations

of radiative losses and the scattering event itself, by applying external radiative

corrections [60].

Further, the actual interaction with the target nucleon involves more than the

�rst-order Born process. In addition to the one-photon exchange, higher-order

terms need to be considered. Following the prescription of T.V. Kukhto and

N.M. Shumeiko [61], we account for these internal corrections up to order �3
EM

(see �gure 11). Using this formalism, we rewrite the asymmetry (eq. 5) in terms

of the unpolarized crossection �uk = �#* + �"* and a polarized one, de�ned as

�pk = �#* � �"*:

Ak =
�#* � �"*

�#* + �"*
=

�pk

�uk
(35)

and similarly for the perpendicular asymmetry (eq. 6).

We can now write the following expression for the asymmetry, after internal

radiative e�ects have been considered (omitting subscripts k and ? for generality):

Aint =
�pint
�uint

=
�pBorn(1 + �v) + �pel + �pinel
�uBorn(1 + �v) + �uel + �uinel

(36)
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Here, �v accounts for vertex and vacuum polarization corrections, and �inel

and �el correspond to the tails from other DIS kinematics and the elastic peak,

respectively, which are due to internal bremsstrahlung. In the case of the deuteron,

a third correction term accounts for the quasi-elastic tails.

Internal Bremsstrahlung

Internal Bremsstrahlung

Vertex Correction

Vacuum Polarization

FIG. 11: Feynman Diagrams of Non-Born DIS Interactions.

Both internal and external corrections were determined at the same time,

using a numerical calculation code developed by L. Stuart, RCSLACPOL (see

appendix B). This code uses numerous models as input to determine the Born

asymmetry and then applies radiative e�ects to determine the radiated asymme-

try, i.e. the asymmetry after both internal and external radiative e�ects have been
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accounted for, including the radiative depolarization of the beam electrons due to

external bremsstrahlung. The di�erence between the two models is then taken to

be the desired correction.

Since the total amount of target material in the path of the detected electrons

corresponded to only � 0:05 radiation lengths, the external corrections generally

accounted for less than 1=2 of the total correction. Of the internal corrections, the

elastic tail contribution was most signi�cant, usually twice the size of the other

terms, which were of roughly comparable magnitude. As would be expected,

the radiative corrections became more signi�cant as the interaction energy scale

increased, i.e. with lower xBjorken .

It may be noted from the above discussion that one of the models required by

the RC code as input is the Born asymmetry, which is what we were aiming to

measure. Absent a usable analytic solution, the best approach to this circular sit-

uation was to iterate, repeating the calculation several times, each time improving

the initial input model.

Speci�cally, we created a model of the virtual photon{nucleon asymmetry

A1(x;Q
2), which relates to the lepton asymmetry via equation 12. This model

was obtained from a �t to the world data set (see section 4.2), including our data

which were initially lacking these radiative corrections. Using the uncorrected

data as a starting point, rather than just omitting them, was deemed preferable

as it did not introduce any discontinuities into the iterative process. We chose to

base the model on a �t to A1, not g1 or Aparallel, because the positivity constraint

(see section 1.2) allowed us to ensure the physicality of the resulting �t. Further,

we chose to repeat the calculation of radiative corrections for earlier SLAC exper-

iments (E154, E143, E130 and E80) as we expected to obtain signi�cantly more

reliable corrections and to increase the consistency of our result.

The �tting code was built around the minimization algorithm MINUIT con-

tained in the CERNLIB package. It o�ers several di�erent minimization ap-

proaches and has been demonstrated to be very stable and quite e�cient. After

an extensive study (see section 4.2), we selected the following parameterization to

use in the �t:
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A1(x;Q
2) = x�(a+ bx + cx2)(1 + d=Q2) (37)

While this is the same expression used in prior experiments, we extended

the scope of the �t by �tting proton, neutron and deuteron data simultaneously.

The proton and the neutron data sets were each �tted with a separate set of

parameters for the above equation. These two functions were then combined to

�t the deuteron data using the relation

Ad

1F
d

1 =
1

2
(1�

3

2
!D) (A

p

1F
p

1 + An

1F
n

1 ) (38)

where !D � 0:05 is the D-state probability of the deuteron [62]. Thus, the two

independent �ts to the proton and neutron data were linked through the deuteron.

The parameters were then determined in a least-squares �t, minimizing the sum

of the �2 of proton, neutron and deuteron. The advantage of this approach was

that the combined data set provided much more information for the �t than a �t

to any one of the nucleon types would have been able to provide, resulting in close

to 600 data points being �tted with 10 parameter (see section 4.2).

The iterative loop can be split into three distinct segments, each of which

had its own software and data set. The �rst step was to compile a data set to �t,

which required the application of the radiative corrections to the uncorrected data

in all but the �rst iteration. The input consisted of the uncorrected Ak data from

our and the other SLAC experiments and the corresponding radiative corrections.

The resulting corrected A1 data were output and, together with other experiments'

values, formed the data set used to create an updated �t, which in turn was used

to calculate the new radiative corrections for the SLAC data. Figure 12 gives

a schematic overview of the procedure. The circles represent data sets, while

the boxes represent the di�erent computer programs. Indicated are the two sets

of data that are handled di�erently and the portion of the calculation that was

executed in batch with signi�cant parallel computation to increase iteration speed.

The correction determined with RCSLACPOL corresponds to the di�erence
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Fixed
World
Data

Other
SLAC
Data

This
Experiment

Calculate
A1

Corrected
Data

Fitting
Code

Fit

RCs

RCSLACPOL

Batch
System

FIG. 12: Sequence of Iterative RC Calculations.

between the model values of the Born asymmetry and the uncorrected asymmetry:

Adi� = ABorn
model � Aradiated

model (39)

This is su�cient to correct the measured values but it does not re
ect any in
uence

the radiative corrections might have on the statistical errors of the measured

data. To maintain meaningful statistical errors, it is necessary to split this single,

additive correction into an additive term and a multiplicative term that impacts

the error as well:

ABorn(x;Q2) =
Aradiated (x;Q2)

fRC(x;Q2)
+ ARC(x;Q

2) (40)

�2
ABorn (x;Q2) =

�2
Aradiated (x;Q2)

f 2
RC

(x;Q2)
+ �2

ARC
(x;Q2) (41)
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Here, we de�ne

ARC(x;Q
2) = ABorn

model (x;Q
2)�

Aradiated
model (x;Q2)

fRC(x;Q2)
(42)

These expressions presume that the measured asymmetry Aradiated is statisti-

cally independent from the corresponding correction ARC at the same kinematic

point. While this is not generally the case, we can ensure independence with a

suitably chosen de�nition for fRC . This allows us to consistently propagate the

statistical error of the uncorrected data used to create the model through the

calculation to the corrected data. The explicit de�nition of fRC and its derivation

can be found in appendix D, as can the details of the calculation of both statistical

error terms.

The determination of the radiative corrections for the perpendicular asym-

metry A? required a di�erent strategy, due to the lack of precision data over a

signi�cant kinematic range. Instead of a �t to the data, the twist-2 model gWW

2

(eq. 30) was used, together with the same structure function, form factor and

asymmetry models used for A1. Also, since no �t was created, the dilution-based

de�nition of fRC (see appendix B) was used. The systematic error in these cor-

rections was not speci�cally determined, as they are completely dominated by the

large statistical errors. The results of the RC calculations, for both Ak and A?,

are tabulated in appendix C.
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3.4 Systematic Errors

The systematic error of our �nal results is composed of the error in each of the

correction terms in equation 31. The errors vary with kinematics, but in general

the dominant sources are target polarization and radiative corrections, the latter

especially at low xBjorken . Table VIII gives the break-down of the systematic error

for the integral over our data (see section 4.4). The total systematic error as a

function of xBjorken is tabulated and plotted, together with the data, in section 4.1.

A discussion of the RC systematic error can be found in appendix E; detailed

tables of the other sources are given in [63].

TABLE VIII: Sources of Systematic Error.

Proton Deuteron

Pbeam 2.5% 2.5%

Ptarget 6% 4.8%

Dilution Factor 2.5% 2.9%

�, e+ Contamination 1% 1%

Radiative Corrections 2.3% 3.6%

Total 7.4% 7.2%
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Results

4.1 Asymmetries and Spin Structure Functions

The asymmetry results of our analysis are shown in �gures 13 and 14 for the

parallel case, and �gures 15 and 16 for A?. The data for the three spectrometers

are plotted separately, using the same horizontal scale, against the scaling variable

xBjorken .

The extracted spin structure function g1 is shown in �gure 17, together with

the current world data set and our next-to-leading order QCD �t, discussed in

section 4.4. These values, which are tabulated in table IX, were obtained via the

equation

g1 =
1

E + E 0 cos �

 
Ak

fk
+
Q2

�
g2

!
(43)

which is easily derived from equations 7 and 8. In this calculation, the approxi-

mation g2 = gWW

2 was used, based on our �t to the world data (see sect. 4.2). As

intended, our measurement of g2 (or rather A?) [64] establishes that this model is

su�ciently accurate and therefore the fact that it occurred at di�erent kinematics

and had comparatively large statistical errors is non-consequential.

The data shown in this plot are the average of the three spectrometers, deter-

mined under the assumption that the g1=F1 data are (essentially) Q
2-independent.

These averaged values were then rebinned to improve the statistical errors and

54
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shifted to a central value of Q2
o
= 5GeV 2 using [63]

g1(x;Q
2
o
) = g1(x;Q

2) +
h
g�t1 (x;Q2

o
)� g�t1 (x;Q2)

i
(44)

The additive shift was determined from a �t to g1=F1 (see section 4.3) by multiply-

ing with the appropriate value of F1. Also shown in the plot, along the horizontal

axis, is a band representing the systematic error of our data.

The results for the neutron were extracted from our measured values using the

relation

gd1 =
1

2
(1�

3

2
!D) (g

p

1 + gn1 ) (45)

where gd1 is expressed per nucleon and !D is the D-state probability [62]. Also, the

data were rebinned to improve the statistical signi�cance prior to the extraction

of the neutron data.

As may be seen in these plots, our data cover a large kinematic region, at

large xBjorken almost to 0:9 and extending as low as 0:014. They not only agree

well with the previous experiments' results but represent the highest precision

measurement to-date.
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FIG. 13: Extracted Born Asymmetries: Ak Proton.
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FIG. 14: Extracted Born Asymmetries: Ak Deuteron.
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FIG. 15: Extracted Born Asymmetries: A? Proton.
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FIG. 16: Extracted Born Asymmetries: A? Deuteron.
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FIG. 17: Extracted E155 g1 Results vs. World Data. Also shown are the E155 sys-

tematic error, as a band along the bottom of each plot, and our NLO �t including

its error.
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TABLE IX: Summary of E155 g1 Results. Shown are the g1 value and statistical

and systematic errors. The individual spectrometers' data have been combined and

evolved to a common Q2 = 5:0 GeV 2
.

xBj Proton Deuteron

0.015 0.518 � 0.178 � 0.094 -0.109 � 0.243 � 0.038
0.017 0.699 � 0.122 � 0.088 -0.498 � 0.165 � 0.036
0.019 0.497 � 0.107 � 0.083 -0.048 � 0.146 � 0.032
0.022 0.451 � 0.095 � 0.075 0.007 � 0.134 � 0.027
0.024 0.421 � 0.084 � 0.072 0.088 � 0.121 � 0.025
0.027 0.486 � 0.076 � 0.068 0.031 � 0.109 � 0.022
0.031 0.438 � 0.069 � 0.063 0.101 � 0.100 � 0.020
0.035 0.454 � 0.063 � 0.060 0.009 � 0.090 � 0.018
0.039 0.359 � 0.058 � 0.057 0.088 � 0.083 � 0.017
0.044 0.490 � 0.053 � 0.054 0.348 � 0.076 � 0.017
0.049 0.456 � 0.050 � 0.051 -0.034 � 0.071 � 0.015
0.056 0.370 � 0.047 � 0.044 -0.048 � 0.066 � 0.014
0.063 0.413 � 0.044 � 0.040 0.035 � 0.061 � 0.014
0.071 0.381 � 0.038 � 0.038 0.098 � 0.053 � 0.014
0.080 0.382 � 0.032 � 0.036 0.097 � 0.044 � 0.013
0.090 0.313 � 0.028 � 0.034 0.055 � 0.038 � 0.013
0.10 0.300 � 0.024 � 0.032 0.136 � 0.033 � 0.012
0.11 0.237 � 0.021 � 0.030 0.053 � 0.029 � 0.012
0.13 0.301 � 0.019 � 0.029 0.056 � 0.026 � 0.011
0.14 0.309 � 0.017 � 0.027 0.110 � 0.024 � 0.011
0.16 0.257 � 0.016 � 0.026 0.088 � 0.022 � 0.010
0.18 0.252 � 0.014 � 0.025 0.080 � 0.019 � 0.010
0.21 0.237 � 0.013 � 0.023 0.084 � 0.017 � 0.010
0.23 0.267 � 0.012 � 0.022 0.087 � 0.016 � 0.010
0.26 0.227 � 0.011 � 0.021 0.084 � 0.015 � 0.009
0.29 0.233 � 0.010 � 0.020 0.107 � 0.014 � 0.009
0.33 0.197 � 0.009 � 0.018 0.077 � 0.012 � 0.008
0.37 0.174 � 0.008 � 0.016 0.093 � 0.011 � 0.007
0.42 0.142 � 0.007 � 0.014 0.046 � 0.011 � 0.006
0.47 0.105 � 0.007 � 0.012 0.049 � 0.010 � 0.005
0.53 0.081 � 0.006 � 0.010 0.045 � 0.009 � 0.004
0.59 0.061 � 0.005 � 0.008 0.042 � 0.008 � 0.003
0.67 0.037 � 0.004 � 0.005 0.023 � 0.006 � 0.002
0.75 0.024 � 0.003 � 0.003 0.009 � 0.004 � 0.002
0.84 0.010 � 0.001 � 0.002 0.003 � 0.002 � 0.001
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4.2 A1 Fits from RC Calculation

The �t to the global set of A1 data was needed as an input to the calculation of

radiative corrections (see section 3.3). A comparable �t using the corresponding

set of g1=F1 data was used to shift the measured data to a common Q
2 (see eq. 44)

for the evaluation of the integrals [63, 65]. Figures 18 through 23 show the �nal

results of the iterative A1 �ts, together with the data the �t is based upon.

These plots show the �t once as a function of xBjorken , with di�erent ranges

of Q2, and also as a function of Q2, with di�erent xBjorken ranges. Both types

of plots show the �t evaluated at a value central to the respective bin, with the

width of the band indicating the statistical error of the �t. Table X de�nes the

ranges and the central values used.

As can be seen in these plots, the �t provides an accurate representation of the

data, within the data's statistical error, for the entire kinematic range of the global

data set, beyond the ranges 0:001 < xBjorken < 0:9 and 0:3 < Q2 < 30 (GeV=c)2

for the proton and deuteron, and 0:01 < xBjorken < 0:6 and 1 < Q2 < 20 (GeV=c)2

for the neutron.

TABLE X: De�nition of Plot Bins for A1 Fit. Kinematic range of data in plot

and central value at which �t is evaluated.

A1 vs. xBjorken A1 vs. Q
2

Q2 min. Q2 max. < Q2 > xBj min. xBj max. < xBj >

0.0 1.2 1.0 0.01 0.03 0.025

1.2 2.0 1.5 0.03 0.04 0.035

2.0 3.5 2.8 0.04 0.06 0.05

3.5 5.0 4.2 0.06 0.1 0.08

5.0 7.0 6.0 0.1 0.15 0.125

7.0 15.0 8.5 0.15 0.2 0.175

0.2 0.3 0.25

0.3 0.4 0.35

0.4 0.6 0.5

0.6 1.0 0.8



CHAPTER 4. RESULTS 63

The parameter values of this �t are summarized in table XI together with their

errors. These parameter correspond to those used in equation 37 (section 3.3):

A1(x;Q
2) = x�(a+ bx + cx2)(1 + d=Q2)

Together, the �ts to Ap

1 and An

1 give the function used to �t Ad

1, via (eq. 38)

Ad

1F
d

1 =
1

2
(1�

3

2
!D) (A

p

1F
p

1 + An

1F
n

1 )

After an extensive study, this functional form of the �t was chosen because

it resulted in the lowest �2 for only 10 �t parameter, 624:17 for 616 data points

(see section 4.3 for details). Also, its xBjorken term is an intuitive match with the

actual trend of the data while the Q2-dependence mirrors the expected behavior

of scaling violations similar to higher-twist terms (see section 1.3).

TABLE XI: Final Parameter Values and Errors for Global A1 Fit.

Parameter Ap

1 �t An

1 �t

� 0.653 � 0.032 0.201 � 0.135

a 0.797 � 0.075 -0.169 � 0.086

b 1.058 � 0.192 0.055 � 0.477

c -1.153 � 0.286 0.602 � 0.861

d -0.159 � 0.032 -0.070 � 0.187
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FIG. 18: Fit to World A1 Data: Proton Data Plotted against xBjorken . Median Q2

values of the plots are 1.0, 1.5, 2.8, 4.2, 6.0 and 8.5 (left to right, top to bottom).
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FIG. 19: Fit to World A1 Data: Neutron Data Plotted against xBjorken . Median

Q2
values of the plots are 1.0, 1.5, 2.8, 4.2, 6.0 and 8.5 (left to right, top to

bottom).
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FIG. 20: Fit to World A1 Data: Deuteron Data Plotted against xBjorken . Median

Q2
values of the plots are 1.0, 1.5, 2.8, 4.2, 6.0 and 8.5 (left to right, top to

bottom).
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FIG. 21: Fit to World A1 Data: Proton Data Plotted against Q
2. Median xBjorken

values of the plots are 0.025, 0.035, 0.05, 0.08, 0.125, 0.175, 0.25, 0.35, 0.5 and

0.8 (left to right, top to bottom).
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FIG. 22: Fit to World A1 Data: Neutron Data Plotted againstQ
2. Median xBjorken

values of the plots are 0.025, 0.035, 0.05, 0.08, 0.125, 0.175, 0.25, 0.35, 0.5 and

0.8 (left to right, top to bottom).
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FIG. 23: Fit to World A1 Data: Deuteron Data Plotted against Q2. Median

xBjorken values of the plots are 0.025, 0.035, 0.05, 0.08, 0.125, 0.175, 0.25, 0.35,

0.5 and 0.8 (left to right, top to bottom).
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4.3 Q2 Dependence

While there is no theoretical reason to expect scaling violations for g1 to be of

the same form and magnitude as those for F1, previously existing DIS data were

not precise enough to detect a signi�cant Q2-dependence in the ratio g1=F1 or

the closely related asymmetry A1 (eq. 10). Frequently, therefore, the obvious Q
2-

dependence of g1 (see �gure 24) was modeled by assuming g1=F1 to be constant in

Q2 and multiplying in the Q2-dependent F1(xBjorken ; Q
2). The increased kinematic

range in the world data due to our experiment, especially in Q2, allows us to

establish a signi�cant deviation from this assumption.

Our data, together with the existing world data set, were �t using a 1=Q2 term

(see �gures 21, 22 and 23), a logQ2 term and others. The use of any such term

signi�cantly improved the �2 of the �t (table XII), from 646 to 624, suggesting

that there is a Q2-dependence in the data. This was found to be the case not only

for �ts to A1 data, but also for �ts using a corresponding set of g1=F1 data.

TABLE XII: Q2-Dependence of Global A1 Fit.

N 616 313 35 268

�2 total p n d

1=Q2 624.2 316.8 15.0 292.5

logQ2 627.7 319.2 14.9 293.6

no Q2 term 645.7 336.5 15.0 294.3

Further, the �t parameter representing the signi�cance of the Q2-term has

considerable statistical weight. As is shown in table XI, above, for the 1=Q2

�t, the proton's parameter (�0:159 � 0:032) is signi�cant to 5�. The result is

similar in the case of the �t to g1=F1, where the corresponding parameter value

(�0:165 � 0:054) is signi�cant to over 3�. In the case of the neutron, the data

indicate that the statistical accuracy is still insu�cient to clearly determine any

Q2-dependence using this approach, and the deuteron data's �2 does not indicate

any signi�cant change.
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FIG. 24: World gp1 Data, Plotted against Q2. Subsets have been scaled by the

factors indicated for clarity. The data sets consist of E155 (�), E143 (�), Hermes
(4), SMC (�) and EMC (?). The dashed line corresponds to our A1 �t.
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4.4 Sum Rules, Integrals, NLO Extrapolation

The results of our experiment allow us to improve the experimental value of the

integrals over g1, the Bjorken sum rule and the net quark polarization (see sec-

tion 1.3). To this end, we determined the value of the integral over g1 for the

region in xBjorken for which data are available. Adding to this value the result of

an NLO extrapolation into the region of very low xBjorken , we obtain an improved

value for the full integral, with smaller statistical errors. The contributions to the

integral from the unmeasured large-xBjorken region were considered negligible.

Numerically integrating over the E155 data, which cover the kinematic region

0:014 < xBjorken < 0:9 and 1 < Q2 < 40 (GeV=c)2, we obtain (including statistical

and systematic errors):

Z 0:9

0:014
g1

p dx = 0:131� 0:002� 0:010 (46)Z 0:9

0:014
g1

d dx = 0:043� 0:003� 0:003 (47)

after shifting the data to a common value of Q2 = 5 (GeV=c)2 (see section 4.1).

In order to determine the integrals and sum rules fully, we need to evaluate

the remaining pieces of the full range from 0 to 1. The portion close to 1 is

negligible, as the value of g1 is essentially 0 here. However, the other limit is more

elusive. Traditional approaches, using Regge theory [26, 27], indicate that the

spin structure functions should be constant or go to zero as xBjorken ! 0, which

is not supported by the data.

Instead, next-to-leading order QCD calculations have been undertaken, most

recently in the analysis of experiment E154 [23]. These calculations use models

of the polarized and unpolarized parton distributions at low Q2 and evolve them

to larger Q2 with the DGLAP equations [19, 20, 21, 22] (see section 1.3). Using

a parameterization for the polarized parton distributions, the measured data can

be �tted and the results extrapolated over the entire kinematic range.

We have repeated this calculation [63, 66] utilizing the latest updates in the

world data set, including ours. We also used updated unpolarized parton dis-

tributions and a newer evaluation of the strong coupling constant, resulting in
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�S(5 GeV
2) = 0:26 [67]. Using the MS scheme [28], our NLO extrapolation (see

section 1.3) yielded

Z 0:014

0
gp1 dx = �0:006� 0:004� 0:002� 0:009 (48)Z 0:014

0
gd1 dx = �0:014� 0:004� 0:002� 0:005 (49)

for the unmeasured region xBjorken < 0:014. In addition to the statistical and

systematic errors, an error re
ecting the theoretical evolution uncertainty is given.

As in the prior study, the polarized parton distributions �uV , �dV , �Q and

�G at low Q2, which are the starting point for this NLO analysis, are based on

the unpolarized ones (uV , dV , Q and G) using

�qi(x;Q
2
0) = Ai x

�iqi(x;Q
2
0) (50)

where Q2
0 = 0:40 (GeV=c)2 and Ai and �i are �t parameter determined in the

analysis, and �qi and qi are the respective polarized and unpolarized parton dis-

tributions. These are then evolved to higher Q2 using the DGLAP equations

[19, 20, 21, 22]. The resulting �t is plotted in �gure 17, together with the g1 world

data set, including ours.

Combining the above results, we can evaluate the integrals

Z 1

0
gp1 dx = 0:125� 0:005� 0:010� 0:009 (51)Z 1

0
gd1 dx = 0:029� 0:005� 0:004� 0:005 (52)

for the common Q2 value. Using these to evaluate the Bjorken sum rule, once

again utilizing the relation gd1 =
1
2
(1� 3

2
!D)(g

p

1 + gn1 ), gives

Z 1

0
[gp1 � gn1 ] dx = 0:187� 0:011� 0:020� 0:020 (53)

This result is in excellent agreement with the current theoretical value of 0:182�

0:003, at this same Q2.

Extracting the integral over the neutron from the above, we get
R 1
0 g

n

1 dx =

�0:062� 0:012� 0:013 as the measured value; this and the proton result compare
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to the Ellis-Ja�e results of 0:164 � 0:005 and �0:018 � 0:004, respectively, and

con�rm that the assumption �s = 0 is too simplistic. Figure 25 compares the

experimental results, after NLO extrapolation, with the sum rule predictions. The

neutron data shown are the results of the E154 analysis [23].
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FIG. 25: Comparison between Theoretical Sum Rules and Measurements. Shown

are the E155 results for p, d and the E154 result for n. The inner bands are

statistical errors only, the outer are statistical, systematic and extrapolation errors

added in quadrature

Corresponding results, based directly on the NLO �t alone and evaluated at

Q2 = 5 GeV2, are summarized in table XIII, which shows the model values of

the integrals �1 over g1 for proton, neutron and deuteron and the value for the

Bjorken sum rule (�
p�n
1 ). Also tabulated are the extracted values for the polarized

parton distributions, as de�ned in [23]: the valence terms �uV and �dV , the sea

term �Q and the gluon term �G, and the net quark asymmetry �� and the

other SU(3) terms �q3 and �q8 (see eqs. 25{27).

These results are consistent with the experimental values and also with the
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TABLE XIII: Results of NLO QCD Fit, Evaluated at Q2 = 5 GeV 2. The results of

the E154 study are given for comparison. The �rst error is statistical, the second

systematic.

Updated NLO Fit E154 Results

�
p

1 0.118 � 0.004 � 0.006 0.112 � 0.006 � 0.008

�n1 -0.061 � 0.005 � 0.007 -0.056 � 0.006 � 0.006

�d1 0.026 � 0.004 � 0.005 0.026 � 0.005 � 0.006

�
p�n
1 0.180 � 0.003 � 0.007 0.168 � 0.004 � 0.008

�uV 0.723 � 0.010 � 0.033 0.69 � 0.02 � 0.05

�dV -0.452 � 0.019 � 0.028 -0.40 � 0.03 � 0.03

�q3 1.175 � 0.021 � 0.046 1.09 � 0.02 � 0.05

�q8 0.270 � 0.022 � 0.040 0.30 � 0.05 � 0.05

�q0 = �� 0.210 � 0.037 � 0.050 0.20 � 0.05 � 0.05

�Q -0.012 � 0.007 � 0.010 -0.02 � 0.01 � 0.01

�G 2.2 � 0.7 � 0.8 1.8 � 0.6 � 0.5

(QCD corrected) theoretical value for the Bjorken sum rule, above. However,

they only con�rm our inadequate knowledge of the nucleon spin structure. Our

value for �� comfortably agrees with previous measurements and is therefore

signi�cantly below the prediction of any simple model. Every result that re
ects

the polarization of the strange quarks, or the sea quarks in general, indicates that

this quantity is non-zero and negative, certainly not in agreement with the nQPM

assumptions that result in �� = 1. Finally, our result for �G indicates that the

gluon contribution to the nucleon spin is anything but negligible. While the large

error on this result may suggest that even highly accurate inclusive DIS data are

ill-suited to determine this quantity, it certainly demonstrates that a signi�cant

contribution is to be found here.



Chapter 5

Conclusion

Our experiment resulted in a high-precision measurement of the spin structure

function g1 of the proton and the deuteron with an extensive range in both xBjorken

and Q2, and with small systematic errors. These data improve on the accuracy

of the existing world data set and provide valuable constraints for the behavior

at large and small xBjorken , allowing us to extract the most signi�cant evaluation

of the net quark polarization to-date. They also increase our knowledge of the

di�erent contributions to the nucleon spin and represent the most accurate test

of the Bjorken sum rule available.

The large extent in Q2, coupled with the low systematic error, allows us to

make an accurate estimate of the scaling violation and the Q2-dependence of

the spin structure functions predicted by QCD. Since the three spectrometers

measured simultaneously at di�erent Q2, most systematic errors do not a�ect

the relative results, which increases the signi�cance of the observed trend. Our

parameterization of the global data set therefore permits accurate correction of

the data to a common value of Q2 and signi�cantly improves the precision of the

integrals over the spin structure functions.

We also developed a highly consistent method to apply both internal and

external radiative corrections, including the treatment of errors. Our propagation

of statistical errors is based solely in statistical and mathematical considerations,

eliminating any additional model assumptions. Utilizing our �t to the global data
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set reduces the systematic in
uence of our own measurement on the calculated

corrections.

In addition, we have successfully pioneered the use of LiD as polarized target

material, resulting in better statistics than other deuteron targets, like ND3, in the

same running time. Finally, our work resulted in the approval of an extension to

our experiment, E155x, which will improve the knowledge of g2 as this experiment

did for g1.

With the addition of our results, the spin structure functions of proton, neutron

and deuteron are well determined. The existing data cover a very signi�cant

portion of the kinematically accessible region, although not quite to the level

of unpolarized measurements. Signi�cant ambiguity only remains at very low

xBjorken . However, neither theory nor experimental data o�er conclusive answers

on the composition of the nucleon spin. The (model dependent) valence quark

helicity distributions are quite well determined, but they only account for a small

fraction of the spin. And while the sea contribution is not as well known, it is

clearly only small and negative.

Several options have been suggested to account for the remainder of the nucleon

spin, but the present data cannot help in the identi�cation. The most compelling

option, even without any signi�cant theoretical foundation, is the polarization

of the gluons. The experimental evidence, via NLO QCD analysis, indicates a

sizable contribution to the nucleon spin, though with very large uncertainty. A

more accurate result would require the measured region to extend to signi�cantly

smaller xBjorken , which corresponds to much more energetic interactions.

Other sources of angular momentum, such as the orbital angular momentum or

some exotic theoretical constructs (e.g. [68, 69, 70]), may also contribute; however,

polarized deep-inelastic scattering is ill-suited to make such determinations. This,

together with the realization that even highly accurate DIS data are insu�cient

to determine the gluon helicity, suggests that the answer may need to be found

via a di�erent approach.

Several alternatives exist and are being pursued, as is a high-energy DIS mea-

surement using polarized collider beams at HERA [71]. Most closely related are
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semi-inclusive DIS experiments, which gain additional information by detecting

the debris of the interacting nucleon. Such measurements have been pioneered at

SMC [72] and are ongoing at Hermes [73], and are also planned for the upcom-

ing COMPASS facility at CERN [74]. Due to the additional information, these

experiments are able to measure the sea polarization directly. Also related are

in-depth studies of the resonance region well underway at Je�erson Lab [75].

Other alternatives involve di�erent types of interactions. Quite popular are

charm production experiments planned at DESY's HERA [76] and at COMPASS

[74] and also under consideration at SLAC. These hope to gain a more direct

measure of the gluon polarization. Pursuing the orbital angular momentum of

the nucleon constituents is an approach utilizing \Deeply Virtual Compton Scat-

tering" that is planned at TJNAF [77, 78]. Utilizing the Drell-Yan process, RHIC

at BNL hopes to determine quark, antiquark and gluon polarizations [79].

Despite two decades of ambitious work, little is certain about the origin of the

nucleon's spin. Many details are entirely unknown and most remain ambiguous,

as is indicated by the number of experiments that are ongoing, under preparation

or being planned.



Appendix A

Hodoscope Calibration

As was described in section 2.4.2, the hodoscopes are a grid of scintillators used

to locate a particle track in space and time. The particle traverses the scintillator,

depositing some energy, which is converted into a light 
ash. A phototube con-

nected to the scintillator converts the light into a short pulse of electric charge that

can be processed by electronics. This basic description omits various limitations

inherent to this approach. The high electrostatic �eld of the phototube results in

a small \dark" current, which generates a 
uctuating background. In addition,

the experiment itself generated signi�cant low- and some high-energy background

radiation, which might enter the phototube and create a signal. All those back-

grounds combined generate su�cient signal that the electronics would be unable

to isolate individual signals unless a minimum signal threshold is established.

Using a discriminator (or, in our case, banks of multi-channel discriminators)

it is possible to only pass those signals to the timing circuitry that reasonably

warrant consideration. The desired signal is the current pulse due to an electron

depositing light in the respective scintillator. Since phototubes are proportional

devices, a larger energy deposition in the form of light results in a larger amplitude

current pulse. The electron energies our spectrometers were tuned to are close to

minimum ionizing, so we could establish a minimum signal to adjust our discrimi-

nator threshold for. However, the signal strength also depends on the phototube's

gain, which is a function of the high-voltage applied to the tube, resulting in two
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quantities which together determine if a certain amount of energy deposited in

the scintillator will pass the discriminator threshold: the discriminator threshold

level and the phototube gain, determined by applied HV.

Our experimental situation imposed two signi�cant limitations on this 
exi-

bility. Less signi�cant was that the threshold of all the channels in one module

should be the same. Since we had dozens of modules, it would not have been

practical to use di�erent settings, especially in light of the potential need for unit

replacement. However, the �nite supply of available HV channels for the sev-

eral hundred phototubes in use required that as many as four tubes share one

HV supply. Since phototubes generally vary in response, this meant that those

sharing one HV supply had at least slightly di�erent gains. Coupled with a �xed

discriminator threshold, this resulted in di�ering energy thresholds for di�erent

hodoscope \�ngers".

This situation required a balance between tubes with high sensitivity, and

therefore high gains and increased noise signals, and low sensitivity tubes whose

low gain could result in loss of some desired signal. In order to minimize the

impact of the spread in tube sensitivities, ten-turn potentiometers were placed

inline in the HV supply lines, in series with the tubes, reducing their accelerating

potential. In an extensive mapping e�ort, which was aided by undergraduate

students from Smith College [80], the individual tube's response was quanti�ed

and the (indicator-less) potentiometers adjusted to match the gain of the tubes

sharing an HV supply as closely as possible. Subsequent analysis then provided

an estimate for the best supply voltage to use on each channel.

To gauge the tube's response, an intermediate voltage was chosen and the

tube output in response to a Sr-90 source placed on the scintillator was measured

on a multi-channel analyzer. Since the hodoscopes consisted of several layered

planes and were already installed, placing the source in a reasonably consistent

position along the scintillator proved to be a time-consuming task. Once each

tube of a supply line was measured, the potentiometers were adjusted to obtain

less than 10% variation in the tube gain, measured relative to the arbitrary but

o�set corrected scale of the MCA. The large range of tube gains and the limited
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exibility in grouping them, partially due to lack of extra supply channels and

partly due to limitations in cable length, resulted in a small fraction of tubes

operating at the edges of their operating range, forcing us to set some tubes at

noise- inducing high voltage levels.

In addition, once the tubes were matched as closely as was reasonably achiev-

able, the tube responses were recorded, again using the same MCA, after raising

or lowering the applied HV levels by � 50 Volts, depending on initial voltage

and operating range. Subsequently, in large spreadsheets, these data were used to

�nd ideal operating voltages for all channels within each plane. Extrapolating the

measured responses, a common, global mean gain was found which corresponded

to reasonable HV levels and still resulted in less than 10% spread (see table XIV).

These estimated values were adjusted using a similar procedure once actual

electron beam was available. Using the experiment's DAQ system and beam

electrons scattered from the target region, the change in detector sensitivity due

to raised and lowered HV values was examined. Once the beam current was

su�ciently stable to allow direct comparisons, the voltage on each HV channel

was adjusted to maximize the response of every hodoscope �nger attached to the

channel, subject to limitations in the tubes' operating voltage range.
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TABLE XIV: Sample Gain Data: 2:75o Spectrometer, Plane 8y. Gains are aver-

ages of 4 phototubes, in arbitrary units.

HV channel E154 Gain E155 Gain HV

2H8YC6 68 � 17.5 113 � 34.6 1,146

2H8YC7 90 � 10.3 101 � 8.8 1,021

2H8YC8 131 � 33.1 100 � 6.6 1,005

2H8YC9 107 � 37.3 101 � 8.8 1,062

2H8YD1 121 � 11.9 100 � 6.6 930

2H8YD2 84 � 25.8 100 � 8.4 985

2H8YD3 101 � 7.3 100 � 7.3 925

2H8YD4 103 � 23.5 100 � 3.4 977

2H8YD5 94 � 21.8 100 � 4.1 962

2H8YD6 71 � 8.1 100 � 4.6 952

2H8YD7 81 � 8.5 100 � 3.3 935

2H8YD8 69 � 35.0 103 � 24.2 1,123

2H8YD9 82 � 11.1 100 � 8.8 1,067

2H8YE1 117 � 23.2 100 � 3.4 999

2H8YE2 113 � 10.7 100 � 3.8 998

2H8YE3 137 � 11.2 100 � 1.8 953

2H8YE4 100 � 3.2 100 � 3.2 950

2H8YE5 98 � 13.9 100 � 4.0 968

2H8YE6 100 � 29.0 101 � 6.6 1,003

2H8YE7 109 � 30.9 102 � 7.8 992

2H8YE8 120 � 47.2 100 � 5.1 973



Appendix B

RCSLACPOL

The actual radiative corrections are calculated using the program RCSLACPOL,

developed by L. Stuart. This code computes internal corrections based on the

approach developed by Kuchto & Shumeiko [61], and external corrections based

on Tsai [60]. Using numerical integration (4th-order Runge-Kutta) of various

input models (see appendix E), polarized and unpolarized Born crossections are

calculated and then radiated. The corresponding asymmetry is then obtained

based on

A =
�pol

�unpol

The program is capable of calculating corrections for Ak as well as A?, for scat-

tering o� proton, neutron, 2H and 3He targets.

Essentially, the kinematics of an observed event are used to determine the

extreme limits for the kinematics of the possible underlying Born event. Then

the program integrates over all possible combinations of photon radiated prior to

scattering, after scattering, and the scattering event itself. The latter is evalu-

ated including internal corrections. From the input models, the unpolarized and

polarized Born cross sections are determined and radiated, using this complete

convolution of internal and external corrections. Also included is the possible

depolarization of the electron by a photon radiated pre-scattering.
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While the principal correction determined by RCSLACPOL is

Adi� = ABorn � Aradiated

it also separates this correction into additive and multiplicative terms ARC and

fRC , using a dilution interpretation. This de�nition of fRC is fundamentally

di�erent from the one used and developed in this work (see appendix D), though

both are based on the idea that the radiative corrections should result in an

adjustment of the statistical errors as well as of the asymmetry.

This \radiative dilution" approach assumes some of the correction to the un-

polarized crossection to originate outside the (kinematically de�ned) region being

studied, considering it to be a \tail". This allows for the de�nition of a radiative

dilution factor fRC :

fRC =
�unpolrad � �unpoltail

�unpolrad

where �unpoltail is a portion of �unpolrad determined by the kinematically de�ned cut. The

calculated values of ABorn , Aradiated and fRC then de�ne the additive correction

ARC = ABorn � Aradiated=fRC

This intuitive concept of a \radiative dilution factor" cannot be well de�ned,

though. No clear boundary exists to determine the tail contribution. The de�-

nition used previously, for SLAC experiment E154 [23, 41, 42], approximates our

approach by phenomenologically determining a correlation range. Contributions

from outside this range are considered to be part of the tail [81].



Appendix C

Summary of RC Results

The following tables contain the results of the radiative corrections calculations.

Tables XV through XVII detail the Ak proton data for each of the three spectrome-

ters, and tables XVIII through XX the results for the deuteron. The corresponding

numbers for the perpendicular case are contained in tables XXI through XXVI. In

addition to the model values ABorn
model and A

radiated
model for each data point, the respective

values of fRC , ARC and the statistical error term �ARC
are given.
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TABLE XV: Radiative Corrections for 2:75oAk Proton Data.

xBj Q2 ABorn
k Arad

k fRC ARC �ARC

0.014 1.0 0.0369 0.0242 0.513 -0.0102 0.0006

0.015 1.1 0.0393 0.0266 0.524 -0.0115 0.0006

0.017 1.2 0.0420 0.0295 0.536 -0.0132 0.0005

0.019 1.3 0.0446 0.0328 0.552 -0.0148 0.0005

0.022 1.5 0.0474 0.0363 0.569 -0.0164 0.0004

0.024 1.6 0.0497 0.0397 0.589 -0.0177 0.0004

0.027 1.7 0.0526 0.0432 0.607 -0.0186 0.0004

0.031 1.9 0.0551 0.0465 0.624 -0.0195 0.0003

0.035 2.0 0.0576 0.0499 0.643 -0.0201 0.0003

0.039 2.2 0.0603 0.0534 0.661 -0.0205 0.0003

0.044 2.4 0.0629 0.0568 0.679 -0.0208 0.0002

0.050 2.6 0.0657 0.0603 0.694 -0.0211 0.0002

0.056 2.8 0.0682 0.0635 0.714 -0.0207 0.0002

0.063 3.0 0.0709 0.0667 0.729 -0.0207 0.0002

0.071 3.2 0.0732 0.0695 0.748 -0.0197 0.0002

0.079 3.4 0.0755 0.0723 0.770 -0.0184 0.0002

0.089 3.6 0.0776 0.0748 0.792 -0.0168 0.0002

0.101 3.8 0.0797 0.0771 0.814 -0.0151 0.0002

0.113 4.0 0.0816 0.0793 0.839 -0.0130 0.0002

0.128 4.2 0.0835 0.0814 0.861 -0.0111 0.0002

0.144 4.4 0.0851 0.0832 0.881 -0.0092 0.0002

0.162 4.5 0.0865 0.0846 0.898 -0.0077 0.0002

0.182 4.7 0.0878 0.0860 0.913 -0.0064 0.0002

0.205 4.9 0.0886 0.0868 0.925 -0.0052 0.0002

0.230 5.0 0.0893 0.0875 0.940 -0.0037 0.0002

0.259 5.2 0.0895 0.0876 0.962 -0.0016 0.0003

0.292 5.3 0.0896 0.0877 0.994 0.0014 0.0003

0.328 5.5 0.0893 0.0873 1.042 0.0055 0.0003

0.370 5.6 0.0880 0.0860 1.095 0.0095 0.0003

0.416 5.7 0.0863 0.0841 1.134 0.0121 0.0003

0.468 5.8 0.0836 0.0814 1.139 0.0122 0.0002

0.527 5.9 0.0799 0.0775 1.116 0.0104 0.0002

0.593 6.0 0.0748 0.0722 1.078 0.0078 0.0001
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TABLE XVI: Radiative Corrections for 5:5oAk Proton Data.

xBj Q2 ABorn
k Arad

k fRC ARC �ARC

0.057 4.0 0.1058 0.0913 0.607 -0.0447 0.0004

0.063 4.4 0.1134 0.1005 0.633 -0.0453 0.0004

0.071 4.8 0.1218 0.1106 0.674 -0.0424 0.0004

0.080 5.3 0.1305 0.1211 0.698 -0.0428 0.0004

0.090 5.8 0.1396 0.1320 0.733 -0.0404 0.0004

0.101 6.3 0.1489 0.1429 0.779 -0.0346 0.0004

0.113 6.9 0.1584 0.1538 0.803 -0.0332 0.0004

0.128 7.4 0.1678 0.1646 0.842 -0.0275 0.0004

0.144 8.0 0.1773 0.1749 0.867 -0.0243 0.0004

0.162 8.6 0.1869 0.1849 0.882 -0.0227 0.0005

0.182 9.2 0.1960 0.1943 0.898 -0.0205 0.0005

0.205 9.9 0.2047 0.2031 0.911 -0.0182 0.0005

0.230 10.5 0.2128 0.2110 0.923 -0.0159 0.0005

0.259 11.1 0.2200 0.2179 0.941 -0.0116 0.0006

0.292 11.7 0.2258 0.2233 0.967 -0.0052 0.0006

0.328 12.3 0.2302 0.2273 1.012 0.0055 0.0007

0.370 12.9 0.2327 0.2295 1.065 0.0172 0.0007

0.416 13.5 0.2332 0.2296 1.113 0.0269 0.0006

0.468 14.1 0.2306 0.2267 1.126 0.0293 0.0006

0.526 14.6 0.2246 0.2204 1.113 0.0265 0.0005

0.592 15.1 0.2144 0.2102 1.088 0.0212 0.0004

0.666 15.6 0.1992 0.1951 1.063 0.0156 0.0003

0.749 16.0 0.1776 0.1740 1.040 0.0103 0.0002

0.844 16.4 0.1482 0.1458 1.017 0.0048 0.0001
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TABLE XVII: Radiative Corrections for 10:5oAk Proton Data.

xBj Q2 ABorn
k Arad

k fRC ARC �ARC

0.130 10.1 0.2226 0.2071 0.715 -0.0671 0.0008

0.145 11.2 0.2421 0.2299 0.757 -0.0616 0.0008

0.162 12.4 0.2639 0.2556 0.796 -0.0572 0.0009

0.182 13.7 0.2875 0.2827 0.833 -0.0520 0.0009

0.205 15.2 0.3130 0.3115 0.868 -0.0459 0.0010

0.230 16.7 0.3389 0.3400 0.898 -0.0398 0.0010

0.259 18.3 0.3659 0.3685 0.931 -0.0301 0.0011

0.291 20.0 0.3936 0.3968 0.969 -0.0160 0.0012

0.328 21.9 0.4208 0.4236 1.016 0.0039 0.0013

0.369 23.8 0.4466 0.4484 1.076 0.0300 0.0014

0.414 26.0 0.4733 0.4739 1.128 0.0534 0.0014

0.464 28.3 0.4939 0.4927 1.144 0.0631 0.0013

0.525 30.2 0.5004 0.4970 1.125 0.0585 0.0010

0.590 32.5 0.5028 0.4977 1.097 0.0489 0.0009

0.665 35.0 0.4906 0.4841 1.069 0.0376 0.0007

0.743 37.2 0.4626 0.4556 1.046 0.0268 0.0005

0.850 39.9 0.3985 0.3928 1.023 0.0144 0.0003
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TABLE XVIII: Radiative Corrections for 2:75oAk Deuteron Data.

xBj Q2 ABorn
k Arad

k fRC ARC �ARC

0.014 1.0 -0.0062 0.0010 0.660 -0.0078 0.0008

0.015 1.1 -0.0053 0.0017 0.657 -0.0079 0.0007

0.017 1.2 -0.0042 0.0025 0.652 -0.0080 0.0007

0.019 1.3 -0.0030 0.0033 0.645 -0.0082 0.0006

0.022 1.5 -0.0016 0.0043 0.643 -0.0083 0.0005

0.024 1.6 -0.0002 0.0054 0.646 -0.0085 0.0005

0.027 1.7 0.0014 0.0064 0.657 -0.0084 0.0004

0.031 1.9 0.0029 0.0076 0.669 -0.0084 0.0003

0.035 2.0 0.0046 0.0088 0.684 -0.0083 0.0003

0.039 2.2 0.0063 0.0102 0.700 -0.0083 0.0003

0.044 2.4 0.0081 0.0118 0.716 -0.0083 0.0002

0.050 2.6 0.0100 0.0134 0.733 -0.0083 0.0002

0.056 2.8 0.0119 0.0152 0.751 -0.0083 0.0002

0.063 3.0 0.0139 0.0170 0.771 -0.0081 0.0002

0.071 3.2 0.0160 0.0189 0.792 -0.0079 0.0002

0.079 3.4 0.0181 0.0209 0.815 -0.0075 0.0002

0.089 3.6 0.0203 0.0229 0.839 -0.0070 0.0002

0.101 3.8 0.0226 0.0250 0.862 -0.0065 0.0002

0.113 4.0 0.0249 0.0272 0.884 -0.0058 0.0002

0.128 4.2 0.0273 0.0294 0.904 -0.0052 0.0002

0.144 4.4 0.0298 0.0317 0.923 -0.0045 0.0002

0.162 4.6 0.0323 0.0340 0.941 -0.0038 0.0002

0.182 4.7 0.0347 0.0362 0.960 -0.0030 0.0002

0.205 4.9 0.0371 0.0384 0.982 -0.0020 0.0002

0.230 5.0 0.0394 0.0405 1.007 -0.0008 0.0002

0.259 5.2 0.0417 0.0425 1.033 0.0005 0.0002

0.292 5.3 0.0439 0.0444 1.057 0.0018 0.0002

0.328 5.5 0.0459 0.0462 1.075 0.0029 0.0002

0.370 5.6 0.0474 0.0475 1.083 0.0035 0.0002

0.416 5.7 0.0486 0.0485 1.082 0.0038 0.0002

0.468 5.8 0.0494 0.0491 1.072 0.0036 0.0001

0.527 5.9 0.0495 0.0490 1.058 0.0032 0.0001

0.593 6.0 0.0488 0.0479 1.039 0.0027 0.0001
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TABLE XIX: Radiative Corrections for 5:5oAk Deuteron Data.

xBj Q2 ABorn
k Arad

k fRC ARC �ARC

0.057 4.0 0.0190 0.0250 0.657 -0.0192 0.0004

0.063 4.4 0.0227 0.0287 0.687 -0.0190 0.0004

0.071 4.8 0.0270 0.0329 0.720 -0.0188 0.0004

0.080 5.3 0.0317 0.0377 0.755 -0.0181 0.0004

0.090 5.8 0.0370 0.0429 0.791 -0.0172 0.0004

0.101 6.3 0.0428 0.0486 0.826 -0.0160 0.0004

0.113 6.9 0.0489 0.0546 0.859 -0.0147 0.0004

0.128 7.4 0.0557 0.0612 0.888 -0.0132 0.0004

0.144 8.0 0.0629 0.0681 0.914 -0.0117 0.0004

0.162 8.6 0.0705 0.0754 0.937 -0.0100 0.0004

0.182 9.2 0.0786 0.0832 0.959 -0.0081 0.0004

0.205 9.9 0.0868 0.0909 0.981 -0.0058 0.0004

0.230 10.5 0.0953 0.0989 1.004 -0.0031 0.0004

0.259 11.1 0.1039 0.1069 1.027 -0.0001 0.0005

0.292 11.7 0.1122 0.1146 1.043 0.0024 0.0005

0.328 12.4 0.1200 0.1217 1.066 0.0058 0.0004

0.370 13.0 0.1272 0.1283 1.073 0.0076 0.0004

0.416 13.5 0.1334 0.1339 1.077 0.0090 0.0004

0.468 14.1 0.1380 0.1379 1.073 0.0095 0.0004

0.526 14.6 0.1408 0.1401 1.063 0.0089 0.0003

0.592 15.1 0.1406 0.1395 1.053 0.0082 0.0003

0.666 15.6 0.1367 0.1352 1.045 0.0073 0.0002

0.749 16.0 0.1273 0.1257 1.033 0.0056 0.0001

0.843 16.4 0.1115 0.1105 1.017 0.0028 0.0002
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TABLE XX: Radiative Corrections for 10:5oAk Deuteron Data.

xBj Q2 ABorn
k Arad

k fRC ARC �ARC

0.129 10.1 0.0749 0.0856 0.798 -0.0323 0.0007

0.144 11.2 0.0867 0.0980 0.843 -0.0296 0.0007

0.162 12.4 0.1005 0.1124 0.888 -0.0260 0.0008

0.182 13.8 0.1162 0.1286 0.933 -0.0216 0.0008

0.205 15.2 0.1342 0.1468 0.975 -0.0163 0.0009

0.230 16.8 0.1534 0.1657 1.013 -0.0103 0.0009

0.259 18.4 0.1745 0.1862 1.043 -0.0041 0.0009

0.291 20.1 0.1975 0.2084 1.071 0.0028 0.0009

0.328 22.0 0.2215 0.2312 1.089 0.0092 0.0009

0.369 23.8 0.2457 0.2538 1.098 0.0145 0.0009

0.415 26.1 0.2727 0.2793 1.095 0.0176 0.0009

0.465 28.4 0.2972 0.3020 1.088 0.0195 0.0008

0.525 30.4 0.3157 0.3182 1.075 0.0196 0.0007

0.590 32.7 0.3310 0.3314 1.063 0.0191 0.0006

0.666 35.2 0.3364 0.3348 1.050 0.0176 0.0005

0.744 37.6 0.3305 0.3278 1.039 0.0149 0.0003

0.850 39.9 0.2965 0.2942 1.023 0.0091 0.0005
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TABLE XXI: Radiative Corrections for 2:75oA? Proton Data.

xBj Q2 ABorn
? Adi� fRC ARC

0.020 1.05 0.0020 0.152 0.489 0.099

0.022 1.15 0.0022 0.162 0.505 0.105

0.025 1.25 0.0024 0.171 0.529 0.108

0.027 1.35 0.0026 0.180 0.554 0.113

0.031 1.41 0.0028 0.181 0.589 0.110

0.035 1.48 0.0030 0.176 0.617 0.100

0.039 1.56 0.0031 0.172 0.643 0.093

0.044 1.66 0.0033 0.178 0.662 0.099

0.050 1.76 0.0034 0.185 0.681 0.110

0.056 1.86 0.0036 0.199 0.697 0.128

0.063 1.95 0.0037 0.204 0.714 0.139

0.070 2.05 0.0037 0.211 0.730 0.154

0.079 2.16 0.0036 0.222 0.744 0.174

0.089 2.26 0.0034 0.229 0.759 0.193

0.101 2.36 0.0032 0.237 0.774 0.212

0.113 2.45 0.0028 0.243 0.789 0.231

0.127 2.55 0.0023 0.247 0.804 0.251

0.144 2.64 0.0015 0.244 0.820 0.264

0.162 2.72 0.0007 0.244 0.837 0.279

0.182 2.81 -0.0005 0.239 0.853 0.288

0.230 2.96 -0.0034 0.220 0.887 0.291

0.259 3.03 -0.0052 0.204 0.904 0.282

0.292 3.09 -0.0072 0.187 0.920 0.267

0.328 3.15 -0.0095 0.165 0.934 0.244

0.369 3.21 -0.0119 0.142 0.948 0.215

0.416 3.26 -0.0143 0.118 0.962 0.180

0.468 3.30 -0.0167 0.091 0.974 0.139

0.527 3.33 -0.0187 0.058 0.982 0.093

0.593 3.36 -0.0200 0.074 0.986 0.103

0.667 3.39 -0.0200 0.094 0.975 0.147

0.751 3.41 -0.0232 -0.064 0.940 0.080

0.846 3.43 -0.0060 0.352 0.866 0.499
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TABLE XXII: Radiative Corrections for 5:5oA? Proton Data.

xBj Q2 ABorn
? Adi� fRC ARC

0.056 3.13 0.0046 0.365 0.590 0.296

0.065 3.43 0.0051 0.362 0.647 0.282

0.072 3.70 0.0053 0.377 0.673 0.301

0.080 4.03 0.0055 0.399 0.699 0.332

0.090 4.39 0.0057 0.417 0.725 0.360

0.101 4.76 0.0056 0.429 0.751 0.386

0.113 5.13 0.0053 0.429 0.778 0.399

0.128 5.52 0.0047 0.429 0.801 0.418

0.144 5.91 0.0038 0.428 0.824 0.437

0.162 6.31 0.0026 0.426 0.844 0.457

0.182 6.69 0.0008 0.416 0.865 0.469

0.205 7.07 -0.0015 0.403 0.885 0.474

0.230 7.45 -0.0042 0.385 0.903 0.471

0.259 7.82 -0.0075 0.361 0.921 0.457

0.292 8.20 -0.0114 0.332 0.937 0.430

0.328 8.54 -0.0157 0.297 0.952 0.390

0.370 8.89 -0.0204 0.258 0.966 0.339

0.416 9.23 -0.0253 0.215 0.978 0.278

0.468 9.55 -0.0304 0.169 0.987 0.211

0.526 9.84 -0.0352 0.119 0.994 0.141

0.592 10.10 -0.0394 0.067 0.998 0.074

0.666 10.38 -0.0425 0.016 0.999 0.020

0.750 10.63 -0.0435 -0.010 0.997 0.003

0.844 10.79 -0.0410 0.001 0.986 0.060
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TABLE XXIII: Radiative Corrections for 10:5oA? Proton Data.

xBj Q2 ABorn
? Adi� fRC ARC

0.129 7.67 0.0055 0.721 0.711 0.790

0.144 8.49 0.0051 0.729 0.748 0.802

0.162 9.48 0.0044 0.738 0.778 0.824

0.182 10.47 0.0032 0.720 0.813 0.811

0.204 11.47 0.0015 0.690 0.846 0.788

0.230 12.67 -0.0008 0.662 0.876 0.768

0.260 13.81 -0.0041 0.614 0.904 0.723

0.291 15.02 -0.0081 0.571 0.927 0.681

0.330 16.36 -0.0136 0.518 0.948 0.621

0.371 18.15 -0.0192 0.480 0.963 0.571

0.418 19.65 -0.0263 0.418 0.977 0.489

0.470 21.34 -0.0340 0.352 0.987 0.400

0.529 23.13 -0.0422 0.278 0.994 0.304

0.596 24.58 -0.0504 0.194 0.998 0.206

0.671 26.00 -0.0574 0.106 0.999 0.113

0.755 28.43 -0.0615 0.032 0.999 0.038

0.850 29.34 -0.0604 -0.010 0.999 -0.002
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TABLE XXIV: Radiative Corrections for 2:75oA? Deuteron Data.

xBj Q2 ABorn
? Adi� fRC ARC

0.020 1.05 0.0007 0.087 0.572 0.104

0.022 1.15 0.0007 0.093 0.586 0.107

0.025 1.25 0.0008 0.096 0.605 0.104

0.027 1.35 0.0009 0.098 0.626 0.099

0.031 1.41 0.0011 0.089 0.656 0.080

0.035 1.48 0.0012 0.081 0.681 0.065

0.039 1.56 0.0013 0.077 0.701 0.055

0.044 1.66 0.0014 0.076 0.718 0.051

0.050 1.76 0.0015 0.076 0.734 0.049

0.056 1.86 0.0016 0.078 0.749 0.050

0.063 1.95 0.0017 0.080 0.763 0.053

0.070 2.05 0.0018 0.084 0.777 0.057

0.079 2.16 0.0018 0.088 0.790 0.063

0.089 2.26 0.0018 0.093 0.803 0.070

0.101 2.35 0.0018 0.097 0.815 0.078

0.113 2.45 0.0017 0.102 0.828 0.087

0.127 2.55 0.0015 0.106 0.841 0.097

0.144 2.64 0.0013 0.109 0.855 0.106

0.162 2.72 0.0009 0.112 0.868 0.115

0.182 2.80 0.0004 0.113 0.882 0.122

0.205 2.89 -0.0002 0.113 0.896 0.129

0.230 2.96 -0.0010 0.111 0.910 0.133

0.259 3.03 -0.0020 0.108 0.923 0.133

0.292 3.10 -0.0031 0.103 0.936 0.131

0.328 3.16 -0.0044 0.096 0.948 0.126

0.369 3.21 -0.0058 0.088 0.959 0.117

0.416 3.26 -0.0073 0.080 0.969 0.106

0.468 3.30 -0.0089 0.070 0.978 0.091

0.527 3.33 -0.0103 0.064 0.985 0.081

0.593 3.36 -0.0116 0.069 0.988 0.084

0.668 3.38 -0.0138 0.075 0.981 0.104

0.751 3.41 -0.0147 0.075 0.955 0.149

0.846 3.43 -0.0125 0.279 0.869 0.509
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TABLE XXV: Radiative Corrections for 5:5oA? Deuteron Data.

xBj Q2 ABorn
? Adi� fRC ARC

0.056 3.13 0.0019 0.188 0.659 0.187

0.065 3.43 0.0022 0.170 0.708 0.149

0.072 3.70 0.0024 0.171 0.731 0.146

0.080 4.03 0.0026 0.175 0.754 0.148

0.090 4.39 0.0027 0.180 0.777 0.153

0.101 4.76 0.0028 0.184 0.799 0.159

0.113 5.13 0.0028 0.184 0.821 0.163

0.128 5.52 0.0027 0.185 0.841 0.169

0.144 5.91 0.0024 0.186 0.859 0.177

0.162 6.31 0.0019 0.187 0.877 0.186

0.182 6.69 0.0012 0.188 0.893 0.196

0.205 7.07 0.0002 0.186 0.909 0.204

0.230 7.45 -0.0012 0.183 0.923 0.209

0.259 7.83 -0.0029 0.178 0.937 0.209

0.292 8.20 -0.0050 0.169 0.951 0.204

0.329 8.54 -0.0075 0.157 0.963 0.192

0.370 8.89 -0.0103 0.141 0.973 0.173

0.416 9.24 -0.0135 0.122 0.982 0.148

0.468 9.56 -0.0168 0.100 0.990 0.118

0.527 9.84 -0.0201 0.073 0.995 0.083

0.592 10.11 -0.0231 0.042 0.998 0.046

0.666 10.38 -0.0254 0.007 0.999 0.009

0.750 10.59 -0.0257 -0.014 0.997 -0.007

0.844 10.81 -0.0223 0.014 0.989 0.040
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TABLE XXVI: Radiative Corrections for 10:5oA? Deuteron Data.

xBj Q2 ABorn
? Adi� fRC ARC

0.129 7.65 0.0029 0.374 0.766 0.400

0.144 8.47 0.0028 0.374 0.797 0.398

0.162 9.43 0.0026 0.376 0.823 0.402

0.182 10.47 0.0021 0.368 0.851 0.395

0.205 11.52 0.0014 0.352 0.877 0.381

0.230 12.67 0.0003 0.334 0.901 0.367

0.259 13.83 -0.0013 0.315 0.923 0.352

0.292 15.05 -0.0035 0.297 0.942 0.336

0.328 16.26 -0.0064 0.275 0.958 0.315

0.369 17.64 -0.0099 0.254 0.971 0.291

0.415 19.06 -0.0142 0.227 0.981 0.258

0.467 20.59 -0.0190 0.194 0.989 0.217

0.524 21.97 -0.0241 0.154 0.995 0.168

0.593 23.09 -0.0297 0.101 0.998 0.107

0.666 24.55 -0.0339 0.046 0.999 0.049

0.747 26.07 -0.0354 -0.009 0.999 -0.006

0.850 29.34 -0.0310 -0.040 0.999 -0.037



Appendix D

Statistical Error of RCs

In order to correctly propagate the statistical error of our data through the correc-

tion of radiative e�ects, as indicated in section 3.3, we want to de�ne fRC in terms

of the statistical dependence of the radiated and Born models on the experimental

data:

 
@ABorn

�t (x;Q2)

@Ameasured (x;Q2)

!
=

1

fRC(x;Q2)

 
@Aradiated

�t (x;Q2)

@Ameasured (x;Q2)

!
(54)

Based on our de�nition for the radiative corrections, ABorn = A
radiated

fRC
+ ARC

(eq. 40), this necessarily means that

@ARC (x;Q
2)

@Ameasured (x;Q2)
= 0 (55)

though this is not the case for @ARC (x0;Q02)

@Ameasured (x;Q
2)
with (x0; Q02) 6= (x;Q2), thus sepa-

rating the direct, local in
uence from the overall (global) ones.

To actually be able to calculate this, we use an indirect approach, via the �t

parameter pi of the global �t to A1 (see section 3.3):

fRC(x;Q
2) =

P
i

�
@Arad

�t
(x;Q2)

@pi

��
@pi

@Ameas(x;Q2)

�
P

i

�
@ABorn

�t
(x;Q2)

@pi

� �
@pi

@Ameas(x;Q2)

� (56)
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We can now evaluate the ratios @Aradiated
�t =@pi and @ABorn

�t =@pi, i.e. the depen-

dence of the respective model on the individual �t parameter, if we approximate

the partial derivatives with ratios of small variations:

@Aradiated
�t

@pi
�
4Aradiated

�t

4pi

However, the ratio @pi=@Ameasured cannot easily be calculated this way. Instead,

we express it in terms of the �t's error matrix. To obtain the requisite expression,

we need to go back to the de�nitions

�2 =
X
m

(fm � ym)
2

�2
m

(57)

E�1
ij

=
1

2

@�2

@pi @pj
(58)

Here, the sum is over all the data used in making the �t; ym, �m and fm are the

data points, their statistical errors, and the corresponding �t values, respectively;

pi are the �t parameter; �
2 is minimized by the �t; and E�1

ij is element (i; j) of

the inverse of the �t's error matrix E . Note that for a reasonable �t, the error

matrix is symmetric so that Eij = Eji.

We can now take the partial derivative

 
@�2

@pi

!
= 2

X
m

 
fm � ym
�2
m

! 
@fm
@pi

!
= 0 (59)

which is the condition for �2 being at a minimum.

Now, assume the data point in question were actually slightly di�erent, a

reasonable approach considering the meaning of a statistical error. The change of

this data point y(x;Q2) would result in a change in the above derivative, which

would have to be matched by corresponding changes in the �t parameter �p` to

again meet the condition for a minimum. Thus,

X
`

@

@p`

 
@�2

@pi

!
�p` = �

@

@y

 
@�2

@pi

!
�y(x;Q2) (60)
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Using de�nition eq. (58) and some algebra, we get

�y(x;Q2)

�2(x;Q2)

 
@f(x;Q2)

@pi

!
=

1

2

X
`

 
@2�2

@pi @p`

!
�p` (61)

=
X
`

E�1
i`

�p` (62)

Multiplying both sides by the error matrix itself,

X
i

�y(x;Q2)

�2(x;Q2)
Eij

 
@f(x;Q2)

@pi

!
=
X
i;`

Eij E�1
i`

�p` (63)

or

1

�2(x;Q2)

X
i

Eij

 
@f(x;Q2)

@pi

!
=

�pj

�y(x;Q2)
(64)

Substituting this expression into our de�nition of fRC (eq. 56) gives:

fRC(x;Q
2) =

�
@Arad

�t
(x;Q2)

@pj

�
Eij
�
@f(x;Q2)

@pi

�
�
@ABorn

�t
(x;Q2)

@pj

�
Eij
�
@f(x;Q2)

@pi

� (65)

We have made the sums over i and j implicit and utilized the fact that ex-

perimental data are independent of each other, i.e. �ym=�yk = 1 for m=k and 0

otherwise. The same approximation as used above can now be applied to evaluate

the ratio @f=@pi and the error matrix E .1

At this point, it should be noted that we have not made any assumption about

which data f is actually �tting, corrected or uncorrected. In the context of our RC

calculation, �tting the corrected data (ABorn , \backward" �t) is the more obvious

approach, especially since we are making such a �t anyway, but using a �t to the

uncorrected data (Aradiated , \forward" �t) is more direct and thus preferable.

This second, forward �t agrees with the standard, backwards �t su�ciently,

given that they require slightly di�ering data sets, as the calculations for the

forward �t require information not available for some of the data of the global set.

1Actually, the approximation is used to evaluate the ratios determining the inverse of the

error matrix, see eq. 58. The error matrix is then obtained by inverting the resulting matrix of

derivatives.
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Speci�cally, the data sets that we do calculate radiative corrections for are �tted

as Aradiated
k , the data that are not re-corrected are �tted as A1. Also, the model

gWW

2 is used for all data sets.

The same approach was also used to determine the other term in the expression

for the total statistical error (eq. 41), the combined statistical error of all data

points:

�2
ARC

=

 
4ARC

4pj

!
Eij

 
4ARC

4pi

!
(66)

The evaluation of the statistical error of the integral over the measured region

(section 4.4) requires that the correlations between the individual data points be

taken into account. Using the same approach as for the point-to-point corrections,

we can evaluate this error utilizing the �t's error matrix. Following the calculation

of the numeric integral, we de�ne the quantities �k and �k as being all the di�erent

terms entering into the determination of the average g1-value for a particular

kinematic bin from all three spectrometers. Based on equation 43

g1 =
1

E + E 0 cos �

 
Ak

fk
+
Q2

�
g2

!

and the de�nition of the numerical integral

�meas
1 (Q2

o
) =

X
g1(x;Q

2
o
)�x (67)

we then obtain the numerically evaluated integral and its fully correlated statis-

tical error:

�meas
1 (Q2

o
) =

X
k

�k

 
Arad
meas(xk)

fRC(k)
+ ARC (k)

!
+ �k (68)

�2
�meas
1

(Q2) =
X
k

�2
k

�2
Arad
meas(xk)

f 2
RC

(k)
+ 2cov(��ABorn

�t ; ��ARC )� �2
��ARC

(69)

Here, the sum extends over all bins and all spectrometers, the error matrix E

and the point-to-point correction terms fRC and ARC are the same as before, while

the correlation terms �2
��ARC

and cov(��ABorn
�t ; ��ARC ) are given by
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�2
��ARC

=
@(��ARC )

@pi
Eij

@(��ARC )

@pj

�
�(��ARC )

�pi
Eij

�(��ARC )

�pj
(70)

cov(��ABorn
�t ; ��ARC ) =

@(��ABorn
�t )

@pi
Eij

@(��ARC )

@pj

�
�(��ABorn

�t )

�pi
Eij

�(��ARC )

�pj
(71)

in complete analogy to the above calculations.



Appendix E

Systematic Error of RCs

The systematic error introduced by the radiative corrections stems from the var-

ious assumptions made in the RC calculation. These are primarily uncertainties

of the models used, but numerical integration and other procedural factors con-

tribute as well.

The very fact that a numerical integration was done made it essentially impos-

sible to analytically determine the impact of the error in any given model on the

�nal answer. This was further complicated by the iterative �tting-and-correcting

process and the fact that many models do not have a known error. We adopted the

following approach to bypass these issues and still obtain a reasonable estimate

for the error inherent in the RC calculation:

First, we established a set of models, parameter values and other inputs, which

we considered to be the optimal set. The RCs applied to the data were calculated

using this set. We then took one parameter, model or value at a time, and

changed it by either its error or replaced it with a reasonable alternate. We then

recalculated the RCs using this modi�ed set.

After we repeated this for all models, using every reasonable alternate available

and changing each parameter by its error, we compared the resulting RCs of each

model category with those of the optimal set. We now determined the envelope,

the RC result most di�erent from the optimal set, separately for positive and

negative deviation, for each kinematic point. We took this to be the error in the

103



APPENDIX E. SYSTEMATIC ERROR OF RCS 104

RC due to this particular model category. The di�erent categories were considered

to be independent, so we added their errors in quadrature to obtain the overall

error, still separately for positive and negative deviation to not in
ate the overall

error. The error �nally used in the reported data is the average of these two values.

Tables XXVII through XXXII, below, detail the resulting errors; all values are

changes to Adi� , and are thus directly applicable to Ak.

The systematic error of the integral over the measured data due to the radiative

corrections, see section 4.4, was determined in exact analogy to this procedure:

The nominal integral result was determined using the reference set of models and

the error was obtained by determining the spread in the results after replacing one

model at a time. The resulting systematic error was dominated by the unpolarized

structure function models and the g2 models. In the case of the deuteron, the Q2-

dependence of the spin structure function model also had signi�cant impact.

The following lists the categories used in our code RCSLACPOL (see ap-

pendix B) and the respective models. In each category, the �rst model listed is

the one used to calculate the nominal RC values. \DIS" refers to the kinematic

region considered to be deeply inelastic, \RES" to the resonance region (we de�ne

the boundary to be at W 2 = 4:3GeV2). Models for which no reference is given

were developed independently for the RC code, based on [82].

DISx Global DIS A1 Fit { xBj dependence

A1(x;Q
2) = (1 + d=Q2) x�(a+ bx + cx2)

A1(x;Q
2) = (1 + d=Q2) x�(a+ bx + cx2), constraint: A1 ! 1 as x! 1

A1(x;Q
2) = (1 + d=Q2) x�(a+ bx)

default �t, increased by its statistical error

default �t, decreased by its statistical error

DISQ2 Global DIS A1 Fit { Q
2 dependence

A1(x;Q
2) = x�(a+ bx + cx2)(1 + d=Q2)

A1(x;Q
2) = x�(a+ bx + cx2)(1 + d logQ2)

A1(x;Q
2) = x�(a+ bx + cx2), i.e. no Q2 dependence

A1(x;Q
2) = x�(a+ bx + cx2)

�
1 + d+ex+fx2

Q2

�
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SF Unpolarized Structure Functions

use NMC �t to F2 [83] for DIS, Bodek [84] �t in RES, R1998 [85]

use F2GLOB [86] instead of NMC

use H2MODEL [87] instead of �t by A. Bodek (p only)

extrapolate DIS model instead of using RES model

increase model value by model's own error (F2, R)

g2 Spin Structure Function g2

g2 = gWW

2 [18]

g2 = 0

A? = 0

PS Pauli Suppression Factor Models (deuteron only)

Tsai [60]

Stein [88]

VanOrden [89]

deForest [90]

increased Fermi momentum

decreased Fermi momentum

no suppression

Target Target Model variations

nominal model values

increase number of radiation lengths by 5%

decrease number of radiation lengths by 5%

FF Elastic Nucleon Form Factor

DIPOLE for Gp

m
, Gn

m
; GK [91] for Gp

e
; Gn

e
=0.0

HOHLER1 [92] for Gp

m
, Gn

e
; IJL [93] for Gp

e
, KK [94] for Gn

m

HOHLER2 [92] for Gp

m
, Gp

e
, Gn

e
; �t to NE11 data for Gn

m
[95]

GK [91] for Gp

m
, Gp

e
, Gn

m
; GALSTER for Gn

e
[96]

DIPOLE for Gp

m
; IJL [93] for Gp

e
; BZ [97] for Gn

m
, Gn

e
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ResAsy Resonance Asymmetry Models

�t to E143 data [98], using AO parameterization [99]

�t to E143 data, not using AO

extrapolation of DIS �t

Peaking Usage of Peaking Approximation

used for internal and external RCs

used for internal RCs only

used for external RCs only

Other Various Assumptions

normal (none of the below)

increase integration step size

Bremsstrahlung: target consists of 1H only

old integration code (external corrections)

correct for multi-soft photon emission
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