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Abstract

Hadronic decays of ZObosons produced in e+e- annihilation are ideal for testing QCD.

This thesis presents a measurement of the charged-particle multiplicity distribution

and the first experimental study of the ratio of cumulant to factorial moments, using

hadronic ZO decays collected by the SLD experiment at SLAC. We find that this

ratio, as a function of the moment-rank q, decreases sharply to a negative minimum

at q = 5, which is followed by quasi-oscillations. These features are in qualitative

agreement wit h expect at ions from higher-order perturbative QCD. We also present “~

an analysis of the intermittence in rapidity phase space using the method of scaled

factorial moments. We find that both parton cascade and hard-gluon radiations

contribute to the growth of the moments by studying the event-shape and jet-topology

dependencies. All aspects of the data appear to be reproduced reasonably well by the

QCD-based Monte Carlo model.
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Chapter 1

Introduction

“It is fun to speculate about the way quarks would behave if they were real particles”.

-Murray Gell-Mann (1964).

In 1964 quarks made their appearance in particle physics: Gell-Mann and Zweig ‘~

developed a group theoretical scheme to order hadrons (mesons and baryons) into

supermultiplets of SU(3). It is this scheme that resolved the dilemma of the large

variety of hadrons which at one time were believed to be truly elementary particles.

Thus, hadrons are not ‘elementary’ constituents of matter, but are made from more

fundamental particles: the quarks. Quarks have a spin quantum number of 1/2, with

fractional charges. For each type of quark q there is an antiquark ~, of the same

mass but opposite charge. Quarks and antiquarks can combine to form hadrons,

for instance, baryons (such as nucleons) are made of three quarks while mesons are

quark-antiquark bound states. In 1964 the known hadrons could all be explained

by combinations of three kinds (or flavors) of quarks, called up, clown, and strange.

Since then further hadrons have been discovered, requiring new flavors such as charm,

top and bottom.

At that time the general belief was that of quarks as fictitious mathematics ob-

jects rather than as real physical states. However, this changed as experimentalists

-were discovering more new particles which agreed with the predicted SU(3) super-

multiplets. Most importantly, the deep inelastic nucleon scattering provided evidence

1



CHAPTER 1. INTRODUCTION 2

for the composite nature of nucleons. The constituents of nucleons were found to

behave as point-like particles with spin 1/2 when probed with leptons. A study of

electromagnetic and weak cross sections revealed that these constituents must have

fractional charges. So, the constituents were identified as the quarks introduced by

Gell-Mann and Zweig.

To explain hadrons as dynamically bound states, gluons were introduced. They

play the role of glue that holds the quarks together. The fact that only 5070 of

total nucleon momentum could be seen by deep inelastic lepton-nucleon scattering

experiments offered the first, albeit somewhat indirect, evidence of the existence of

gluons which are responsible for interactions between quarks in hadrons.

The existence of the A++, a baryon with three quarks of the same flavor, all in the

same angular momentum and isospin state, called for the introduction of the concept

of color to avoid violation of the Pauli exclusion principle, by allowing the quarks to

have three degrees of ‘color’ freedom. Later measurements of the ratio

R= o c+e—+HaclTons
) – fKZjQ;>a(e+e–~fl+p-)—

which in the lowest order is equal to the sum of the squared charges of the contributing

quarks flavors times Nc(= 3) the color degrees of freedom, confirmed that the number

of colors is indeed three.

Five different flavors of quarks and antiquarks had been identified in experiments.

To complete the pattern a 6th flavor known as top, was required: this has been

discovered recently by the CDF and DO experiments at Fermilab [1]. As a summary,

these quarks wit h their properties, are shown in Table 1.1 [2]. The corresponding

charges for the antiquarks are the same in magnitude but opposite in sign.

Until 1972 there was no real theory of the interactions between quarks (the strong

interaction); there were several models such as the parton model, which were able

to describe a certain part of the experimental data, but none of the models was

able to give a consistent and overall description of the experimental results. The

situat ion changed significantly with the discovery of the asymptotic freedom (Gross

-1973, Politzer 1973). The couplings between quarks and gluons were described with

a non-Abelian theory, which in turn allowed to perform quantitative calculations and
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quark symbol charge spin mass

up u 2/3 1/2 2~8 MeV

down d –1/3 1/2 5 w 15 MeV

charm c 2/3 1/2 1.0 ~ 1.6 GeV

strange s –1/3 1/2 100 w 300 MeV

top t 2/3 1/2 164 N 184 GeV

bottom b –1/3 1/2 4.1 N 4.5 GeV

Table 1.1: Quark charge and mass

to predict certain features of strong interactions (Fritzsch 1973). The theory of the the

strong interactions, Quantum Chromodynamics (QCD), was born! Nowadays, QCD

can explain - at least qualitatively - most of strong interaction phenomena, ranging

from bound states of quarks (baryons and mesons), to asymptotic freedom at short

distances. However, the precision of QCD tests is limited to typically 10’% for the ‘~

following reasons: perturbative calculations are difficult due to the large number of

diagrams involved, and the convergence of the series expansion in strong coupling

constant a, is poor due to the large value of the strong coupling constant. It is

important to push the accuracy of QCD tests as far as possible, and to expand the

tests to many processes.

Major contributions to the establishment of QCD have come from the study of

deep inelastic lepton-nucleon scattering, hadron-hadron collisions, and in particular

from the study of hadronic productions in e+e- annihilation. In e+ e– collisions the

initial state is simple and known, therefore allowing for clean tests of QCD. The SLAC

linear collider (SLC) is the first e+ e- linear collider successfully operated at the peak

of the ZO resonance, offering an ideal laboratory for many tests of QCD.

This thesis attempts to investigate some properties of the transition from color

triplet quarks to color singlet hadrons, a process governed by the strong interaction

which is described by QCD. The analyses in this thesis are based on a total of 86679

- well measured hadronic events collected by the SLC Large Detector (SLD).
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The thesis is organized as follows. In Chapter 2, the basic theory of QCD is

reviewed, with special emphasis on the process of hadronic production in e+e– in-

teractions. Chapter 3 describes our SLC/SLD facilities that made the production/

measurement of e+e– + hadrons at the ZO resonance possible. Special attention

is focused on the tracking system which is the most relevant to this analysis. The

hadronic event selection is described in Chapter 4. Studies of the detector tracking

efficiency is presented in Chapter 5. The subsequent chapters are dedicated to the

experimental analyses of multiparticle production and comparison with QCD: a mea-

surement of the charged-particle multiplicity distribution is presented in Chapter 6;

an analysis of the ratio of cumulant to factorial moments is presented in Chapter 7;

an investigation of intermittence is presented in Chapter 8. Finally, our summary

and conclusion are given in Chapter 9.



Chapter 2

Theory

2.1 Basics of QCD

Quantum Chromodynamics (QCD) [3, 4] is commonly accepted as the fundamental

theory of the strong interaction. QCD consistently predicts and describes many --

aspects of strong interaction phenomena [5], while depending only upon a few free

parameters which are not determined by theory: the strong coupling constant as

(or QCD coupling constant) and the quark masses. However, the precision of QCD

tests is limited to about 107o for the following reasons: perturbative calculations are

difficult due to the large number of diagrams involved, and the convergence of the

series expansion in a, is poor due to the large value of the strong coupling constant. In

addition, non-perturbative effects such as hadronization have to be taken into account,

which today must be modeled. Thus, due to these limitations, the quantitative tests

of QCD can only be made at the parton level. By far, experimental tests of this

theory are not as precise as Quantum Electrodynamics (QED), the standard model of

electromagnetic interactions. The basic ideas and features of QCD are schematically

given in Table 2.1, with a comparison with QED.

QCD describes the interaction of colored spin 1/2 quarks with colored spin 1

gluons, which are the intermediate bosons of the strong interaction. The force couples

-to the color charge of the quarks and gluons. Since gluons themselves carry color

charge, they exhibit the features of gluon self-coupling as shown in Fig. 2.1, in contrast

5
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QED QCD

fermions leptons (e, p, ~) quarks (u, d,s, c, b, t)

force couples to electric charge 3 color charges

exchange quantum photon(~) gluons (g)

coupling constant CZ(Q2=0) = 1/137 Q~(Q2= Ali) =0.12

free particles leptons (e, p, ~) hadrons (color singlet)

theory up to o(a4) up to o(a:)

precision 10-6...10-7 5%...20%

Table 2.1: Comparison of the basic properties and features of QED and QCD.

>>X

Figure 2.1: Three fundamental vertices in QCD. The coupling strengths of all three

vertices are described by the same constant, g., which is related to the QCD coupling

constant by a, = g~/4~.

to photons of QED which do not couple to themselves. As a direct consequence,

the QCD coupling constant, as, has a strong dependence on the energy scale p of

interaction [6], as expressed by the renormalization group equation

/!L%a,/dp2= –(poa: + /31($+ /6?24+ .. .). (2.1)

-The coefficients have been calculated [7, 8]:

f%= (11 – #VF)/4T = 0.610, (2.2)
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PI = (102 – :k/(4@2 = 0.245,

and

P2 = (y - yNF + gN;)/(4T)3 = 0.091,

(2.3)

(2.4)

where NF is the number of quark flavors with mass less than the energy scale p. The

numerical values were computed assuming five active flavors (NF = 5). The lowest

order coefficients of the beta functions, in particular /3., are positive, which leads to a

decrease of the coupling with increasing energy p. This is different from QED, where

the beta function has the other sign, causing a to increase with p.

The solution to Eq. 2.1 in lowest order,

can be written as

~~(P)= 4Jo)/[1 + bs(w) ln(P2/P:)l)

where p. is a reference scale. Defining

A = p. exp[–1/2~oa~(po)]

leads to the equivalent expression

1
%(p) =

~oln(p2/A2)”

(2.5)

(2.6) ..

(2.7)

(2.8)

There is one free parameter, which can be either chosen as a,(~o) for a given scale

PO, or as A. The parameter A indicates the boundary between non-perturbative and

perturbative energy ranges. It depends through POon the number of flavors NF.

It can be seen in Eq. 2.8 that as is a function of the energy scale. as is the

fundamental parameter of QCD, and must be deduced from

dependence of as

used formula is

also depends on the choices of the as formula.

~s(P) _ 1 (~ PI lnln(p2/A2)
41r – i%ln(p2/A2) ~~ ln(p2/A2) )

experiment. The p

The most commonly

> (2.9)
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which is the solution to the Eq. 2.1 in next-to-leading order [9].

Customarily, A has been used as the fundamental parameter in QCD due to a lack

of a natural scale p. >> A. Today we have a convenient reference scale po = mz, the

mass of Z boson, thus the QCD coupling constant can be expressed in terms of as (mz).

Figure 2.2 shows the characteristic energy dependence of as, which is often referred to

B“ 2

1
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0.06
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\

asymptotic freedom

(perturbative)

, , , , ( I , , t I , ! ,

1 10 2

1/(0.61 O*LOG(X*X/O.0225))
p(GeV)”

Figure 2.2: Illustration of the behavior of the QCD coupling constant Q. as a function

of the energy scale, p. The coupling is large at small p (i. e., large distance) where

confinement occurs, but decrease to zero at large p (asymptotic freedom).

‘as the ‘running coupling constant’. With increasing energy (or equivalently decreasing

distance) the coupling strength vanishes logarithmically, an effect which is also called
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‘asymptotic freedom’. In the regions (say above 1 GeV) whereas is sufficiently small,

QCD can be solved by perturbative methods. At large distance or small energy

scale, however, a, becomes very large, such that perturbative calculations no longer

apply. In this regime (also called ‘confinement’), nonperturbative methods such as

calculations on a lattice must be used to describe the strong interaction between

quarks and gluons. Such methods, however, have not yet reached the same level

of predictive power as perturbative theory does in the region of large p. Thus, the

dynamics of QCD at large distances may be regarded as rather unsolved. Some

phenomenological models were therefore developed to describe the confinement, for

instance by modeling the process of ‘hadronization) — the transformation of quarks

and gluons into hadrons — to the extent that connection between measurements of

hadrons and the dynamics of quarks and gluons predicted by perturbative QCD could

be made.

Hadronization is thus a non-perturbative process which typically happens at en-

ergy scales smaller than, or of the order of, a few GeV, at the scale of hadron masses.

The average transverse momentum of hadrons with respect to the direction of the

quark or gluon motion should be independent of the energy of the parton. It is

therefore expected that at large enough energies, hadrons appear as jets of particles,

more or less collimated around the direction of the quark and gluon. The physics of

hadronic production is thus an important tool for tests of QCD.

2.2 Hadronic Production in e+e–

Hadronic final states of highly energetic e+e- annihilations have proven to be an ideal

laboratory to perform precise tests of QCD for three reasons: (a) the initial state is

well defined; (b) the high momentum quarks and gluons form jets (tight bundles

of hadrons), which preserve the energy and direction of the primary partons to a

good approximation; (c) suppressed backgrounds. The process of e+e- --+ hadrons

as shown schematically in Fig. 2.3 can be generally distinguished in terms of four

-phases:
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Figure 2.3: The phases in the process of hadronic production in e+e- annihilation.

(i)

(ii)

(iii)

(iv)

Production of a qij pair. This phase is described by the electroweak theory. Elec- --

troweak corrections, the most important of which is initial state bremsstrahlung,

are not included in the figure.

The initial quarks may radiate gluons, which in turn may radiate q~ pairs or

gluons, thus leading to a parton shower. This phase is described by perturbative

QCD.

The colored partons produced in phase (ii) fragment into colorless hadrons.

This phase is explained by phenomenological models, since perturbative QCD

can no longer be used here due to the large value of Q..

The unstable hadrons produced in phase (iii) decay into the experimentally

observed hadrons. Again, QCD can’t be used here and the experimentally

determined branching ratios are used to predict the outcome. For weak decays,

one can attempt to use electroweak theory, but in practice one resorts to a

phenomenological description here as well.

In the following sections the four phases will be described in more detail.
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2.2.1 Fermion pair production e+e– ~f~

The Feynman diagrams of the process e+e- + ~~ at the lowest order are shown in

Fig. 2.4. The fermion ~ can be either a lepton (e, p, ~), a neutrino (v., VP,VT) or a

quark (u, d,s, c, 6). There are two basic interactions which contribute to this process:

the exchange of a virtual photon, which is a pure electromagnetic interaction; and

the exchange of a vector boson ZO, which is a pure weak interaction. Thus, the cross

section of the process e+e– + ~~ is proportional to the square of the sum of matrix

elements of two diagrams: 1~~ + Alz 12. In the lowest order approximation, the total

cross section at the center of mass energy, @ >> rnj, is given by [9]

a(e+e– -+ f~) = Nc . ‘(a2/s)[Q~Q~ + (~’ +A~)(V~+A~)lx12+2Q,Q~Uvj~e( x)],
3

(2.10)

where a is the electromagnetic fine structure constant, Qj is the electric charge of the

fermion j, and Vf and Aj denote the vector and axial vector couplings to fermions.

NC is the number of colors of the fermion: 1 for leptons, 3 for quarks. The function

x describes the Breit-Wigner form of the ZO resonance:

with mz and rz being

the weak mixing angle.

1 s
(2.11)

4sin2(8~) cos2(@~) “ s – m; + imzrz’

the mass and total decay width of the 2° boson, and 19w

The first term in Eq. 2.10 describes the photon s-channel

process as shown in Fig. 2.4(a), the second term describes the 2° exchange as shown in

Fig. 2.4(b) and the third term represents the contribution from the y – Z interference.

At & s mz, the ZO exchange term is dominant crz/07 w 1100, and the interference

term vanishes, forming a resonance near @ w mz with a width rz. The branching

ratios of ZO to fermion pairs are listed in Table 2.2.

As is mentioned above, the total cross section in Eq. 2.10 is the lowest order

approximation. Further corrections should be applied for initial state radiation of

photons and final state radiation of gluons and photons [10] in order to compare with

experimentally observed cross sections.

The effect of initial state radiation in the process e+e- + hadrons has a strong

dependence on X. Due to the radiation of photons with energy Ey from the incident



CHAPTER 2. THEORY

e“ f e’ f

>-”--:’---
e- 7

(a> (b>

Figure 2.4: Fermion pair production e+e- + ~~ in lowest order.

I A’fz 91.187 + 0.007 GeV/c2

I rz 2.490 t 0.007 GeV

12

branching ratio (%)

~+e– 3.366 * 0.008

P+P- 3.367 t 0.013

~+7– 3.360 t 0.015

UV 20.01 t 0.16

!77 69.90 * 0.15

Table 2.2: ZO properties.

electrons, the hadronic system is boosted and the energy in its rest frame is reduced:

S’/S = 1 — 2E7/& (2.12)

The probability for photon radiation increases with the ratio cr(s’)/cr(s). Therefore

- initial state radiation is negligibly small at ZO resonance [11]. In addition, the inter-

ference between initial and final state radiation is very small near the ZO [10].
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2.2.2 Parton Production

It is in this phase where perturbative QCD plays an important role. The primary

quarks produced in phase (i) of the diagram in Fig. 2.4 can radiate gluons. A parton

cascade may be developed by subsequent branching of these gluons into quarks or

gluons. The parton configurations can be calculated approximately within QCD by

using two approaches: Matrix Element (ME) and Parton Shower (P S). In the ME

approach, the Feynman diagrams are calculated exactly order by order. The PS

approach is based on the framework of the leading logarithm approximation (LLA).

Both methods are complementary:

events on the jet level, while PS is

Matrix Elements

ME offers a more accurate description of hadronic

better suited to describe the structure of the jets.

In principle, the parton configurations can be calculated exactly order by order using

the ME approach. However, the calculations of the Feynman diagrams for higher
-.

orders becomes increasingly difficult, so that only calculations up to second order,

O(c$), exist. Thus, the final state in this approach consists of at most 4 partons

which are allowed to hadronize according to one of the fragmentation models described

below. Figure 2.5 shows the Feynman diagrams for the matrix element calculation

up to o(a~).

The first order QCD correction to the process e+e- + q~ takes into account the

gluon radiation from q or ~ this yields e+e- ~ q~g. The cross section for this

configuration (3 partons) is calculated [12] for massless quarks as

dcr 2cl!, x; + x;

dxldxz = 00 37r (1 –.q)(l –q)’
o<x~<l, i=l,2,3 (2.13)

where CTocorresponds to the cross section for e+ e– + q~> and xi is the scaled energY

variable in the CM frame

xi = 2Ei/&7 ~=q7~197 (2.14)

satisfying xi xi = 2. The cross section in Eq. 2.13 is divergent for xl ~ 1 or X2 a 1.

However, these singularities are canceled by corresponding poles in the first order
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(a)

(b)

H

x

“)x x M

Figure 2.5: Feynman diagrams for matrix element calculation up to O(&?)

vertex and propagator correction, therefore the total cross section is finite. In sec-

ond order O(Q~ ), two further parton configurations are added to the first order:

e+e– + q1799 and e+e– + !@?. The cross section for 4 parton configurations

has been calculated [13]. In ME Monte Carlo models the configurations with two,

three and four partons are generated. In order to separate these topologies a parton

resolution criterion has to be used, for example the smallest invariant mass mij of

any two partons. The quarks and gluons are then transformed into hadrons using a

. fragmentation model.
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Figure 2.6: Schematic illustration of a parton shower.

Parton Shower

When extended to multi-parton configurations, the calculation for the cross section in

the ME approach becomes unrealistic due to the vast number of Feynman diagrams

contributed. PS [14] offers an alternative approach to these excessive calculations.

This approach is based on the framework of the leading logarithmic approximation

[15], where only the leading term in the perturbative QCD expansion is retained. The

production of partons can be viewed as the successive branching of a + be. Here,

- a is the mother parton and b and c are the daughters. Each daughter is allowed to

branch further, so that a tree-like structure is developed as sketched in Fig. 2.6. The
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q (zE)

Figure 2.7: Branching processes.

allowed branching processes in QCD are: q -+ qg, g + qij and g + gg, as shown in --

Fig. 2.7. The probabilities for these branching processes are given by Altarelli-Parisi

splitting kernels [16]

Pq+,g(z) = C.(+g),

P,+,,(z) = 2CG(1 ;;/::;))2 ,

and

~Hiz) = :(2’+(1 - 2)2),

(2.15)

(2.16)

(2.17)

where z specifies the energy fraction taken by the daughters in the process a -+ 13c,

with b taking z and c taking 1 – z. CF and CG are color factors for quarks (3/4) and

gluons (3) respectively, and Nf is the number of active quark flavors.

The probability P for a branching to occur during a small change dt of the evo-

lution parameter t is given by the Altarelli-Parisi equations [16]

dPa_bC

dt J= dzaS$:2)P.+,C(z), (2.18)

- with evolution parameter t

t = ln(Q2/A2). (2.19)
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Thus, the iterative use of the Altarelli-Parisi equations in PS models generates a

sequence of parton branching: the parton shower. When Q approaches A, pert urba-

tive QCD is no longer applicable and therefore a cutoff parameter QO = O(lGeV),

corresponding to an effective gluon mass, is introduced to terminate the showering.

The higher order corrections to the leading logarithm approximation (LLA) are

taken into account [17], such as MLLA (M for modified), DLA (D for double), or

NLLA (N for next-to-). The PS models based on these frameworks are expected to

describe the coherent effects of soft gluons inside a jet and the particle flow in between

jets.

2.2.3

Once the

culations

Hadronization

initial parton configurations are determined from the perturbative QCD cal-

either with the Matrix Element approach or the Parton Shower approach,

they must be converted into color-singlet hadrons due to color confinement. The

process of this conversion (phase (iii) of Fig. 2.3) is called hadronization or fragmen- ‘~

tation. This process takes place in the non-perturbative region as shown in Fig. 2.2,

since the running of the coupling constant makes a, too large for perturbative QCD

to be applied. Therefore, the hadronization must be implemented by a model.

How big is the task of the hadronization model, depends on the initial parton

configuration. In the case of O(c$ ) ME, at most four partons at an energy scale

(invariant mass of two partons) exceeding 10 GeV are created at the Z“ resonance.

This implies that the hadronization model has to bridge a big gap from the parton

to hadron level which is governed by multiplicities of 15-20 (before decays) and mass

scales of 1 GeV or less. In contrast, the situation is much better in the case of PS,

where parton energy scales Q. can go down to about 1 GeV (virtuality of gluons). The

average parton multiplicity of 9 at the Z“ resonance is much closer to the number of

hadrons produced than in the ME case. This means that the task hadronization model

has to accomplish is relatively smaller for the PS. Consequently the hadronization

model dependence is much reduced in comparison with the ME program. One should

-note that hadronization refers both to non-perturbative effects and to missing higher

order terms in the perturbative calculation.
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There exists three major models for hadronization:

●

●

●

Independent fragment ation;

String fragmentation;

Cluster fragmentation.

The independent fragmentation was proposed in the 1970’s [18] and has been grad-

ually phased out. In the following sections I will describe the string fragmentation

model and cluster fragmentation model which are used extensively and have been

demonstrated to reproduce data quite successfully. A very detailed review of these

and other hadronization models can be found in [19].

String fragmentation

The string fragmentation model is based on a QCD-inspired idea that a color flux tube

(also called ‘string’) is stretched between two partons moving away from each other ‘~

[20]. If the color field along the tube is assumed to be uniform, this automatically

leads to a confinement picture with a linearly rising potential, 13(r) N h-, where r

is the separation between partons and k is a string constant (the energy per unit

length).

Consider a simple q~ system: as q and ~ move apart, the potential energy stored

in the string increases and the string may break up via the spontaneous formation of

a q’ij’ pair in the color field. Thus the string splits into two segments (or two color

singlet systems) q?’ and q’~. If the invariant mass of either of the these segments

is large enough, further breaks may occur, and so on until only ordinary hadrons

remain. Typically, a break occurs when the q and the ~ of a color singlet system are

1-5 fm apart in the q~ rest frame. Each hadron is then formed from the quark from

one break and the antiquark from an adj scent break. A schematic view of string

fragmentation is shown in Fig. 2.8.

In a color field a massless q’~’ pair can classically be created at one point and then

- pulled apart by the field. If the quarks have mass or transverse momentum, how-

ever, they must classically be produced at a certain distance so that the field energy
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Figure 2.8: A schematic representation of string fragmentation.

between them can be transformed into the transverse mass mT. Quantum mechani-

cally, the quarks may be created in one point and then tunnel out to the classically

allowed region. The massive quark production probability for this tunneling process

is proportional to [21]:

exp(–Tm~/k) = exp(–mm2/k) exp(–xp?j-/k). (2.20)

This formulation leads to the transverse momentum spectrum of hadrons with respect

- to the original quark direction and explains the limited pT distribution of particles

in the jet. It also implies a suppression of heavy quark production u : d : s : c x 1 :
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9

Figure 2.9: The string scheme in a q~g.

1 :0.3:10-11. Charm and heavier quarks are hence not expected to be produced in --

hadronization.

The simplest scheme for baryon production is that in addition to quark-antiquark

pairs, diquark-antidiquark pairs are also produced occasionally in the color field [22].

The production of different hadron species can be steered by parameters defining the

strange quark content, the spin probability ies (for pseudoscalar and vector mesons),

the number of diquarks created, etc.

The picture of string fragmentation above is simplified for a q~ system. If several

partons are moving apart from a common origin, the details of the string drawing

become more complicated. For a q~g system, the gluon is treated as a ‘kink’ in the

string that is stretched between the two quarks as showed in Fig. 2.9. One consequence

of this scheme leads to a ‘string effect’: i.e that less particles are produced in between

the quark and antiquark jets in comparison to the other two inter-jet regions, as

observed experimentally.

The JETSET Monte Carlo Model [23] implemented with the PS plus string frag-

-mention reproduces data quite successfully and is used as the basis of analysis in this

thesis.
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Figure 2.10: Schematic illustration of cluster fragmentation

Cluster fragmentation

The concept of cluster fragmentation offers the great promise of a simple description of

hadronization [24]. The cluster fragmentation model as implemented in the HERWIG

Monte Carlo program [25] should be used only for developed parton configurations

as obtained in P S. A generic cluster scheme cent ains three components:

● breakup of g + q~ at the end of PS, and formation of colorless clusters from

adj scent quarks and antiquarks,

● fragmentation of large (or heavy) clusters into smaller ones; and

● decay of clusters into hadrons.

This process is illustrated in Fig. 2.10

These clusters do not have any internal structure, and are characterized only by

their mass and color content. They are assumed to be the basic units from which

hadrons are produced. The fragmentation is assumed to be isotropic in the rest frame

-of the cluster. This simple model reproduced some features of the data, but as time

went by and more data was accumulated, its shortcomings became apparent.
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2.2.4 Decays

In the last phase of hadronic production in e+e- annihilation, the unstable particles

decay into stable particles. For light hadrons their masses, decay modes, lifetimes

and branching ratios have been well measured, and are built into the Monte Carlo

[26]. For heavier particles, in particular charm and bottom, not all exclusive braching

ratios have been measured. Therefore statistical models have to be invoked. For weak

decays of heavy quark mesons the known matrix elements are taken.

2.2.5 Summary

In summary, one can say that the hadronic production in e+e- annihilation, particu-

larly at the ZO resonance offers an ideal laboratory for QCD studies. The important

advantages in comparison with e+ e– annihilation at lower energies are

● large cross section and negligible background,

● relatively small fragmentation effects,

● suppressed initial state photon radiation.

Increasing the center of mass energy beyond the ZO resonance leads to a further

reduction of hadronization effects, however the advantage of a large cross section is

lost and initial state radiation becomes important. In the next chapter, I will describe

the SLC/SLD facility that made the production and measurement of e+e- -+ hadrons

at the ZO resonance possible.
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Experimental Apparatus: SLC and

SLD

The data used in this thesis was acquired at the SLC/SLD facility at the Stanford

Linear Accelerator Center (SLAC) located in Stanford, California. The SLAC Linear

+ – linear collider designed to produce the ZO boson. TheCollider (SLC) is a unique e e

produced ZO bosons are recorded by the SLC Large Detector (SLD), a state-of-the-

art 47r coverage multi-purpose detector. This chapter will describe in some detail the

SLC/SLD facility that made this work possible.

3.1 The SLAC Linear Collider

SLC is the world’s only electron-positron linear collider, and it is designed to operate

at the center-of-mass energy at the ZO resonance. The overall layout of the SLC

is shown in Fig. 3.1. The SLC is operated at a machine cycle of 120 Hz. At the

start of each cycle, two electron bunches are produced at the electron source; each

bunch contains approximately 6 x 1010 electrons. The positron bunch produced in

the previous cycle and one of the electron bunches are accelerated to 1.2 GeV, and

stored in the south and north damping rings respectively. The second electron bunch

- is accelerated to about 30 GeV two thirds down the linac and diverted to hit a target

to produce the positrons. The positrons are then transported back to the beginning

23
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for the next cycle.
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Sets of quadruple magnets in the damping rings are used to compress the bunches

and remove any energy fluctuation. The electron and positron bunches are then

extracted from the damping rings, and accelerated up to 46.7 GeV along the 2 mile

long linac. At the end of the linac, the electron and positron bunches are separated

by a dipole magnet and directed into two arcs. Due to the synchrotron radiation in

the transportation along the arcs, the energy of electrons and positrons is reduced to

about 45.8 GeV. Before the collision, a set of superconducting focusing quadruple

magnets (SCFF) are used to compress the bunches to a diameter of 2pm on average.

The electron and positron bunches are brought into head-on collision at the c.o.m

energy of the ZO resonance, producing the ZO bosons. After collision, both bunches

are extracted from beam line and dumped.

- The luminosity for a linear collider can be expressed as

(3.1)

where the nl and n2 are the number of particles per bunch, ~C is the collision rate

which is 120 Hz for the SLC, and 47raZCTVis the effective beam-beam crossing area.

Typical SLC luminosity during the 1993 run was L = 2.5. 1029cm-2s-l. The history

of the integrated luminosity for the 1991 through 1995 runs of the SLD experiment

is shown in Fig. 3.2.

The beam energies are measured by a pair of spectrometers that are placed just

before the beam dumps. The actual energy measurement is performed by deflect-

ing each beam horizontally, then vertically through a calibrated bend magnet, then

horizontally again. The horizontal bends produce two synchrotron radiation stripes

whose positions are measured by the Wire Imagine Synchrotron Radiation Detector

(WISRD) [27]. The vertical distance between the two strips is inversely proportional

to the energy of the beam. A schematic view of the WISRD spectrometer is shown in

Fig. 3.3. The energy is measured for every beam crossing. The luminosity-weighted

average center of mass energy for 1993 run was 91.26 + 0.02 GeV.
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Figure 3.3: A schematic view of the WISRD spectrometer

3.2 The SLC Large Detector

The SLC Large Detector (SLD) is a multi-purpose detector with nearly 47Tcoverage,

designed to study the e+e- physics at the ZO mass energy scale [28]. A quadrant

view of the SLD detector is shown in Fig. 3.4, showing the overall dimensions of the

components. The components, starting from center and working outwards, are

● The Vertex Detector

● The Luminosity Monitor

● The Drift Chamber System

● The Cherenkov Ring Imagine Detector

● The Liquid Argon Calorimeter
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● The Solenoidal Coil

● The Warm Iron Calorimeter.

Charged-particle tracking is conducted by a CCD-based vertex detector (VXD) and

a central drift chamber (CDC), along with a set of endcap drift chambers (EDC)

covering the forward and backward regions. The magnetic solenoid uses a conven-

tional aluminum coil to produce a 0.6 Tesla field, which causes the charged tracks

to bend in the tracking system and allows their momentum to be measured. The

energy of particles are measured by three calorimeters: a Liquid Argon Calorimeter

(LAC), measuring both electromagnetic and hadronic energy; a Warm Iron Calorime-

ter (WIC), measuring the residual hadronic energy which has leaked out of the LAC

and tracking the escaping muons; and a Luminosity Monitor (LUM), measuring the

energies deposited in the extreme forward and backward directions. Charged particle

identification is provided by a Cherenkov Ring Imaging Detector (CRID). Each of

these detector components will be described briefly in the following sections. Special

attention will be focused on the CDC, since it is the most relevant subsystem for this

analysis.

3.2.1 The Vertex Detector

The closest detector component to the beam-pipe is the vertex detector (VXD) [29],

as shown in Fig. 3.5. The VXD uses silicon chips called Charged-Coupled Devices

(CCDS) as the medium for detecting the deposition of ionization from through-going

charged particles. Each CCD is approximately 1 cm2 in size and contains 375 x 578

pixels; and each pixel is 22pm2 in size, yielding an intrinsic resolution of ~ 3.5pm in

two dimensions [29].

The VXD is constructed of 480 such CCDS, mounted on 60 ladders each of which

is 9.2 cm long. The CCDS are arranged in an overlapping fashion into four layers of

concentric 8-CCD ladder elements, so that the tracks passing through the VXD will

acquire at least two hits. An end view of the VXD is shown in Fig. 3.6. Some tracks

can hit more than two CCD’s, the average number of VXD hits per track is 2.3. The
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Figure 3.4: Aquadrant view of the SLD.

beam-pipe has a radius of 2.55 cm; the first VXD layer is at a radius of 2.95 cm and

last layer isat 4.15 cm.

The VXD is a powerful device for distinguishing secondary vertex tracks, produced

by the decay in flight of heavy flavor hadrons, from tracks produced at the primary

event vertex. In addition, by combining the VXD with the CDC tracking, the overall

moment urn measurement is improved, yielding a momentum resolution

o(pJ/p~ = ~0.00262 + (0.0095 /p~)2,

-where pt is the momentum of the particle perpendicular to

GeV/c.

(3.2)

the beam, measured in
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Figure 3.6: An end view of the VXD
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Luminosity Monitor

The Luminosity Monitor and Small-Angle Tagger (LMSAT) and Medium-Angle Sil-

icon Calorimeter (MASC) are designed to determine the integrated luminosity deliv-

ered to SLD [33] by measuring the rate of small angle Bhabha scattering (e+e– +

e+e-). The cross section for this process is well known as dcr/d6 w 1/83, and is

essentially free from interference with ZO for O s 50 mrad.

A side view of the LMSAT/MASC assembly is shown in Fig. 3.7. The LMSAT

is located approximately 1 meter from the SLD interaction point (one on each side)

and covers the angular region between 28-68 mrad, while the MASC is about 31

cm from the interaction point and covers the 68-190 mrad region. Both are silicon-

tungsten sampling calorimeters which are finely segmented as shown in Fig. 3.8. The

LMSAT employs 23 layers of 0.86X0 sampling, while the MASC has 10 layers of

1.74X0 sampling. The energy resolution has been measured to essentially agree with

the design of 3% at 50 GeV [35]. The LMSAT was built at the University of Oregon.

3.2.3 The Drift Chamber System

Central Drift Chamber

The central drift chamber (CDC) is a cylindrical annulus with a length of 2.0 m, an

inner radius of 0.2 m and an outer radius of 1.0 m. As shown in Fig. 3.9, the chamber

contains 80 layers of sense wires arranged in 10 superlayers of 8 sense wires each. Six

of the superlayers have a 41-mrad stereo angle with respect to the beam axis to allow

a measurement of the z position of the track hit.

Each superlayer is made of independent cells approximately 6 cm wide by 5 cm

high. Figure 3.10 shows the detail of one such cell. The field-shaping wires and the

guard wires are made of 150 pm gold-coated aluminum, while the sense wires are 25

pm gold-coated tungsten. Eight senses wires are aligned radially. The voltage of each

guard wire is set to be about 3 kV, while a set of high voltages are provided on the

field wires with the mean value around 5.3 kV.

The gas filling the chamber is chosen to be a mixture with 75% COZ, 21% Argon,

4% Isobutane, and 0.2% HZO to provide the most precise measurement of the drift
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Figure 3.7: A side view of the LMSAT/MASC assembly.

Figure 3.8: A face view of the LMSAT showing the segmentation.
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Figure 3.10: The schematics of a single cell, showing the layout of the sense wire (o),

guard wires (o) and field wires ( x).



CHAPTER. 3. EXPERIMENTAL APPARATUS: SLC AND SLD 35

distance [30]. As the primary component, COZ has the properties of low drift velocity

and low diffusion constant. The former property allows for a finer sampling of the

signal for a fixed electronics speed; the latter reduces the contribution of diffusion to

the resolution. For such mixed gas, the drift velocity is about 9 pm/ns on average.

The CDC readout electronics [31] were designed to operate in the 120 Hz SLC

beam cycle. At each beam crossing, the electrical pulses on the sense wires are

sampled on both ends at 119 MHz and stored onto Hybrid Analog Memory Units

(HAMUs), and digitized for the trigged events. The double-ended readout allows

a charge division measurement of the z position of the track hit, which aids track

finding.

The CDC is installed inside the solenoidal magnet which provides a uniform

T field along the beam axis to allow the measurement of particle momentum.

Drift Model and T2D

0.6

A charged particle traversing the cell ionizes the gas atoms, and the liberated electrons

will drift toward the sense wires under the electric field. Such a drift process is

simulated in a model, yielding a drift time to drift distance relationship, known as

the T2D relation. From the measured time between a beam crossing and the arrival

of the signal on the sense wire, one can thus determine the distance of a hit from the

sense wire via T2D relation.

The electric field at every point of a cell can be calculated from wire configuration

(see Fig. 3.10) and corresponding voltage setup as

(3.3)

where Cij is the capacitance between wire z and j, and Vj is the voltage on wire j.

With such a wire configuration and voltage setup, a cell ends up with two distinctive

regions: a drift region with a nearly uniform field between the field wires and guard

wires, and a nonlinear region between the guard wires and sense wires. The liberated

electrons drift toward the sense wires with a constant velocity in the drift region.

-Near the sense wires (nonlinear region) the electrons in the high gradient field undergo

amplification via the avalanche mechanism. The mean drift field is about 0.9 kV/cm,
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Figure 3.11: The left figure shows equipotential lines (bold) and lines of constant field

strength (thin). The right figure shows the drift paths of electrons in the field.

but the field near a sense wire rises to over 40 kV/cm. A field map in a cell and a

schematic of simulated drift paths are shown in Fig. 3.11. For a given distance from

the sense wire, a number of points are applied to slice it into segments: more points

are required in the non-linear region than in the drift region where the drift velocity

. is constant. The drift time is found by integrating up the time intervals for each drift

segment, thus forming a time to distance relation (T2D). A T2D relation is displayed
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Figure 3.12: T2D relation. Points to segment the path is indicated by mark o. Values

between the points can be obtained by interpolation.

in Fig. 3.12. It should be noted that the above T2D is constructed assuming that

the track crosses the cell parallel to the sense wire plane. For a track with a certain

angle, we applied an angular correction based on a simple parameterization. We also

performed the corrections for cases such in which the high voltage is off for a layer.

The average residual (the distance between the measured hit position and the fitted

track) can be further used as a correction to the drift distance [32].
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Track Reconstruction

Track reconstruction is accomplished via four steps in SLD. The first of these steps

is to find the raw hits. The double-ended readout enables the z position of each

hit along the sense wire to be estimated by calculating the asymmetry of the charge

division of the pulses, while the drift time information can be used to determine the

distance of the hit from the sense wire via the T2D. Certain thresholds were set to

discriminate the noise from the signal pulse.

The second step is to use hits within a cell to form into track segments, usually

called vector hits (VH). There must be at least three hits present in a cell to form

a track segment. The track segment is characterized by a space point ; and a two

dimensional direction ~ in the z – y plane. The hit positions are then corrected for

the effects of the relative angle between the track segment and the sense wire plane

through the T2D as mentioned above.

The third step is to link these track segments together, a process also called

pattern recognition. The linking algorithm operates in the z – y plane, as shown in

Fig. 3.13. If two track segments belong to the same track then they must have equal

(but opposite-signed) angles with respect to the vector joining the spatial coordinates

of the track segments. Initially, the combination of VHS on axial layers are formed

by fitting them into circles. The VHS from stereo layers are then added if they fit

on these circles. The z information from the charge division measurement is used to

project the stereo VHS onto the circles. In the first instance, only tracks with 10 VHS

are considered, and the one with the best X2 is taken as a candidate track. Its VHS

are removed from further consideration, and the process is repeated until all tracks

of at least three VHS are found.

The last step is to process all track candidates by an iterative track fitter. The

fitter starts with the estimated track parameters from the pattern recognition. It

then swims a helical trajectory through the detector material, taking into account

the variation of the magnetic field, energy loss and multiple scattering. The fitter

uses the individual hits of the candidate tracks, and may add or delete hits as the

‘iterations proceed. Finally, a best set of helix parameters describing the track is

obtained.
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Figure 3.13: A scheme forlinking track segments.

Performance

A track passing through all CDC layers is ideally expected to have a hit in each

wire layer, thus making 80 hits in total. Shown in Fig. 3.14 is the distribution of

the number of hits found on a track with a comparison to MC. Fig. 3.15 shows the

hit-finding efficiency as a function of wire layer, where layer O is the innermost layer.

The lower efficiency on the inner layers is attributed to the finite two-hit resolution

as the tracks become closer, and the higher backgrounds in this region. Fig. 3.16

- shows the drift distance resolution measured as a function of the drift distance. We

distinguish between local and global resolution. The local resolution is determined
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Figure 3.16: Drift distance resolution in CDC measured as a function of the drift

distance.
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from the width of the distribution of the residuals to the vector hits in each cell, while

the global resolution from the width of the distribution of the residuals to the fitted

track. In the region of linear field the resolution follows the curve expected from

diffusion (68pm at 1 cm and varying as ~). As it is seen, the spatial resolution has

a strong dependence on the distance to the sense wire. Note the degradation of the

resolution in the regions near the sense wire and field wires. This is mainly due to

the increasing drift velocity and non-uniformity of the drift fields in these regions.

3.2.4 The Cherenkov Ring Imaging Detector

Identification of charged particle types is accomplished with the Cherenkov Ring

Imaging Detector (CRID) [36]. When a charged particle passes through a material at

relativistic speed, it produces a cone of Cherenkov light, whose opening angle w.r. t

the incident particle is inversely proportional to the velocity: COS(OC)= I/@n, n is the

refraction index of the material and /? the velocity of the particle. Using this principle,

the CRID is able to measure the velocity of a charged particle. By combining the

velocity with the momentum measured in the tracking detectors, one can calculate

the mass of the particle, and thus determine the type of charged particle.

The CRID in SLD is designed to identify charged particles over a large range of

momentum and mass through the combined use of liquid c6~14 and gaseous C5F12

radiators. Charged particles above Cherenkov threshold passing through the radia-

tors emit photons, which are imaged through quartz windows into time projection

chambers (TPCs) containing a photosensitive gas. The resulting photoelectrons drift

to wire chambers where the conversion point of each is measured in three dimen-

sions using drift time, wire address and charge division. These positions are used to

reconstruct a Cherenkov angle with respect to each extrapolated charged track. A

schematic view of the principle of the CRID operation is shown in Fig. 3.17.

3.2.5, The Liquid Argon Calorimeter

The measurement of the energy of particles is provided by the Liquid Argon Calorime-

ter (LAC). The LAC is a sampling calorimeter which is made of stacks of lead tiles
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Figure 3.17: A schematic view of the principle of the CRID operation. Charged

particles create Cherenkov light in liquid (76~14 radiator or gaseous C5F12 radiator.

Cerenkov light is detected in the drift box when it frees single electrons, which then

drift to the wire chamber. The endcap CRID operates in a similar way.

immersed in a bath of liquid argon. The tiles are alternately at ground potential

and at negative high voltage, and the stacks of tiles are aligned to form projective

towers pointing back to the IP. Shown in Fig. 3.18 is the basic structure of the LAC.

Particles that interact with the lead produce a shower of lower-energy secondary par-

ticles which ionize the argon. The charges liberated from ionization are then collected

by the tiles. Since argon supplies no charge amplification, the charge collected is thus

proportional to the energy deposited by particles.

To be able to measure the energies of different particles, the LAC is divided into

two sections: an electromagnetic section (EM), which is thin and designed to mea-

sure electrons and photon energies, and a hadronic section (HAD), which is deeper
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Figure 3.18: The basic structure of the LAC.

and designed to measure hadron energies. Each section is subdivided into two layers:

EM1 and EM2, HAD1 and HAD2. The energy resolution for the LAC has been mea-

sured to be 12’?Zo/@ and 65?lo/fi for the EM and HAD sections [34], respectively.

Approximately 95% of the energy in a hadronic ZO decay can be measured by the

LAC. The WIC is expected to measure the remaining 5%, acting as a tail-catching

calorimeter as described below. The LAC endcaps are a continuation of the barrel in

the forward and backward direction with a similar structure.

3.2.6 The Solenoidal Coil

Surrounding the LAC is the SLD magnet, a cylindrical aluminum coil of 5.9 m diam-

eter, 6.4 m long and 29 cm thick. A current of 6600 A through 508 turns provides

a magnetic field of 0.6 Tesla, inside the coil. The iron structure of the WIC in the
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barrel and endcap described below serve as the flux return path. The lowest order

polynomial approximation to the field can be written as

B, = B: + 0.5B:(
r2 – 2Z2

). (3.4)
rozo

where B: = 0.0214T, B: = 0.601T, To = 1.2 m and Z. = 1.5m. This agrees with

the measured field to within 0.05’7’0 inside the volume of the CDC. The field has

been mapped to be uniform to 3% over the tracking volume of the CDC to ensure the

accurate measurement of the momenta of charged tracks; the lowest order polynomial

expansion to the non-axial field in a finite solenoid is used during track reconstruction

to parametrize the field non-uniformity.

3.2.7 The Warm Iron Calorimeter

The Warm Iron Calorimeter (WIC) basically serves three functions within the SLD:

muon tracking, a tail-catcher of the leakage of the hadronic showers from LAC and a ..

magnetic flux return [37].

The WIC is the outer structure of the SLD, and is 4 interactions length thick.

Sixteen layers of plastic streamer tubes (Iarocci tubes) interleaved with 2 inch thick

plates of absorber provide muon hit resolutions of 0.4 cm and 2.0 cm in the azimuthal

and axial directions respectively. The WIC structure is shown in Fig. 3.19. Placed on

one side of each Iarroci tube are square pads for calorimeter readout, and on the other

side strips for muon identification. Transverse strips, placed in special double layers,

supply coordinate information perpendicular to the Iarroci tubes for muon tracking.

The geometry of the pads is a continuation of the hadronic tower structure of the

towers in the LAC. The readout is analog, proportional to the energy deposited. The

energy resolution is o(l?) N 0.8@(GeV). The background of the muon identification

comes from pion punch-through. Pattern recognition and tracking capability for

individual tracks can extrapolate the particles back to the drift chamber, and thus is

able to remove this background significantly.
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3.3 The SLD Monte Carlo Simulation

To be able to interpret measurements one has to use models to simulate the physics

process and also the detector performance. SLD uses the JETSET 6.3 event generator

[75] to simulate the process of .+.- --+ hadrons at the 2° resonance. The simulation

of detector performance is based on the GEANT3 package [39] developed at CERN.

3.3.1 Event Generator

The JETSET event generator always includes all four phases in the process of e+e- -+

hadrons as described in Chapter 2. There are a large variety of options provided by

JETSET for simulating these phases. JETSET 6.3 uses the parton shower model

to account for the parton evolution, and string fragmentation for the hadronization.

Listed in Table 3.1 area few major parameters with both default and optimized values,
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as determined by thhe SLD QCD analysis group. AQCD is the QCD scale parameter

I Parameter Default Optimized I

&JCD 0.40 GeV 0.29 GeV

Qo 1.0 GeV 1.0 GeV

~q 0.35 GeV 0.37 GeV

a 0.50 0.18

b 0.90 GeV-z 0.34 GeV-2

Table 3.1: Major parameters in JETSET 6.3.

which determines the boundary between non-perturbative and perturbative energy

ranges. Qo is a cutoff parameter (normally QO = O(lGeV), corresponding to an

effective gluon mass) which determines the termination of parton showering. The

three other parameters Oq, a and b belong to the hadronization process, controlling .-

the transverse and longitudinal momentum spectrum of hadrons. These parameters

were optimized to reproduce the experimental distributions of single particle and

event topology observable at the ZO resonance.

3.3.2 Detector Simulation

The SLD detector simulation is performed by the package GEANT, providing the de-

tector response to the particles produced by the event generator. The SLD detector is

a collection of different kinds of particle detectors, each with its own particular way of

responding to a particle and producing a signal. Also, there is much material in SLD

for mechanical support, electronic cables, gas and liquid plumbing systems, etc., and

particles will interact with and be affected by these materials as well. Basically, the

simulation includes the effects such as energy loss, particle decays, Bremsstrahlung,

Compton scattering, multiple scattering, delta-ray production, gamma conversions,

and nuclear and electromagnetic interactions. Other effects such as readout electron-

ics that were not properly operational (e.g. dead channels) during a certain part of

the run, and high voltages off for some superlayers in CDC were simulated as well,
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so that the time-dependent configuration of the simulated detector matches that of

the real SLD over the course of the run. In addition, the beam backgrounds that

arise in the various detector elements were considered in the simulation by overlaying

the background noise (measured at the random trigger during beam crossings where

a collision occurred), on top of the MC hadronic events. Finally, these fully simu-

lated MC events were reconstructed using the same process, and written in the same

format, as real data.

The MC event sample plays an important role in determining the detector effi-

ciency and spatial acceptance. Besides hadronic MC samples, some other MC samples

such as WAB)S and ~+~– were produced to account for different physics processes,

and also used to estimate the background contaminations and study the tracking

efficiency. These issues will be covered in the later chapters.



Chapter 4

Hadronic Event Selection

The SLD started its physics data collection in 1992, and has been recording data

smoothly ever since. The analyses presented in this thesis are based on the data

collected during the period of 1993-1995. Data were taken under highly variable

beam conditions. An online trigger and an offline filter were therefore applied to ..

filter out ZO events from the backgrounds. For the interests of testing QCD, a set

of cuts were further applied to select the hadronic events. In the following sections

we will describe in some detail the processes that led to the hadronic event sample

suitable for QCD studies.

4.1 The SLD Trigger

The SLD trigger is designed to record ZO events with a high efficiency, while rejecting

most of the background processes such as beam-gas, beam-wall interactions, cosmic

rays and synchrotron radiation. The following different triggers were applied to select

the events to be written to tape. The trigger algorithms are described in details in

Ref. [40].

● The Energy trigger required a minimum total of energy 8 GeV deposited in the

barrel and endcap LAC, where the sum is made only over those towers above

the thresholds (60 ADC counts in EM section and 120 ADC counts in HAD

section). ADC counts convert to MeV as follows: for EM towers 1 ADC = 4.1

49
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●

●

MeV, for HAD towers 1 ADC = 10.8 MeV. Only the calorimeter systems were

read out when this trigger fired only.

The Tracking trigger was activated when two (or more) CDC tracks were de-

tected. A CDC track is defined to have at least 6 hits in each cell of 9 or more

superlayers in the CDC, with an opening angle > 30° and momentum greater

than 250 MeV/c. All SLD subsystems were read out if this trigger fired.

The HAD trigger was activated if the energy trigger was satisfied plus at least

one CDC track was detected. Most ZO events would satisfy this trigger. All

SLD subsystems were read out if this trigger fired.

The WAB trigger required a minimum total energy of 15 GeV deposited in the

LAC EM section, where the sum is made over those towers above the threshold

(154 MeV). All SLD subsystems were read out if this trigger fired. This trigger

was designed to insure that all wide-angle Bhabha events (2° + e+e– ) were

recorded.

The Muon trigger required a combination of at least one CDC track and two

back-to-back barrel WIC tracks. All SLD subsystems were read out if this

trigger fired. This trigger was designed to select 2° -+ ~+~-.

The LUM trigger required a total energy in LUM EM2 section to be above

12.5 GeV in both north and south detectors, where the sum is made over those

towers above the threshold (125 MeV). Only the LUM/MASIC systems were

read out when this trigger fired.

The Random trigger was activated at a fixed average rate of 1/20 Hz when

beams were colliding. The events recorded are used for background studies.

The trigger rate was typically between 0.5-2 Hz, depending on the beam conditions.

It should be pointed out that the energy thresholds were changed several times, and

the values quoted above were used during most of the data taking. The events which

passed any of these triggers were written onto tape called the ‘RAW tape’.
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4.2 Event Filtering

To further remove backgrounds and make an initial hadronic event selection, a process

called the Pass 1 Filter is run on all raw data. Only the LAC information is used in

this filter since it is much easier and faster to process than the tracking data. The

filter is designed to be quick and efficient, basically requiring that an event deposits a

small amount of energy in the LAC and that it has good forward-backward momentum

balance. The following three LAC quantities are used to define the filter [40]:

EHI, a high-threshold energy sum, which is the sum of energy deposited in all

EM towers with signals above 60 ADC counts and all HAD towers with signals

above 120 ADC counts

ELO, a low-threshold energy sum, which is the sum of energy deposited in all

EM towers with signals above 8 ADC counts and all HAD towers with signals

above 12 ADC counts

NEMHI, the number of EM towers that have signals above 60 ADC counts.

To pass the filter, the event must satisfy:

1. NEMHI ~ 10

2. EHI >15 GeV

3. ELO <140 GeV

4.2x EHI>3x(ELO–70)

5. The north and south side of the detector must each have NEMHI >0.

Requirements (1) and (2) are designed to identify the high calorimetric energy of

hadronic events; (3) and (5) to remove beam related background; and (4) to remove

SLC muon background. The combined efficiency for hadronic ZO decays to pass the

SLD trigger and Pass 1 Filter is approximately 92% [42]. The events passing this

filter were then fully reconstructed and written onto tapes called ‘RECON tapes’.
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4.3 Hadronic Event Selection

The Pass 1 Filter is designed to be quick and efficient, and is thus quite loose. The

filtered samples are very likely contaminated with a fair amount of backgrounds such

as tau pairs, WAB’S, and so on. This analysis used charged tracks measured in the

CDC and VXD. In order to select a sample of hadronic events useful for this physics

analysis, we designed a set of cuts to further improve the purity of the sample and to

ensure that the tracks were well measured and the events were contained within the

fiducial region of the detector.

The well-measured charged tracks were required to have

● a, &Stance of closest approach transverse to the beam axis within 5 cm, and

within 10 cm along the axis from the measured interaction point

● a polar angle, 19,with respect to the beam axis within Icos(~)l <0.8

● a momentum transverse to the beam axis greater than 0.15 GeV/c.

Each track is extrapolated back towards the interaction vertex. Figure 4.la and

Fig. 4. lb shows the distributions of the longitudinal impact parameter Z and trans-

verse impact parameter R. The data are compared with the Monte Carlo. Cuts

l? <5 cm and IZ I <10 cm ensure that the tracks originate from the proximity of the

interaction point. The cut values are indicated on the figures by arrows. In this and

the following plots, all tracks and events selection cuts have been applied except the

one shown. Shown in Fig. 4.2 is the polar angle distribution of the charged tracks

with respect to beam axis. The tracking efficiency outside the coverage of the CDC

(1 COS(0)I > 0.8) drops off significantly. Cut \cos(0)l <0.8 is thus chosen to ensure

that the tracks are well contained in the active region of the CDC. The pt cut serves

two main purposes: First, most of tracks produced from beam-related background

and from photon conversions have very low transverse momentum with respect to the

beam; second, tracks with very low pt can loop back into tracking system so that they

may be doubly reconstructed. In addition, low pt tracks are difficult to model pre-

cisely due to multiple scattering. The pt distribution of the charged tracks is shown

in Fig. 4.3. The well-cent ained hadronic events were then required to have
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Figure 4.2: Polar angle distribution of the charged tracks, w.r.t beam axis.

a minimum of five well-measured tracks;

a total visible energy &, of at least 20 GeV, which was calculated from well-

measured tracks assigned the charged pion mass;

a thrust axis direction within Icos(&) I <0.71 (see definition of thrust below).

The cuts made here are based on the well-measured charged tracks selected above.

The charged multiplicity distribution is shown in Fig. 4.4. An excess at low multiplic-

ities is expected mostly from ~+~– pairs and Bhabha events. Thus the requirement of

a minimum of five tracks is expected to remove these backgrounds significantly. The

visible energy distribution is shown in Fig. 4.5. An excess at low energy is apparent.

Most of the beam-related backgrounds and two-photon events have low visible energy,

“as the tracks within the detector acceptance from these processes tend to be very soft.

The visible energy cut is thus designed to eliminate these backgrounds.
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Figure 4.3: The pt distribution of charged tracks (pt is defined with respect to the

beam axis).

Figure 4.6 shows the polar angle distribution of event thrust axis. Thrust T is

defined as

T= max(Z#~~,~[), (4.1)
‘k%

where i runs over all tracks, and the thrust axis h is chosen to maximize the value of

l’. The event shape variables such as !7’ will be described in detail in later chapters.

Events with thrust axis close to the beam direction are not well reconstructed due to

the decreasing efficiency of the CDC in the forward region. The cut Icos(&) I <0.71

is chosen to ensure that events are contained within the fiducial region of the detector.

A total of 86679 events from the 1993,1994 and 1995 SLC/SLD runs survived these

‘cuts and were included in this, analysis. A typical hadronic event is shown in Fig. 4.7.

The efficiency for selecting hadronic events satisfying the Icos(&) I cut was estimated
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Figure 4.4: The charged-particle multiplicity distribution (before cut).

to be above 96%. Distributions of single particle and event topology observable in the

selected events were found to be well described by Monte Carlo models of ZO decays

combined with a simulation of the SLD [41].

4.4 Background Estimation

The selected hadronic event sample as described above still can be contaminated with

some backgrounds. In this section, we consider three major sources of backgrounds:

~+7– pairs, two-photon and beam-related events. A typical ~+7– events is shown in

Fig. 4.8.
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Figure 4.5: Visible energy distribution,

4.4.1 T+r- pairs

The main decay modes of ~ are semileptonic: 7* + l+vlv., where 1 = e, ~, or

hadronic: ~ -+ l{/TVT. The branching ratio of l-prong decays (i.e., ~ into one charged

and multiple neutral particles) is 85.570, and 14.4~0 for 3-prong decays. The require-

ment of a minimum of 5 charged tracks in the hadronic event selection is expected to

exclude 97.7?10 of all 7+7– events. The contamination can be estimated more precisely

by using a MC sample of ~+~- events. It was found [43] that 4.20 ~ 0.13% of the tau

pair sample passed the hadronic event section criteria. This number is larger than

the expected 2.3~0 due to additional charged tracks created by ~ conversions or in-

teractions in the detector material. The contamination of ~+~– pairs in our hadronic

event sample is thus estimated to be 0.20 ~ 0.07?10, taking into account the ratio of

“BR(ZO -+ T-+~-)/ BR(ZO + hadrons) = 4.7%.
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Figure 4.6: cos(8t~,U,~) distribution.

4.4.2 Two-photon events

The two-photon process is defined as e+e- + e+e- + ~~, ~~ + hadrons, with cross

section equal to 6.5 nb at V = Alz. These events are usually of low visible energy,

and peaked very forward, so that very few are energetic enough to trigger the detector.

A MC study similar to the ~+~- case shows the contamination of this process in the

hadronic event sample is about 0.10 ~ 0.03% [43].

4.4.3 Beam-related events

The events created by the interactions of an e+, or e- from beam with the beam pipe

wall or material inside the pipe are called beam-related events. These events can be

easily identified due to their characteristics such as large momentum imbalance. It is
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Figure 4.8: A typical ~+~- event. Shown is a view looking parallel to the beam axis.
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unlikely to calculate their cross sections, since their production rate is strongly depen-

dent on the beam conditions which can vary from time to time. The contamination

of these events was estimated to be less than O.1% [43].

The total contamination of backgrounds in the hadronic event sample was esti-

mated to be less than 0.470. This value is considered to be small. The effect of

background contamination will be considered in the analysis.
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Tracking Efficiency

Understanding the tracking efficiency of the detector is essential to many physics

analyses performed with SLD. It is, however, difficult to determine the tracking effi-

ciency in most cases where the input to the detector is unknown and is sometimes the

thing to be measured. The measurement of hadronic multiplicity is one such example. --

Traditionally, Monte Carlo has been used to simulate the detector tracking efficiency,

which is then applied to the observed data to yield the physics results. Apparently,

such measurements have strong model dependence. For a better measurement, we

attempt to improve the Monte Carlo simulated tracking efficiency, based on studies

of the tracking efficiency determined from WAB and tau pair events where the input

is known.

5.1 Tracking Efficiency for Single Track

We begin with the study of the tracking efficiency for isolated tracks using wide angle

Bhabha (WAB) events measured in the LAC. A well measured WAB event must have

two back to back EM clusters in the LAC. Correspondingly, there should be two back

to back tracks in the CDC associated with the measured EM clusters in the LAC (if

the tracking efficiency in the CDC is 1007o). The first thing needed for this study is

-to select well measured WAB events.

61
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5.1.1 WAB selection

The selection criteria of WAB events make use of the low multiplicity and the high

energy deposition into two clusters in the EM section of the LAC, which will be back

to back. We start with the selection of good clusters, which are required to have the

following properties:

● EEM >0.0 GeV

● Eclu, > 1.0 GeV

● not tagged as an SLC ~.

The EM clusters are then tagged by requiring:

● EEM > 10 GeV
—.

● EHAD1 <3 GeV

. EHAD2 < 0.5 GeV.

where E~M is the cluster energy deposited in the EM section, EHAD1 (EHAD2) is the

cluster energy in HAD1 (HAD2). These well measured events are then required to

have:

● EtOt > 15 GeV

● 1 <0.6

●NEM=2

where EtOt is the total energy summing over the number of selected clusters NCIU.,1

is the energy imbalance, and Otis the thrust angle of the event. The cuts applied here

are based on work done by K. Pitts & J. Yamartino (see [35, 40] for details), but are

ti”ghter to ensure that the event is in a well defined region of detector. In addition,

two EM clusters are required.
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Figure 5.1: For the selected WAB events, distributions of the number of selected

good clusters (top left), the number of selected EM clusters (top right), the number

of found tracks (bottom left), and the number of tracks associated with the EM

clusters (bottom right ).

5.1.2 Results

Some distributions for the selected WAB events are shown in Fig. 5.1. In most cases,

there are exactly two tracks associated with the two tagged EM clusters, while in

some cases there are less or more than two associated tracks (see Fig. 5.1 bottom

‘right). Fig. 5.2 shows an example where one track is missing, and Fig. 5.3 shows

an example where two tracks are missing. However, in the events such as the one
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Figure 5.2: A WAB event with one track lost.
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Figure 5.3: A WAB event with two tracks lost.
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.
Figure 5.4: A WAB event with one un-associated track due to ~ radiation.

shown in Fig. 5.4, the track is actually found but not associated with the cluster. --

This could be due to ~ radiation. From the point of view of the tracking efficiency,

this un-associated track is counted as found.

For those events in which tracks are missing, we seek to isolate the cause of tracking

inefficiency. To do this, we reprocessed these events and carefully checked each step

of the track reconstruction. The track reconstruction in SLD is accomplished

steps, as described in detail in Chapter 3 and summarized below:

via four

●

●

●

find the raw hits.

form the raw hits within each cell into a track segment, usually called a vector

hit (VH).

link VHS together into track candidates (a process also called pattern recogni-

tion)

● process all candidates by an iterative tracking fitter, yielding a set of parameters

best describing the tracks.
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Figure 5.5: Reconstruction of a WAB event with one track lost. Top left shows the

status of raw hits finding, top right shows the status of VHS, bottom left shows the

status of pattern recognition, and bottom right shows the status of track fitting.

The result of each step of the reconstruction for the event shown in Fig. 5.2 is

presented in Fig. 5.5. It can be seen from the above event display that the track

reconstruction proceeded successfully through the pattern recognition, but failed the

fitting process. This was found to be due to a cut on X2 in all such cases. This track

could be recovered (see Fig. 5.6) by loosening the standard X2 cut. We followed the

same exercise for the events such as the one shown in Figure 5.3, and found that the

lost tracks were actually due to a corrupted CDC constant file, confined to a specific

run period in 1993. This group of events was excluded from the tracking efficiency

study.

In total, we have 2390 well measured WAB events. A total of 20 tracks were found

-.
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Figure 5.6: The lost track could be recovered when SLD standard X2 cut was loosened

by a factor 2.

to be lost due to the X2 cut. Thus, the tracking efficiency for the isolated tracks is

measured to be 99.58 ~ 0.1370. The same analysis was performed on WAB Monte

Carlo, and we found that the efficiency was 99.85 & 0.01%, which is slightly higher

than in the data. The efficiency difference between data and MC is 0.27+ O.13%.

5.2 Momentum Dependence of Tracking Efficiency

It is known that the tracking efficiency for low momentum particles is lower. Such

dependence on momentum can be studied using a sample of one-prong tau pair events.

Tau pair events are selected according to the standard SLD tau event selection

criteria as listed in the Table 5.1 [44]. The tau pair multiplicity distribution is shown

in Fig. 5.7. Figure 5.8 shows the momentum spectrum. In both cases, the data and

MC are in good agreement. Since the properties of ~ decays are well known and the

data is well reproduced by MC, we thus use MC to study the momentum dependence.

True one prong MC events were selected in order to study the momentum de-

pendence of the tracking efficiency for isolated tracks. Charged and stable particles
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Table 5.1: SLD Tau Selection Cuts

Cut Name

Two Hemispheres

Visible Energy

EM Energy

Neutral Clusters in Jets

Ekal outside Jets

Good Tracks

Jet cones

Multiprong Acolinearity

Jet Mass

Two largest tracks

2 Prong Acolinearity

Missing Momentum

Cut Value

> 1 track in each hemi.

13vzs >10 GeV

E,~ <62.5 GeV

#clusij <9

Ekaloj <5 GeV

#tracks <6

Jet – trackangle <15 deg.

Acol <20 deg.

Alj.t <2.3 GeV

pl + p2 <65 GeV

A.Ol >10 mRad

Icos(om,..,ng)l <0.88

Removes

Garbage

Two Photon

WAB

Multihadron

Multihadron

Multihadron

Multihadron

Multihadron

Multihadron

WAB, Mu pair

WAB, Mu Pair

WAB, Two Photon
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with momentum p were generated. Only particles passing through the CDC were

tagged. The reconstruction was then performed to see if the tagged particles were

actually found. Thus, the tracking efficiency as a function of momentum p is simply

formulated as
njn~(p)

eff(p) =
%(P) ‘

(5.1)

where n ,,.(p) was the generated number of particles with momentum p, and nj.d(p)

was the number found. The resulting efficiency from MC is shown in Fig. 5.9. It can

be seen that the efficiency increases with the momentum p, and is close to 100% at

high momentum, which is consistent with the WAB data.

5.3 Tracking Efficiency in 3 prong ~ decays

Tracks are most likely to be lost when they are close to each other. This has been

studied in 3 prong T decays where the tracks are typically not well separated. An
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Figure 5.7: Tau pair multiplicity distribution.

example of a 3 prong ~ decay is displayed in Fig, 5.10. Figure 5.11 shows the opening

angle distribution of track pairs in 3 prong events. We find that the data and MC

agree well.

The tracking efficiency for 3 prong decays is determined from both MC and data.

Initially, we assume that the event topology 1-2 is attributed to one track lost from a 1-

3 event. Table 5.2 shows the results. The tracking efficiency for 3 prong decays is thus

Table 5.2: Number of ~ pair events with topology 1-2 and 1-3 in data and MC.

r pair topology # of events (data) # of events (MC)

1-2 161 2455

1-3 802 14384
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histogram represents ~ pair MC and the open circles represent the data.

estimated to be e~~(data) = 94.43 + 0.4270 for data, and e~~(lkfC) = 95.14 + O.1O7O

for MC.

The 1-1 events may have some contributions to 1-2 as well due to conversions.

This contribution can be estimated by generating a number of 1-1 events and checking

how many of them are reconstructed as 1-2. Table 5.3 shows the numbers. Thus, the

Table 5.3: Number of generated 1-1 events and the number reconstructed as 1-2.

I # of Generated 1-1 events I 25594 I

Reconstructed as 1-2 1457

contribution to 1-2 from 1-1 is 5.6970
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Figure 5.9: Tracking efficiency as a function of momentum p, determined from one

prong tau pair MC sample.

Taking the 5.69% contribution from 1-1 into account, the tracking efficiencies

for 3 prong decays (shown above) are corrected and calculated to be e~~(clata) =

96.67 + 0.35% for data, e~~(~C) = 97.47 i 0.0770 for MC. The efficiency difference

between data and MC is e~$(ikfC – data) = 0.8 + 0.36%.

5.4 Summary

We studied the tracking efficiency of the detector using well measured WAB events

and tau pair events. The efficiency for stand-alone tracking is determined from WAB

events, and we found the efficiency difference between data and MC to be 0.27*0. 13’?lo.

The momentum dependence of the efficiency is studied using one prong tau pair

events, and we found that the efficiency increases with the momentum p, and is
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Figure 5.10: An example of a ~ pair event with 1-3 topology.

close to 1007o at high momentum, which is consistent with the WAB data. We also

investigated the tracking efficiency in 3 prong tau decays where the tracks are usually

poorly separated. The efficiency difference between data and MC was found to be

0.8 A 0.36%. These results will be used to correct the hadronic Monte Carlo in the

next chapter.
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Chapter 6

Multiplicity Distribution

6.1 Introduction
.

One of the most fundamental observable in high-energy particle interactions is the

multiplicity distributions of charged hadrons produced in the final states. The distri-
..

butions are expected to contain valuable information about the dynamics of hadron

production, and have been studied extensively both experimentally and theoretically

(for reviews see (45]).

Experiment al data are available for a large variety of interactions: hadron-hadron,

lepton-hadron and electron-positron collisions. The Poisson distribution (PD) has

been found to considerably deviate from the data, implying that the particles are

not produced independently. Phenomenological models have yielded improved de-

scriptions of the data. For example, models in which the interaction produces a

number of objects, each of which decays into a random number of particles, predict

a negative binomial distribution (NBD), which provides a good parameterization of

much experimental data [46]. The theory of strong interaction, Quantum Chromo-

dynamics (QCD), cannot at present be used to calculate the multiplicity distribution

of the final state hadrons since the mechanism of hadronization has not been solved.

However, perturbative techniques (PQCD) can be applied to calculate the multiplicity

distribution of partons [47].

74
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In this chapter, we present the experimental study of the charged particle multi-

plicity distribution from e+e– annihilations into hadrons at the ZO resonance. Our

results are compared with those obtained by other experiments at the same and at

lower center-of-mass energies, as well as with the expections of perturbative QCD and

phenomenological models. This chapter is arranged as follows: section 2 describes

the correction procedure, section 3 discusses the systematic uncertainties affecting

our measurement, the results are presented in section 4, followed by a summary in

section 5.

6.2 Correction Procedure

The charged particle multiplicity distributions observed experimentally need to be

c~rrected for the loss of tracks due to the limited geometrical acceptance and reso-

lution of the detector as well as for the tracking inefficiency. Meanwhile, any faked

tracks produced due to ~ conversions and particle interactions in the material of the --

detector should be excluded. In addition, the biases introduced due to track and

event selection criteria and QED initial state radiation should also be corrected.

The final charged multiplicity distribution to be presented were corrected for all

the effects mentioned above. In this analysis, the charged multiplicity of an event is

defined to include all promptly produced charged particles, as well as those produced

in the decay of particles with lifetime ~ < 3 x 10–lOs (see Table 6.1). Thus, the

charged decay products of l{: and strange baryons are included.

Our correction was performed using approximately 146,000 hadronic ZO decays

generated according to the JETSET 6.3 [48] event generator plus a detailed simulation

of the SLD detector. These Monte Carlo (MC) events were then reconstructed in the

same way as the data. For each such MC event passing the same selection criteria

(or cuts) as applied on the data (see chapter 4), the number of observed tracks no,

with dist ribut ion NO~~C(n.), was compared with the number of generated tracks n~,

with distribution N~~nc(n,). This comparison yielded the correction matrix AI(n,, no)

whose elements are defined as
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particle lifetime

0.89.10-10

2.63.10-10

0.80.10-10

1.63.10-10

1.63.10-10

0.82.10-10

decay modes

~+T–

p?r-

px”, n~+

n7r–

Ax-

Al{-,~OT-

Table 6.1: Charged decay products. Only main decay modes are listed.

~(ng, no)
AI(ng, ~.) = ~o~,c(no)‘

—
(6.1)

where N(n~, no) stands for the number of MC events with n~ generated tracks when

no tracks were observed. The correction matrix is displayed in Fig. 6.1. The observed

distribution NO~~C(nO)is thus related to the generated distribution N~~,(n~) by

-.

n ) ~N~C(nO). (6.2)N~C(n~) = ~ M(ng, ogen
no

The MC sample employed for constructing the correction matrix had cuts applied,

and consequently did not reflect exactly the true multiplicity distribution. In addition,

QED initial state radiation results in a small bias to the multiplicity. Both biases

were corrected by using a set of factors CF (n~ ), which were calculated from MC

by comparing the normalized generated multiplicity distribution ~~i’(n~ ) at fixed

c.o.m energy in the total sample, to the normalized generated multiplicity distribution

~sti~(ng) in the sub-sample (i.e., the one which passed the applied cuts),

P%9)
cF(TZg) = ~s.b(ng) “ (6.3)

The correction factors CF are shown in Fig. 6.2. Finally, the correction matrix M

and correction factors CF were applied to the experimentally observed multiplicity

distribution iV~~~(nO) to yield the corrected multiplicity distribution, N~~~(n):
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Figure 6.2: Correction factors CF.

To provide a reliable correction of the data, the multiplicity distribution observed

experimentally must be well reproduced by the simulated MC events. This is the

case in this analysis although a slight derivation can be seen as shown in Fig. 6.3.

Any possible difference between the actual detector performance and that represented

in the simulation will be evaluated to contribute to the systematic uncertainties as

discussed below.
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Figure 6.3: The observed (uncorrected) multiplicity distributions compared with MC

shown in histogram.

6.3 Systematic Uncertainties

We have examined the following contributions to the experimental systematic uncer-

tainties. In some cases the entire correction and analysis process will be repeated in

order to test the influence of a systematic effect on the final results.

● Tracking efficiency:

The correction matrix ikl(n~, nO) determined above from Monte Carlo represents

the simulated detector tracking efficiency. The tracking efficiency has been

studied using well measured WAB and tau pair events as discussed in Chapter 5,

and we found that the difference between the actual detector tracking efficiency
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and the Monte Carlo simulated efficiency is 0.27+ 0.1370 for isolated tracks, and

0.8 +0.36% for poorly seperated tracks. The Monte Carlo was thus corrected by

tossing 0.27% for well seperated tracks and tossing 0.8’%0for poorly separated

tracks. The uncertainties in the differences were transfered to the systematic

error for the final results.

● Statistical fluctuations in the correction matrix:

The correction matrix ikl(n~, nO) was constructed from a Monte Carlo sample

with finite statistics. The display of slices of the correction matrix with statis-

tical errors is shown in Fig. 6.4. The stability of our results has been tested by

using a smoothed version of the correction matrix found by parameterization

as shown by the solid curves. The difference compared with that calculated

from the original matrix was conservatively taken as a systematic error. This

systematic uncertainty can be estimated more realistically by a set of correc-

tion matrices generated by a parameterized distribution (as will be discussed in -.

Chapter 7).

● Model dependence:

Since the event selection criteria required at

of the corrected multiplicity distribution at

least 5 observed tracks, the values

entry n = 2 and n = 4 were not

derived from the data but were taken instead from the expectation of JETSET

6.3. The difference with the case when these entries are not included in the

calculation is included in the systematic error.

● Hadronic event and track selection.

The sensitivity to the definition of well measured tracks and the selection of

hadronic events has been tested. The criteria for selecting well-measured tracks,

like impact parameters (R and Z), transverse momentum, track polar angle, and

the criteria for selecting good hadronic events, like invisible energy, thrust polar

angle, minimum number of tracks, were varied over a wide range. A new set

of correction matrices and correction factors were computed and applied to the
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Figure 6.4: The display of slices of the correction matrix: the probability distribu-

tion of having n~ for fixed no. The solid curve represents a fit to three Gaussian

distributions.
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data, processed with the corresponding criteria. Any significant sensitivity to

the selection was included in the systematic error.

A number of other systematic effects which are sensitive to the higher order moments

study will be discussed in the next chapter.

6.4 Results

The charged multiplicity distribution observed experimentally (uncorrected) is listed

in Table 6.2, and the comparison with MC is shown in Fig. 6.3. The corrected

charged multiplicity distribution is presented in Table 6.3, together with the lists of

the statistical and systematic errors. The distribution was normalized, giving p(n)

to be the probability of having a hadronic ZO decay with n charged particles. The

l;ading moments computed from the corrected distribution are presented in Table 6.4.

The moments include the average charged multiplicity < n >, the ratio of < n >

and the dispersion D = (< n2 > — < n >2)112, and the second binomial moment R2,

where

R2=<n(n– 1)> =1+
<n>2

The systematic errors are the quadratic sum of

uncertainties.

6.4.1 Average Multiplicity y

D2 1

<n>2– <n>”
(6.5)

all the contributions to the systematic

The average charged multiplicity calculated from the corrected distribution is 20.63+

0.01 + 0.34. The contributions to the overall systematic error are listed in Table 6.5.

Our data is in good agreement with those measured at the same center-of-mass energy

by MARK II [49], DELPHI [50], ALEPH [51], OPAL [52] and L3 [53]. The comparison

with these data is listed in Table 6.6.

To study the energy dependence of average multiplicityy < n >, we compared our

data with those measured at different energies, as shown in Fig. 6.5. A number of

phenomenological models have been proposed to describe the evolution of < n > with
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Figure 6.5: Theenergy dependence of theaverage charged particle multiplicity mea-

sured in efe- interactions. The dotted line represents the fit to a phenomenological

model, dashed line the prediction from leading-log perturbative QCD, and solid line

the prediction from next-to-leading order perturbative QCD.
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—

n No. of events n No. of events

5 93 26 1024

6 212 27 759

7 245 28 643

8 557 29 439

9 821 30 410

10 1378 31 259

11 1812 32 196

12 2330 33 137

13 2753 34 97

14 3234 35 81

15 3592 36 43

16 3657 37 32

17 3488 38 25

18 3480 39 16

19 3382 40 11

20 2933 41 6

21 2653 42 3

22 2281 43 0

23 1878 44 1

24 1662 45 1

25 1311 46 1

Table 6.2: Uncorrected charged particle multiplicityy distribution.

energy. One of the simplest relations

<n>=a. sb, (6.6)

was predicted by the fireball and hydrodynamical models for hadron-hadron interac-

tions [54]. The fit to the data gave a = 3.047 ~ 0.284 and b = 0.214 + 0.013, with

X2/iVDF = 1.44/8.
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A perturbative QCD prediction based on the leading-log approximation relates

< n > to energy by [55]

< n >= a + b ~exp(c . ~ln(s/Q~)), (6.7)

where Q: is a QCD cut-off parameter that corresponds to the termination of the

parton showering. We fitted this function to the data (given Q: = 1 GeV), yielding

a = 4.822+0.323, b = 0.093 ~0.012 and c = 1.716 i0.043, with X2/ND_F = 2.965/7.

Including next-to-leading order corrections, perturbative QCD predicts an energy

dependence of the form [56]

<n>=a.a~ oexp(c/~)(1 + O(m)), (6.8)

Neglecting the O(@) term, there are only two free parameters left: the normal-

ization constant a which can’t be calculated perturbatively, and a scale parameter A

which is associated with the running coupling constant by (referring to Chapter 2)

cl!. 1 ~llnln(s/A2)

47r = ,BOln(s/A2) ‘1 - ~~ ln(s/A2) ) (6.9) ..

The rest of the parameters are fixed within QCD; for five active flavours /30 = 11 –

2Nf/3 = 7.67, PI = 102 – 38Nf/3 = 38.67, b = 1/4 + (10 N~)/(27/?O) = 0.49 and

c = S/~. = 2.27 [57]. The fit to the data is reasonable, with X2/NDF = 1.260/8.

The fitted values of the two free parameters area = 0.060+0.008 and A = 0.115+0.033

GeV. Figure 6.5 shows how the fits compare to data. It seems that all can describe

the data. Obviously, more sensitive quantities are needed in order to exclude some

models. The average multiplicities computed from the JETSET at various energies

were also compared wit h data and an overall agreement was found.

6.4.2 Second Binomial Moment R2

We compared our second binomial moment R2 with the existing data measured at the

same cent er-of-mass energy (see Table 6.7). Within the errors, the agreement is good.

Figure 6.6 shows a comparison with the data measured at lower energies[59, 60]. The

perturbative QCD calculation predicts Rz as a function of energy to follow [58]

R’ = :(1 – It@) (6.10)
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with k = 0.55 for five active flavors. The comparisons with both leading and next-to-

leading order QCD predictions are also shown in Fig. 6.6. For next-to-leading order

QCD, the running coupling constant as in Eq. 6.10 was calculated from Eq. 6.9 in

which A was set to be 0.115 GeV (obtained from the fit to the energy dependence of

the average multiplicity).

It appears that the next-to-leading order lies closer to data and shows a similar

weak energy dependence as the data while the prediction from the leading order

is far above the data and has no energy dependence at all. The JETSET model

again provides a good description of the data as shown in Fig. 6.6. We therefore

suspect that even higher corrections or non-perturbative effects are needed in order

to explain the higher order moments properties. The issues of higher order moments

will be addressed in the next chapter.

.

6.4.3 Shape of the Multiplicity Distribution

A number of parameterizations based on phenomenological models have been pro- ‘~

posed to describe the shape of the charged multiplicity distribution [61]. One of

the simplest distributions is the Poisson distribution, which has been found not to

describe the data, implying non-random production mechanisms.

One distribution which provides a good parameterization of much experimental

data at lower energies is the negative binomial distribution (NBD),

~! (($m4f+Jk)‘6-11)
/t(/k+ 1)...(k+n – 1)

Pn((n),k) =

where < n > and k are two free parameters. There are several phenomenological

models leading to a NBD distribution [61]. For example, a model in which the

interaction produces a number of objects, corresponding to the number of partons in a

QCD cascade, each of which decays into a random number of particles, predicts such

a NBD type of distribution [62]. In fact, the leading moments predicted in next-to-

leading order QCD were found to be very close to that of a NBD [58]. We have fitted

the NBD to our corrected multiplicity distributions. The results are shown in Fig. 6.7.

The normalized residuals between the data points and the fit are also shown in the
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Figure 6.6: The energy dependence of R2. The dotted line represents the prediction

from leading order perturbative QCD, the dashed line for next-to-leading, and the

solid line for JETSET.
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figure. The fits yielded parameter values of k = 24.86 ~ 0.93 and (n) = 20.64 ~ 0.10,

with X2/NDF = 68.0/24.

Recently the log-normal distribution (LND) has been introduced as a parameteri-

zation of multiplicity distributions in high energy interactions [63]. This distribution

is particularly interesting and has a very appealing physical interpretation in terms

of current models for the dynamics of mutiparticle production. The LND is obtained

for a cascade-like process where the probability of each step multiplies the probability

of the previous outcome (a scale-invariant stochastic branching process). This gives

a natural connection to state-of-the art models for multiparticle production involving

QCD parton cascades and hadronization. The LND has the form of

/

n+l

~?l(/-h~,c) =
N ( (ln(n’ + c) - p)2 ~n,

— exp —
n’+c 2.2

)
7

n

wlere
d2 (ii+d)2

02 = ln(l + _
(n+c)2)’ p= ln J~’

(6.12)

(6.13)

In the limit p – in c >> a the new parameters R and d can be identified as the mean

and the dispersion of the distribution. We have fitted the LND to our corrected

multiplicity distribution (see Fig. 6.8). The fit yielded parameter values of E =

20.99 ~0.10, d = 6.11 tO.05 and c = 11.74+ 1.18, with X2/NDF = 30.5/23. As it is

seen, the LND offers better description of data than NBD (see residual plots). The

prediction from the JETSET was found in good agreement with data (not shown in

the figure).

6.5 Conclusion

We measured the charged-particle multiplicity distribution in hadronic ZO decays.

The average multiplicity and the second binomial moment were found to be < n >=

20.63 ~ 0.01 ~ 0.34 and R2 = 1.0429 A 0.0003 + 0.0034, which are in good agree-

ment with the data measured at the same center-of-mass energy X = 91 GeV. We

have studied the energy dependence of the average multiplicity, and noticed that

both leading-log and next-to-leading order perturbative QCD can describe the data.
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Figure 6.7: The corrected charged particle multiplicity distribution (both in linear and

logarithmic scale). The solid line represents the fitted negative binomial distribution.

The bottom figure shows the normalized residuals.
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The bottom figure shows the normalized residuals.
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However, we found that next-to-leading order perturbative QCD provides a better

description of the energy dependence of the moment Rz. The overall properties of

data can be reproduced reasonably well by the JETSET. The shape of the multiplic-

ity distribution was fitted to two phenomenological parameterizations, the negative

binomial distribution and the log-normal distribution. We found that the data are

well-described by the log-normal distribution, which is predicted by a model in which

the particles result from a scale-invariant stochastic branching process.
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—

n

2

4

6

8

10

12

14

16

18

20

22

24

26

28

30

32

34

36

38

40

42

44

46

48

50

52

54

p(n)

(0.00001 + 0.00001)”

(0.00031 t 0.00025)”

0.00263 t 0.00020 t 0.00097

0.00886 t 0.00046 t 0.00142

0.02466 A 0.00088 f 0.00356

0.05143 + 0.00135 + 0.00434

0.08207 t0.00177 tO.00484

0.11489*0.00221 *0.00518

0.13124*0.00241 *0.00324

0.13024 ● 0.00239 A 0.00238

0.11873 ~0.00225 tO.00258

0.09740 t0.00198 tO.00347

0.07616 ~0.00170 ~0.00301

0.0561540.00139 *0.00303

0.039093c 0.00111 ~0.00283

0.02659 t0.00089 ~0.00177

0.01622 t0.00064 ~0.00135

0.01005 * 0.00046 * 0.00110

0.00565 * 0.00029 * 0.00079

0.00369 + 0.00026 + 0.00044

0.00199+0.00018 *0.00032

0.00109+0.00009 +0.00019

0.00049+0.00005 +0.00009

0.00028 + 0.00005 i 0.00007

0.00010+0.00001 +0.00005

0.00005 + 0.00001 + 0.00003

0.00002+0.00000 +0.00002

Table 6.3: Corrected normalized charged particle multiplicity distribution. The first

error is the statistical, the second the systematic. The entries for 2 and 4 were taken

fromJETSET 6.3.
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Leading moments

<n> 20.63 ~ 0.01 t 0.34

D 6.29 * 0.01 * 0.16

< n > /D 3.32 * 0.01 t 0.06

Rz 1.0429 t 0.0003 t 0.0034

Table 6.4: Leading moments of the charged particle multiplicity distribution. The

first error is the statistical error, the second the systematic error on the result.

Contributions to the systematic uncertainty

Tracking inefficiency 0.060

Stat. fluctuation in M(n~, no) 0.011

Model dependence 0.001

Track and event selection 0.329

Correction dependence 0.020

Overall systematic uncertainty 0.340

Table 6.5: Contributions to the overall systematic error
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I Collaboration <n>

SLD 20.63 + 0.01 t 0.34

DELPHI 20.71 ~ 0.04+ 0.77

ALEPH 20.85 ~ 0.02 t 0.24

OPAL 21.40 ~ 0.02 ~ 0.43

L3 20.70 t 0.70

MARK II 20.10 + 1.00+ 0.90

Table 6.6: Average charged multiplicityy and comparison with other data measured --

at the same center-of-mass energy.

I Collaboration Rz I

SLD 1.042940.000340.0034

DELPHI 1.0435 + 0.0006 + 0.0059

ALEPH 1.0444 + 0.0006+ 0.0032

OPAL 1.0451 + 0.0003 + 0.0032

Table 6.7: The Second binomial moment Rz.



Chapter 7

Factorial and Cumulant Moments

7.1 Introduction

The problem of the proper description of multiplicity distributions in high energy

inelastic processes is up to now among the most important ones in Quantum Chro-

modynamics (QCD). QCD has been known to provide natural explanations of many

features of multiplicity distribution, such as KNO-scaling [64, 65]. However, the dis- -

tributions predicted by lowest order perturbation theory are much wider than those

observed experimentally [66]. Efforts have been devoted to include higher-order per-

turbative corrections [67, 68, 69], which improved the agreement with experiment by

reducing the width of the theoretical distribution.

One approach toward quantitative comparison of theory and experiment is pro-

vided by the study of the moments of the multiplicity distribution, and these moments

can be calculated by perturbative QCD [67]. It appears that the higher order mo-

ments reveal more detailed features of the multiplicity distribution and offer more

sensitive tests of QCD. The ratio of cumulant to factorial moments, Hq = Kq/Fq,

has recently been proposed [70] as a new measure of multiplicity distributions. In

this chapter we present a study of the ratio of cumulant to factorial moments of the

charged particle multiplicity distribution in hadronic events from ZO decays. In the

next section, the definition of moments will be introduced. The prediction of pertur-

bative QCD will be briefly described in section 3. The measurement of the ratio of

95
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cumulant to factorial moments, and the comparison with QCD will be presented in

section 4, followed by a conclusion in section 5.

7.2 Factorial and Cumulant Moments

The factorial moment of rank q, Fq, is defined as

~ ~ <Tt(n-l)...( q+l )>)> _ ~nn(?z– 1)...(q+q+ 1)P(7-L)
q .

<n>q (En nP(n))q
7 (7.1)

where P(n) is the multiplicity distribution, and < n > is the average multiplicity in

the event sample. The cumulant moments I{q are related to Fq by [72]

q–1

Fq = ~ C&Kq.nA. (7.2)
m,zl)—

Here Cfll = ~lf~~~~l)l are the binomial coefficients, and F. = F1 = Kl = 1. Eq. 7.2

allows one to solve for the lfq in an iterative way. Thus, Fq, Kq, and hence the ratio ‘~

Hq can be determined from the multiplicity distribution P(n).

Theoretically, these moments can be easily calculated if the generating function -

of the multiplicity distribution is known. The generating function G(z) is defined as

co

G(z) = ~ P(n)(l + Z)n, (7.3)
nno

consequently its inverse gives the multiplicity distribution

1 dnG(z)
P(n) = J dzn [z=-~. (7.4)

The factorial and cumulant moments are thus expressed in terms of G(z) by

F, =
1 dqG(z)

\z=o,
< n >q dzq

(7.5)

K-q =
1 dq in G(z)

dzq 1.=0.
<n>q

(7.6)

The recurrence relation between Fq and Iiq in Eq. 7.2 was indeed derived from Eq. 7.5

and Eq. 7.6 (see [72]).
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Some phenomenological models of particle production have been examined to

demonstrate the sensitivity of Hq [71, 72]. The simplest one is the Poisson distribution

P(n) = < ~,>”e-<”>, (7.7)

with its generating function given by

G(z) = e<n>z. (7.8)

From Eq. 7.5 and Eq. 7.6, one has *

F~ = 1, k-q = ifq~, (7.9)

and thus

{

1 forq=l
Hq = aq~= (7.10)— O forq+l

For the negative binomial distribution (see Eq. 6.11) its generating function is

G(z) ==(1 –
Z<n>).k

d 7 (7.11)

which gives rise to

H~ N q-~, (7.12) -

where k is the NBD parameter. As shown above, the phenomenological distributions

differ remarkably in their moment structures: for the PD, Hq is identically equal to

zero except at q = 1; for the NBD, Hq is always positive and falls as H~ w q–~.

7.3 Perturbative QCD Prediction

In perturbative QCD, the moments of the parton multiplicity distribution have been .
calculated [70, 71, 72, 73] up to next-to-next-to leading order within the framework of

gluodynamics [72, 74]. While the leading double logarithmic approximation (DLA)

predicts that the ratio of cumulant to factorial moments H~ monotonically decreases

to zero as the function of rank q

H~ - q-2, (7.13)
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including the higher order corrections introduces additional features. For instance,

next-to-leading correction (NLA) gives

H~ N hz-i + $[1 – 2~170q + hyo(l – h’yoq)]. (7.14)

For this case the ratio Hg falls rapidly at small q and reaches a minimum at the rank

1

‘*in= /L*~o
—+~+o(70)~5 (7.15)

with a very small value at the minimum

Hqrnin = (h2 – ~:)v; + ~(~:), (7.16)

and then increases approaching an asymptotic value lL27~. Here r: = 2NCCY~/7r, CX,

is the QCD coupling constant, NC(= 3) is the number of colors; and hl and h2 are

two constants introduced in the next-to-leading correction. It is clearly seen that

Eq. 7.14 follows the DLA prediction when hl and hz are set to be zero. Extending to

next-to-next-to-leading order corrections (NNLA), it is predicted that this minimum

is negative and is followed by quasi-oscillations about zero. These predictions are

illustrated in Fig. 7.1. The vertical scale and relative normalizations in the plot are

arbitrary. It should be noted that the current theoretical predictions have not taken

confinement into account; therefore, detailed quantitative comparisons wit h experi-

ment are unlikely to be successful [70]. Nevertheless, it is interesting to investigate if

the predicted features can be observed experimentally in final state particles.

7.4 Experimental Analysis

The corrected charged particle multiplicity distribution ~(n) as presented in the

previous chapter was employed to calculate the moments. The factorial moments Fq,

cumulant moments l{q, and their ratio Hg were calculated up to rank q = 17 according

to Eqs. 7.1 and 7.2, and listed in Table 7.1. H~ as a function of the moment rank q is

presented in Fig. 7.2. It can be seen that H~ falls rapidly at the lower ranks (see the

inset of the figure) and reaches a negative minimum at q N 5. For increasing q, Hg

exhibits a quasi-oscillatory bdhavior about zero. The statistical and systematic errors



CHAPTER 7. FACTORIAL AND CUMULANT MOMENTS 99

~
.—
c

s’
cd

w

g

m

-1!
0

12–95

N LA -------------. .---”-”

“i, ------
!*
f’: f\ “

\
1

I
\ I

</ \_/” I \ f
‘>lNNLAId’

Figure 7.1: Functional form of perturbative QCD predictions of the ratio H~ of cu-

mulant to factorial moments in the leading double-logarithm (solid line), next-to-

leading-logarithm (dotted line) and next-to-next-to-leading-logarithm (dashed line)

approximations. The vertical scale and relative normalizations are arbitrary.

are strongly correlated bet ween ranks, which will be discussed below. These observed

qualitative features are in good agreement with the predictions from higher-order

perturbative QCD as described in section 3, and are clearly inconsistent with the

leading double logarithmic approximation (DLA) which predicts H~ monotonically

decreasing to zero as H~ N q-2.

5
Moment Rank q 8058A1
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Table 7.1: Factorial moments ~g, cumulant moments 11~, and their ratio H~.

q F~ Kq H~

2 1.042857 4.2856593E-02 4.1095383E-O2

3 1.134744 6.1743488E-03 5.4411818E-03

4 1.288011 6.6368422E-04 5.1527849E-04

5 1.523203 -6.2110345E-O4 -4.0776140E-04

6 1.872444 -6.3634361E-04 -3.3984645E-04

7 2.384605 -3.3330912E-04 -1.3977542E-04

8 3.132839 2.5401587E-05 8.1081689E-O6

9 4.225152 3.8649960E-04 9.1475915E-05

10 5.818618 4.8659067E-04 8.3626503E-05

11 8.137637 7.8584257E-05 9.6568883E-06

12 11.49593 -7.6402142E-04 -6.6460183E-05

13 16.32076 -1.3480565E-03 -8.2597631E-05

14 23.17597 -4.0817657E-04 -1.7612059E-05

15 32.77740 2.9394717E-03 8.9679830E-05

16 45.99130 6.8938094E-03 1.4989378E-04

17 63.80269 3.9107543E-O3 6.1294500E-05

7.4.1 Statistical Effects

Statistical effects on the results were studied from a set of Monte Carlo samples of

the same statistical size as the data. For each Hq the standard deviation in these

samples was taken as the statistical error, and is listed in Table 7.2. In each case H~

exhibited the same behavior as those calculated from the data, although the value

of H5 and the apparent phase of the quasi-oscillation for q 28 were found to be

sensitiveto statistical fluctuations. We investigated the possibility that the observed

features might result from a statistical fluctuation by generating 10,000 multiplicity

distributions according to the Poisson andnegative-binomial distributions with the

same mean value as our corrected multiplicity distribution. Innocass did any sample
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Figure 7.2: Ratio of cumulant to factorial moments, Hg, as a function of the moment

rank q. The error bars are statistical and are strongly correlated between ranks.

exhibit either a minimum near q =5 or quasi-oscillations at higher q.
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Table 7.2: Hg and statistical uncertainties.

q

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

H,

4.11 OE-O2

5.441E-03

5.153E-04

-4.078E-04

-3.399E-04

-1.398E-04

8.108E-O6

9.148E-05

8.363E-05

9.657E-06

-6.646E-05

-8.260E-05

-1.761E-05

8.968E-05

1.499E-04

6.130E-05

Stat. Error

2.962E-04

1.393E-04

7.370E-05

3.983E-05

2.774E-05

1.972E-05

1.371E-05

1.184E-05

1.048E-05

7.706E-06

9.999E-06

9.389E-06

9.650E-06

1.585E-05

1.925E-05

2.617E-05
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7.4.2 Systematic Effects

The contributions to the experimental systematic uncertainties were examined exten-

sively. An important issue is the simulation of the track reconstruction efficiency of

the detector. The Hg were foundto be sensitiveto the global efficiency, which was

tuned in the simulation so that our average corrected multiplicity equaled the value

measured in hadronic 2° decays [78]. The Hg resulting from a variation in the global

efficiency of +1. 7’%0,corresponding to the error on the measured average multiplic-

ity, is shown in Fig. 7.3. There is an asymmetric effect on the value of H5 and on

the apparent phase of the quasi-oscillation. For each q the difference between the

Hg with increased and decreased efficiency was assigned as a symmetric systematic
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uncertainty.
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Figure 7.3: Examples of systematic effects on the H~. The data points show the

H~ derived using the standard correction. The dotted (dashed) line connects Hg

values derived with an increase (decrease) of 1.770 in the simulated track reconstruc-

tion efficiency. The solid line connects H~ values derived using the unparameterized

correction matrix.
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It is important to consider the dependence of the track reconstruction efficiency

on multiplicity. Our MC simulated efficiency is 91.570 for tracks crossing at least 40

of the 80 layers of the CDC, and is independent of n~ within +0.570. Such a simulated

efficiency is shown in Fig. 7.4. Varying the efficiency for n~>20 by AO.570 caused a

change of A470 in H5, and negligible changes for q > 5. This change was assigned as

a systematic uncertainty.

Variation of the form of the parameterization of the correction matrix Al was

found to affect mainly the amplitude of the quasi-oscillations for q 28. Application

of the unparameterized version of the matrix ill(n~, no) produced the largest such

effect, which is shown in Fig. 7.3. This change was conservatively assigned as a

symmetric systematic uncertainty in order to account for possible mismodeling of

the far-off-diagonal elements of the matrix. The effect on the Hg of variations of

the parameters of the three-Gaussian fits to Al within their errors increases with

increasing q, becoming the dominant uncertainty for q 216.

The effects on the H~ of wide variations in the criteria for track and event selection

were found to be small compared with those due to the above sources. The effect

of including values of the multiplicity distribution at n = 2 and n = 4, taken from

the JETSET model, in the calculation of the moments is also small. Varying the

estimated level of non-hadronic background, which appears predominantly in the

low-multiplicity bins, by +100% produces a negligible change in the H~.

The uncertainties from the above systematic sources were added in quadrature to

derive a systematic error on each H~, which is listed in Table 7.3.

In all of our studies there was a clear first minimum in H~ at q = 5 followed by

quasi-oscillations for q 28. The value of H5 has a total uncertainty of +13% that

is strongly correlated with similar errors on H6 and H7 and with an uncertainty in

the phase of the quasi-oscillation of +0.2 units of rank. There is an uncertainty on

the amplitude of the quasi-oscillation of +15% that is essentially independent of the

other errors. From these studies we conclude that the steep decrease in H~ for q <5,

the negative minimum at q = 5, and the quasi-oscillation about zero for q 28 are

well-established features of the data.
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Figure 7.4: The dependence of the track reconstruction

n,eCO~denotes the number of tracks reconstructed,

theCDC.
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on multiplicity.

ni.PUt the number of tracks entering
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Table 7.3: Hg and systematic uncertainties.

q H~ Syst. Error

2 4.11 OE-O2 1.113E-03

3 5.441E-03 5.614E-04

4 5.153E-04 9.346E-05

5 -4.078E-04 5.061E-05

6 -3.399E-04 3.870E-05

7 -1.398E-04 3.175E-05

8 8.108E-O6 9.736E-06

9 9.148E-05 1.563E-05

10 8.363E-05 1.863E-05

11 9.657E-06 8.988E-06

12 -6.646E-05 1.504E-05

13 -8.260E-05 2.125E-05

14 -1.761E-05 1.326E-05

15 8.968E-05 2.617E-05

16 1.499E-04 4.517E-05

17 6.130E-05 3.691E-05

7.4.3 Issue of Truncation

It was recently argued [79] that the truncation of the tail of the multiplicity dis-

tribution due to finite sample size could lead to quasi-oscillations in H~ which are

similar to those observed in the data. We investigated this by observing the effect on

H~ due to truncation of thetail of the best fitted NBDto our observed multiplicity

distribution. The best fitted NBDis shown in Fig. 6.7, with fitted free parameters,

k = 24.86 + 0.93, (n) = 20.64+ 0.10. We notice that certain distortions appear only

when the truncation happens at very low multiplicities. However, when the NBD was

truncated at multiplicity values equal to or larger than the actual truncation of the

experimental data, the observed distortions of H~ were found to be negligibly small.
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Figure 7.5: Comparison of the H~ measured in the data (dots) with the predictions

of truncated Poisson (dotted line joining the values at different q), negative binomial

(dashed line) and log-normal (dot-dashed line) distributions. The trucation is at the

actual measured maximum multiplicity.

Similar results were obtained with the best fitted PD replacing the NBD. Figure 7.5
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shows these results, in which both PD and NBD are inconsistent

108

with the experimen-

tal data. We did the same analysis by truncating the best fitted LND, and found

similar qualitative features to the data. However, the first minimum is smaller in

amplitude and is at q =6. The quasi-oscillation for q 28 is displaced by about one

unit from the data.

7.5 Conclusion

We have studied the ratio li~ of cumulant to factorial moments of the charged-particle

multiplicity distribution in hadronic ZO decays. The results for H~ are summarized

in Fig. 7.6. We find that H~, as a function of the moment rank q, decreases sharply

to a negative minimum at q N 5, followed by a sequence of quasi-oscillations. The

o~served qualitative features are in good agreement within statistical and system-

atic errors with the predictions from higher-order perturbative QCD calculations,

excluding the leading double-logarithm approximation. The phenomenological PD

and NBD distributions are clearly inconsistent with the data, while the log-normal

distribution predicts features similar to those of the data, but does not describe the

data in detail.



CHAPTER 7. FACTORIAL AND C’UMULANT MOMENTS 109

1

1

I

I

-

I

● SLD

-------- PD

-–– NBD

–-– LND

, ()-1

10-2
Hq

10-3

I

~\\.
~\\.

~, \.

‘\\ h
\\
\ .\.
\
\ \.
\
\ \
\
\
\
\ :’\:
\
\
\.

—

—

i

‘\
,()-41 I I

— 2 4
‘\ i, c1 . ●f-

●, /0— -, :/

\\\ / +
--” "";--"--""--"--""--:* -/w"--= --&-=-=- "ww7F -=----=-

1
//. . ,/ ● ‘o-. -”

‘\ y— —
‘\./’

4 8 12 16

11 –95
Moment Rank 8058A3

Figure 7.6: H~ as a function of the moment rank q. The shadowed bands indicate

the systematic errors.



Chapter 8

Intermittence

8.1 Introduction

An important experimental feature in multiparticle production in high energy colli-

sions is the presence of local density fluctuations [80, 81, 82, 83, 84], raising questions

about whether they are of dynamical or simply statistical origin. To answer the ques-

tions, Bialas and Peschanski [85, 86] proposed to study the scaled factorial moment

Fg as a function of phase space resolution 6y.

Given the particle distribution in the rapidity interval (phase space) from –Y/2 to

Y/2, the interval is divided into M equal bins of size dy = Y/Al. The scaled factorial

moment of rank q is then defined as [86]

j/,p-I M

F,(M) = <N>q<xnm(nm –l)”””(nm– q+ l)>, (8.1)
.m,Z1

with N = ~~=1 nm, and nm being the charged particle multiplicity in bin m. The

sum is over all bins, and angle brackets imply an average over events in the sample.

Note that only bins containing q or more particles contribute to F~(M). Thus, the

factorial moment of rank q for a resolution tiy acts as a filter for selecting events with

at least q particles in at least one bin. They are therefore highly sensitive to the events

with large local density fluctuations. A well-known property as shown in [85, 86], is

that

and

F~(M) is independent of Al (or tiy) if the production of particles is random

uncorrelated. Thus, the observation of such a dependence would indicate the

110



CHAPTER 8. INTERMITTENCE 111

presence of dynamical origin. Of particular interest is the case where the particles are

produced in the self similar cascade mechanism. In this case, a power law dependence

is expected [85, 86]

Fq M 6y-a’, ag > 0. (8.2)

This property is called ‘intermittence’ (for review, see [87, 88, 89]).

Evidence for intermittence has been collected in subsequent years in hadron-

hadron and nucleus-nucleus collisions [90, 91, 92, 93, 94, 95]. The interest in these

results is enhanced by the fact that the most common models are unable to reproduce

the effect, inspiring some speculations of possible new mechanisms, such as a phase

transition. In contrast, the data obtained in e+e- annihilation at LEP [96, 97, 98, 99]

are in agreement with the QCD-based P S model, implying that the cascading mech-

anism is a natural candidate, since hadronic reaction mechanisms, such as phase

t~ansitions, are unlikely in this case. Self similar cascade is indeed expected in the

e+e - -+ hadrons process, in which quark-gluon cascades appear quite naturally [102].

A number of effects, such as p~, charge, multiplicity and space dimension dependence

have been examined at LEP and other groups [98, 96, 100], adding further support to

the self similar cascade mechanism and yielding some insights into the contributions

to the growth of the factorial moment with increasing resolution. For a review, see

[101]. In this chapter, we present our study by probing samples with different event

shapes and various jet topologies. The results are compared with the Monte Carlo, a

version we used through the previous chapters, i.e, a QCD-based PS JETSET event

generator plus a detailed simulation of the SLD detector .

8.2 Analysis

Our analysis is performed in the rapidity phase space. Such a one dimensional study

is believed to be more meaningful in revealing dynamical effect [104]. The rapidity is

defined as
E + P[l

yn~ln

2 E–pll’
(8.3)



CHAPTER 8. INTERMITTENCE 112

with pll being the component of momentum along the event axis and the energy E

calculated assuming the pion mass for all charged particles. The sphericity axis is

chosen as the event axis in this analysis, and the sensitivity of the study to the choice of

axis will be examined in the following. Figure 8.1 shows the rapidity distribution. The

I“’’I’’’’’’’’’’’’’’ I’’’’I’’”i
0.3

0.2
<
\
c
-0
z\

0,1 –

0.0
-6

Figure 8.1: The rapidity

and comparison with the

v
$$

0 SLD

- MC

i

-4 -2 0 2 4 6

Y

distribution calculated with respect to the sphericity axis,

Monte Carlo shown in the solid histogram.

distribution is well reproduced by the Monte Carlo as shown in the solid histogram.

The average resolution in rapidity, Ay, on a single track was estimated by Monte

Carlo to be around 0.02. We consider the central rapidity region (Iy I < 2), where the

density of particles is approximately uniform.
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The scaled factorial moments of ranks from 2 to 5 at various resolutions were

calculated from the selected hadronic event sample, according to the definition in

Eq. 8.1. The dependence of the moments on the number M of the subdivisions of the

rapidity interval —2 < y <2 is shown in Fig. 8.2. It can be seen that the logarithms of

the moments grow as a function of the logarithms of the number M, and then flatten

offat M>10(6y~ 0.4). The moments can saturate when the detector resolution

limit is reached. This is not the case in our experiment since our detector resolution

in y is around 0.02, less than the minimum bin size we used. Such a flattening at

small resolutions was interpreted [104] as a running coupling effect. The Monte Carlo

101
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Figure 8.2: The dependence of the

number M of the subdivisions of

logarithmic scale. The solid

Monte Carlo.

shows very similar behavior

5 10 50 100
M

scaled factorial moments of rank 2,3,4,5 on the

the rapidity interval ( IyI < 2), plotted in bi-

curves represent the corresponding predictions from the

to the data, although some differences in amplitude can
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be seen. Our result is compatible with the LEP experiments [96, 97, 98, 99].

8.2.1 Statistical Effect

The possible statistical bias in the evaluation of the scaled factorial moment has been

examined with a set of the Monte Carlo samples, each with the same statistical size as

the data. The results from these samples, as shown in Fig. 8.3a, are very consistent,

indicating that the present statistics is adequate to make the bias negligible. The

same conclusion has been drawn from the study of the two MC samples, one with

5 times smaller size than data, one with twice larger (see Fig. 8.3 b). The standard

deviation in the samples (shown in Fig. 8.3a) was taken as the statistical error. The

scaled factorial moments and their corresponding statistical errors are presented in

Fig. 8.4 and tabulated in Table 8.1
.-

8.2.2 Systematic Effects

The sensitivity to the choice of event axis has been tested by comparing the results

calculated with respect to sphericity and thrust axis from the Monte Carlo sample.

The definition of sphericity and thrust axis will be described later. As shown in

Fig. 8.5, no discrepancy is observed. In our analysis, we choose the sphericity axis as

the event axis.

The effects on the factorial moments of wide variations in the criteria for track

and event selection were studied and found to be small. Figure 8.6 and Fig. 8.7

show two major effects: one from the variation of detector accept ante, one from pt

cuts. The standard cut for pt is greater than 0.15 GeV, while for detector acceptance

ICOS(@)l <0.8.

The effects from the tracking inefficiency have been checked with a set of data

samples, in each of which some percentage of tracks were randomly t brown in the full

rapidity phase space. The results are shown in Fig. 8.8. No apparent discrepancy has

been noticed.

The Monte Carlo used in this analysis is a QCD-based PS JETSET event gen-

erator plus a detailed simulation of the detector. We have compared the moments
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Figure 8.4: As in Fig.8.2, but with the statistical errors.

calculated at the generator level and the detector level, respectively. The result shows

little discrepancy, indicating that the contribution to the moments from the detector

simulation is small (see Fig. 8.9)

In the following two sections, we present our study by probing samples with dif-

ferent event shapes and various jet topologies.

8.2.3 Jet Topology Dependence

Jet Finding Algorithm

Jets are defined operationally by iterative clustering algorithms. One of algorithms

which we used here is called Durham [105]. For each hadronic event, the scaled

‘invariant mass’ y;j of every pair of particles is calculated, assuming particles to be



CHAPTER 8. INTERMITTENCE 117

.-

102

I Sphericity

I

Thrust

F5

F4

F3

F2

, I10-1
1 5 10 50 100

M

Figure 8.5: The factorial moments calculated with respect to sphericity and thrust -

axis from the Monte Carlo.

pions:
2 min(E~, 11~)(1 – c~~~;j)

yij =
E~i, > (8.4)

where Ei and Ej are the particle energies and O;j the opening angle between them. EUi~

is the total visible energy in the event. The pair with the smallest Yij is combined into

a cluster (or pseudo-particle). This process is iterated until all pan-s have Yij > y~t,

where yCU~is the cutoff value. At this point, each cluster that remains is

The number of found jets is clearly a function of yCU~.The jet rates as

y~titis shown in Fig. 8.10.

called a ‘jet).

a function of
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Figure 8.8: The effect from the tracking inefficiency. The inefficiency was estimated

on average to be about –370.

Figure 8.9:
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Comparison between the generator level and the detector level,

The selected hadronic events are classified by using the Durham algorithm for a

given yCU~into two groups: a sample of 2 jet events and a sample of 3 or more jet
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Figure 8.10: The jet rates as a function of y,.ti~obtained with the Durham jet finder.

The symbols represent data, solid curves represent the Monte Carlo.

events. The latter implicates that the events have one or more hard-gluon radiations.

Figure 8.11 shows the distributions of Fg(ltl) from both samples at y..t = 0.003,

where the fraction of 2 jet events is about 0.4. We found that Fg(Lf) grows faster

as a function of M and saturates later in the 3 or more jet sample than in the 2 jet
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Figure 8.11: Jet topology dependence.

sample. The same features czin be seen in the the Monte Carlo.
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Figure 8.12: Comparison of 2 jet event sample with 3 or more jet event sample at

!/cut= 0.002,0.003,0.005,0.01.

The comparison between two samples at a variety of yCU~are shown in Fig. 8.12.

As yCUtincreases, Fq(kf) in the 2 jet sample are found to become larger. This is

understandable since the sample has more hard-gluon jets contamination at higher

ycu~. It appears that the hard-gluon radiations contribute much to the rise of the

I’,(M). This is compatible with the results from a p, dependence study [98, 96].

To exclude the effects from the hard-gluon radiations and focus on the contribution

from PS cascading, we selected the 2 jet only event sample only and studied the

energy evolution of Fq(Al). Two samples were generated with JETSET at energy

W = 91 GeV and W = 150 GeV, and both were constrained to have 2 jet events

only. We found that F~(M) rise much faster at higher energy, where the parton

shower is better developed. The result is shown in Fig. 8.13. We therefore conclude

--
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Figure 8.13: Energy dependence of I’g(Ll) for2 jets event.

that both cascading and hard-gluon radiation contribute to the increasing of Fq(kf)

as a function of ill.

8.2.4 Event Shape Dependence

Definition of event shape

Hadronic event shape variables are tools to study both the amount of gluon radiation

and details of the jet structure [106]. Since the laboratory frame and the center

of mass system of the annihilation are usually identical, events from q~ final states

without hard gluon radiation results in two collimated, back-to-back jets of hadrons.

The emission of one hard gluon leads to planar 3-jet events, while the emission of two

or more energetic gluons can cause non-planar multi-jet event structures.

A typical event shape observable is sphericity, S, which is defined using three
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eigenvalues of the momentum tensor [106]:
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i,j=l,2,3,
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(8.5)

where pj is the i~~ component of the momentum vector p;, and the sum is made

over the part icles. Let Q1, Qz, and Qs be the eigenvalues of the sz~, satisfying the

conditions Q1 ~ Q2 ~ Q3 and ~i Qi = 1. The sphericity and aplanarity are then

given by

S = ~(Ql + Q2); A=:QI. (8.6)

An ideal two jet event has S = O and A = O, while spherical events are characterized

by S = 1. Deviations from a planar shape are indicated by A >0. Figure 8.14 shows

the distributions of sphericity and aplanarity.

Results

We first selected the highly planar events (O ~ A < 0.01), and then grouped them into

two samples: one with collimated shape (O ~ S < 0.05), which corresponds to the 2 ‘-

jet event; and one with spherical shape (0.05 < S < 1), which corresponds to the 3

jet event. We found that Fg(ll) in the later sample grows faster as function of M,

confirming the importance to the increasing of Fq(Al) from the hard-gluon radiation.

The result is shown in Fig. 8.15. This study compliments the previous analysis.

8.3 Conclusion

We have investigated the intermittent behavior of particle fluctuations in rapidity

phase space in hadronic ZO decays from e+e– annihilations with the method of scaled

factorial moment. We observed that the logarithms of the moments grow as a function

of the logarithms of the number M, and then flatten off at M > 10 (tiy N 0.4). Both

statistical and systematic effects were examined, and found to be small. Our results

are compatible with the LEP experiments. The dependencies on event shape and jet

topology have been studied, and we found that both parton cascade and hard-gluon

radiations contribute to the growth of the moments. The observed features appear to

be reproduced reasonably well by the QCD-based parton shower Monte Carlo model.
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Table 8.1: The scaled factorial moments
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Chapter 9

Summary

Quantum Chromodynamics (QCD), commonly accepted as the fundamental theory of

the strong force, has successfully predicted and described many aspects of strong in-

teraction phenomena. However, the experimental tests of QCD are much less precise

than tests of Quantum Electrodynamics (QED), the accepted theory of electromag- ..

netic interactions, mainly because perturbative calculations are difficult due to the

large number of diagrams involved, and the mechanism of hadronization remains un- .

solved. It is therefore important to push the accuracy of QCD tests as far as possible,

and to expand the tests to many aspects and processes.

The production of hadrons in e+e- annihilation, particularly at the ZO resonance,

has proved to be ideal for clean tests of QCD due to the completely known initial

state, large cross section and negligible background. The hadrons produced in such

process form jets (tight bundles of hadrons), which preserve the energy and direction

of the primary partons. Thus, the study of the final state particles can lead to insights

of the dynamics of parton production, which is described by QCD. The SLAC Linear

Collider (SLC) produces e+e- annihilation events at the ZO resonance which are

recorded by the SLC Large Detector (SLD). A large number of analyses have been

performed in the SLD experiment, based on the hadronic events collected in the years

1992-1995 . In this dissertation, we presented experimental studies on the following

three

ratio

aspects of the final state particles: charged particle multiplicity distribution,

Hq of cumulant to factorial moments, and charged particle fluctuations in the

128
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rapidity phase space:

● Charged particle multiplicity distribution

one particularly simple and fundamental observable which contains information

about the dynamics of the hadronic production is the charged-particle multi-

plicity distribution, it has been studied extensively both experimentally and

theoretically. The Poisson distribution (PD) has been found to deviate consid-

erably from data, implying that the particles are not produced randomly and

independently. Perturbative QCD can be applied to calculate the multiplicity

distribution only at parton level due to the uncertain hadronization mechanism.

We therefore first measured the charged-particle multiplicity distribution. The

distribution was corrected for effects introduced by the detector, such as ge-

ometrical acceptance, tracking inefficiency, and additional tracks from photon

conversions and part icle interactions in the detector materials, as well as for

initial-state photon radiation and the effect of the hadronic event selection. The

shape of the measured multiplicity distribution was fit to two phenomenolog-

ical parameterizations, the negative binomial distribution (NBD)and the log-

normal distribution (LND). We found that the data is well-described by the

log-normal distribution. The log-normal distribution is predicted by a recent

model in which the particles result from a scale-invariant stochastic branching

process. This appears to give a natural connection to state-of-the art models

for multiparticle production involving QCD parton cascade and hadronization.

The average multiplicity and the second binomial moment were found to be

< n >= 20.63 + 0.01 + 0.34 and R2 = 1.0429 + 0.0003 + 0.0034, which are in

good agreement with the data measured at the same energy V = 91 GeV at

the LEP experiments. We have studied the energy dependence of the average

multiplicity, and noticed that both leading-log and next-to-leading order per-

turbative QCD can describe the data. However, we found that next-to-leading

order perturbative QCD clearly provides a better description of the data when

a higher rank moment, the second binomial moment R2 is studied. Apparently,

a more sensitive quantity is needed in order to test the predictions of QCD in

varieties of approximation.
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The ratio Hg of cumulant to factorial moments of the charged-particle multiplic-

ity distribution was proposed recently and is believed to offer a more sensitive

test of QCD. We performed the first experimental analysis of this quantity. We

found that H~, as a function of the moment rank q, decreases sharply to a neg-

ative minimum at q ~ 5, followed by a sequence of quasi-oscillations. Various

systematic uncertainties including global tracking efficiency, the tracking effi-

ciency dependence on multiplicity and background were examined extensively.

The observed qualitative features are found to be in good agreement within

statistical and systematic errors with the predictions from higher-order pertur-

bative QCD calculations, thus excluding the leading double-logarithm approxi-

mation which predicts H~ monotonically decreasing to zero as H~ w q–2. Both

phenomenological PD and NBD distributions were found to be clearly inconsis-

tent with the data, while the log-normal distribution predicts features similar

to those of the data. This perhaps indicates that an iterative scale-invariant

production is a more realistic mechanism.

● Intermittence

We also performed an analysis of the intermittent behavior of charged parti-

cle fluctuations in rapidity phase space using the method of scaled factorial

moments. A power law dependence of the scaled factorial moments on the

resolution (or the number A4 of the subdivisions) of rapidity phase space is

expected theoretically if the particles are produced in a scale-invariant cascade

mechanism. We observed that the logarithms of the moments grow as a func-

tion of the logarithm of the number Al of the subdivisions of the rapidity in

the interval –2 < y <2, and then flatten off at Al > 10 (tiy w 0.4). Such a

flattening at small resolutions was interpreted as a running of the QCD coupling

constant as with Q2, as expected in the theory. Both statistical and systematic

effects were examined, and found to be small. Our results are compatible with

the LEP experiments. We studied the dependencies of the intermittent behav-

ior on event-shape and jet-topology, and found that both parton cascade and
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hard-gluon radiation contribute to the growth of the moments.

The overall features of the data appear to be reproduced reasonably well by the

QCD-based parton shower Monte Carlo model and qualitatively well described by

higher order perturbative QCD calculations. The phenomenological LND distribution

fits the data closely, perhaps indicating that an iterative scale-invariant branching is

a more realistic mechanism of particle production. SLC performance continued to

improve during the run, routinely achieving ZO production rates of about 40 per

hour. With an increase of statistics, we should be able to study sensitive quantities

such as the ratio of cumulant to factorial moment on identified quark and gluon jets,

making new tests of QCD. A more quantitative comparison will be expected if the

hadronization is taken into account in the future.

. QCD is capable of making quantitative predictions of parton-level processes which

can be calculated using perturbative theory. Much experimental effort has been

directed at such tests. However, this such quantitative tests represent only a small

fraction of the observable strong-interaction phenomena. It is widely assumed that

QCD is ultimately responsible for all such phenomena, although it may be manifested

in complex and subtle ways.

In this dissertation, we have attempted to extend the range of phenomena which

can be compared with QCD. We have shown that these observable are certainly not

inconsistent with QCD and have attempted to test distinctive qualitative predictions

of QCD. Such is the case for the analysis of the H~ moments in particular.

Indeed, we find that QCD calculable processes at the parton level give rise to

subtle effects in our particle production analyses which are observed in the data.

These new results help to bolster

ultimately responsible for the rest

our confidence in the notion that QCD

range of strong-interaction phenomena.

is in fact
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