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Abstract

We measure the � lepton lifetime with �+�� pairs in which one or both of

the � 's decays to three charged particles. The data were collected with the

CLEO II detector operating at the electron-positron collider CESR at energies

on and near the �(4S). We use displacements of the three-track vertices to

determine the � lifetime. The result is �� = 289:0� 2:8� 4:0 fs.

�Permanent address: BINP, RU-630090 Novosibirsk, Russia
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I. INTRODUCTION

The decay of the � lepton provides a useful testing ground for the Standard Model of
electroweak interactions [1]. Within the framework of this model the � is a sequential lepton,
and therefore its properties such as mass, lifetime, and leptonic decay rate are related to
each other. In particular, its coupling to the W is the same as that of the �, and its lifetime
is related to the muon lifetime:

�� = ��(m�=m�)
5B(�� ! e��� ��e)(1 � �r): (1)

The calculated � lifetime �� depends directly on experimental measurements of the muon
mass m� and lifetime ��, and of the � mass m� and electronic branching fraction B(�� !
e��� ��e). The term �r represents the radiative correction along with the contribution of the
electron mass to the phase space factors; it has the calculated value 0.0004 [2]. Using the
world average values for the measured quantities [3,4] we �nd the predicted lifetime to be:

�� = (1:632 � 0:0012) � 10�12B(�� ! e��� ��e) = 294 � 3 fs (294 � 10�15s): (2)

In this paper we present a new measurement of the � lifetime based on a high statistics
sample of tau pairs produced in e+e� annihilations. We reconstruct vertices from decays
with three charged tracks to measure the decay point, in events with the other tau decaying
into either one (1 vs 3) or three charged tracks (3 vs 3). With the 3 vs 3 sample we use
both decay vertices without reference to the production point, which is uncertain because
of the beam size. This is the �rst high statistics measurement by this technique, which will
be extendible to future experiments having precision vertex detection and high event rates.

II. INSTRUMENTATION

The data were accumulated at the Cornell Electron-positron Storage Ring (CESR). The
sample corresponds to a total integrated luminosity of 3 fb�1 (3.6 fb�1) used for the 1 vs 3
(3 vs 3) analysis, with approximately two thirds of the data collected at the �(4S) (center-
of-mass energy Ecm = 10:58 GeV), and the rest at energies near the resonance. These
luminosities correspond to the production of 2:7� 106 (3:4� 106) � -pairs, of which 25% are
of the 1 vs 3 and 1% of the 3 vs 3 topologies [3]. We include events with additional neutral
pions in the 1 vs 3 subsample, but not in the 3 vs 3 subsample.

The CLEO II detector [5] emphasizes precision charged particle tracking and high resolu-
tion electromagnetic calorimetry. The detector elements surround a 3.5 cm radius beryllium
beam pipe which presents 0.44% of a radiation length of material at normal incidence.
Charged particle tracking is accomplished with the use of information from three concentric
wire drift chambers: a 6 layer straw tube chamber (PT), with innermost layer located 4.7
cm from the interaction point, a 10 layer vertex drift chamber (VD), and a large volume
drift chamber (DR) of 51 layers (40 axial and 11 stereo). The z position (coordinate along
the beam axis) is determined from the DR stereo layers and from cathode strips located on
the inner and outer walls of both the VD and DR. For charged particle momentum analysis
a superconducting coil supplies a 1.5 Tesla magnetic �eld throughout the tracking volume.
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Surrounding the tracking system inside the solenoid is an electromagnetic calorimeter con-
taining 7800 CsI(Tl) crystals. The calorimeter provides high quality photon detection, �0

reconstruction, and electron identi�cation.

III. EVENT SELECTION

We select 1 vs 3 tau pairs [6] by accepting events which have 4 charged tracks, with
a net charge of zero. To ensure that the event is well measured, we demand that each
track's point of closest approach to the beam axis have perpendicular distance (DCA) less
than 1 cm and z-displacement from the interaction point less than 10 cm. We de�ne two
hemispheres separated by the plane perpendicular to the highest momentum charged track.
One hemisphere must have one charged track, and the other must have 3 charged tracks.
QED backgrounds such as radiative Bhabha and two-photon interactions are suppressed by
requiring that the total energy of the event be greater than 0:30Ecm, the total shower energy
be less than 0:75Ecm, and at most one track be identi�ed as an electron. The invariant mass
of charged and neutral particles within each hemispheremust be less than 1.6 GeV (assuming
all charged tracks are pions), and the missing mass of the event must be between 0.5 and
7.0 GeV; these cuts reduce q�q and two-photon backgrounds. The total momentum vector
of the particles in each hemisphere is required to point to the barrel region of the detector,
j cos �j < 0:80, where the polar angle � is de�ned with respect to the beam direction. With
Monte Carlo events [7] we determine the selection e�ciency to be 10.2%.

The selection of double 3-prong events is discussed in detail in Ref. [8]. We require six
charged tracks, three in each hemisphere bounded by the plane perpendicular to the charged-
particle thrust axis. The net charge in each hemisphere is required to be � 1 and the total
charge of the event must be zero. Each track must have j cos �j < 0:81, and momentum p
greater than 0.05Eb, where Eb =

1

2
Ecm is the beam energy. To eliminate secondary decays

such as KS ! �+��, we veto events if there are any tracks with DCA greater than 1.5 cm.
We reject events if an identi�ed electron, when paired with another track, is consistent with
arising from a photon conversion. We suppress q�q background and feed-across from other
� decay modes by vetoing events with calorimeter showers which have energy greater than
100 MeV, are more than 30 cm from the nearest hadronic charged track, and have a lateral
pro�le consistent with that of photons. Events containing showers with energy greater than
800 MeV are rejected regardless of the shower location and shape. Background from q�q
events is reduced further by requiring both 3� invariant masses to be less than 1.5 GeV. To
reject two-photon background, we require that the polar angle of the missing momentum
satisfy j cos �missj < 0:98 and that the scalar sum of the momenta of the six tracks be at least
0.45Ecm.

An event of either topology must satisfy further requirements to ensure track quality.
Two of the three tracks comprising a vertex must have 0:3 < p < 4:0 GeV/c, at least 39
drift chamber layers contributing to the track �t, DCA less than 5 mm, and average track
residual less than 300 �m. For each 3-prong cluster in the 1 vs 3 (3 vs 3) events, all three
(two of three) tracks must have at least 2 PT hits, 4 VD hits, and 10 DR hits. Events are
rejected if the 3-prong vertex reconstruction code cannot �t the tracks to a common vertex,
or if the �t �2 exceeds 24 (for 1 degree of freedom). Finally, all remaining events must have
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a measured value for c� between -4110 and 4290 �m and a measured c� uncertainty of less
than 400 �m. The �nal data sample contains 55320 1 vs 3 and 2159 3 vs 3 events.

IV. BACKGROUND ESTIMATES

We model the remaining hadronic background in the sample by Monte Carlo generated
q�q [9] and B �B [10] events processed through a simulation of the detector [11].

We estimate the amount of q�q background in the 1 vs 3 sample, using both data and
simulations, to be 1.3�0:3%. We calculate the two-photon background to be less than 0.5%.
By varying the selection criteria and studying the data and Monte Carlo we estimate the
remaining background levels from Bhabha and �-pair events with a photon conversion in
the beam pipe to be less than 0.2%. We have also investigated possible contamination from
beam gas interactions and �(4S)! B �B decays and found the contributions of these sources
to be negligible (0.02�0:1% and 0.15�0:15% respectively).

For the 3 vs 3 analysis, where q�q background is more signi�cant, we scale the Monte
Carlo estimate by 1:2 � 0:2 to agree with data in regions where q�q background dominates.
We estimate the two-photon contribution from distributions sensitive to this background,
and �(4S) background from Monte Carlo. The resulting estimates are 5:5�1:3% q�q, <0.1%
B �B and < 0:2% two-photon events.

V. LIFETIME DETERMINATION

The tau proper ight distance, c� , is calculated from:

c� =
L

�
=

m�

p�

Lxy

sin�
(3)

where L is the decay length, and ; �, and the magnitude of the � 's momentum p� are
calculated from the beam energy. Initial state radiation reduces the � energy somewhat;
from the simulation we �nd the correction to the average decay distance to be 3.1% from
this e�ect for our sample. Lxy = L sin � is the component of the ight path in the precision
measurement projection, transverse to the z axis. We determine the � polar angle � from
the combined vector momentum of the three charged tracks.

A. Vertex reconstruction

For each � we determine the most probable projected decay length Lxy from the equation

Lxy =
Xtx�

2
y + Y ty�

2
x � (Xty + Y tx)�xy

t2y�
2
x + t2x�

2
y � 2txty�xy

; (4)

withX = Xv�Xb, Y = Yv�Yb for the 1 vs 3 events, and X = 1

2
(Xv2�Xv1), Y = 1

2
(Yv2�Yv1)

for the 3 vs 3 events. In these equations, (Xv; Yv) are the transverse decay coordinates of
the � decay point and (Xb; Yb) are the corresponding coordinates of its production point.
The determination of these quantities is discussed below. In Eq. 4, �2x, �

2
y , and �xy are
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elements of the error matrix for (X;Y ). Finally, tx and ty are direction cosines of the three-
prong momentum vector (of the momentum-di�erence vector for 3 vs 3 events). This vector
is our approximation to the ight direction of the � 's. From the Monte Carlo calculation
we �nd that the distribution of angles between the true and approximated tau directions
caused by omission of the undetected neutrino has a mean of zero and an rms deviation
of 5�. Negative decay distances arise when the reconstructed vertex lies in the hemisphere
opposite that of the 3-prong momentum vector. We determine (Xv; Yv) for each vertex with
a �2 minimization algorithm [12,13] which constrains the three charged tracks to come from
a common point.

B. Beam positions

Beam positions (Xb; Yb), required for the 1 vs 3 measurement, are determined with
hadronic events for each data run. For this purpose we select events that have more than
four charged tracks to exclude most � pairs. The resulting sample for a typical run contains
about 350 events. Track quality cuts eliminate poorly �t and low momentum tracks which
might have large multiple scattering e�ects. We �t tracks to a common vertex with the
same algorithm as that used for �nding the � decay point, iterating with exclusion of any
outlying tracks. We determine an average position and rms deviation for each data run. The
uncertainties in the average values of (Xb; Yb) are typically 35 �m and 15 �m, respectively.
The full error on the production point also includes a contribution from the �nite extent of
the beams (350 �m in x and 10 �m in y).
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FIG. 1. Decay length distribution for Monte Carlo and Data for 1 vs 3 events. The dashed

histogram is for the control sample, discussed in the text, of two-photon events with four charged

tracks in the �nal state.
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FIG. 2. Decay length distribution for Monte Carlo and Data for 3 vs 3 events. Data are

indicated by points with error bars, simulation (signal plus background) by the solid histogram,

and q�q background simulation by the dashed histogram.

C. Lifetime calculation

Distributions of the measured c� calculated according to Eq. 3 for 1 vs 3 and 3 vs 3
events are shown in Figs. 1 and 2, respectively. Also displayed are Monte Carlo calculations
(including contributions from the backgrounds), showing good agreement with the shape of
the data distributions. We determine the lifetime from weighted averages c�meas of these
distributions, obtaining the weight of each event from the vertex �t error matrix. We prefer
this averaging procedure to a �tting technique (e.g. maximum likelihood) because it is less
sensitive to modeling of the resolution. The mean value of the distribution is independent
of the scale of the decay length errors. We describe our tests for bias in Sect. VI below.

The mean � lifetime, �� , and the mean lifetime of the event sample, �meas, are related
by:

�meas = (1 � fbg)scorr�� + fbg�bg; (5)

where fbg is the fraction of non-� events in the sample and �bg is their mean lifetime. The
correction factor scorr reects the e�ects of initial-state radiation, the imperfectly known �
ight direction, and any vertex reconstruction bias (see below). E�ectively scorr is calculated
as the ratio of reconstructed to generated lifetime from the Monte Carlo, and assumes the
value 0:977 � 0:003 (1:005 � 0:017) for the 1 vs 3 (3 vs 3) measurement.

We compute the lifetime of the background sample from a Monte Carlo simulation,
con�rmed with data. For the hadronic background in the 1 vs 3 (3 vs 3) sample we �nd
c�bg = 12 � 8 �m (1:7 � 7:2 �m).

We measure c�meas to be 83.02�0.85 �m for the 1 vs 3 sample and 87:8� 3:1 �m for the
3 vs 3 sample. After correcting for backgrounds, initial state radiation, and bias (Eq. 5), we
�nd c�� to be 86:22�0:88 �m for the 1 vs 3 sample and 92:5�3:2 �m for the 3 vs 3 sample.
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VI. CONSISTENCY CHECKS AND SYSTEMATIC ERRORS

To check for internal consistency we have examined the sensitivity of our results to:
separation of the data into sets for di�erent run periods, delimited for example by a change
of the gas mixture (argon/ethane to DME) in the PT; number of PT hits included on the
tracks; vertex �t �2/DoF; and for the 1 vs 3 sample, sign of charge of the contributing �
and the decay mode of the tag � . No signi�cant variations were observed, indicating no bias
within 0:5 �m.

We used Monte Carlo calculations to perform detailed checks for bias, varying inputs
such as �� , detector resolution, simulation of particle interactions in the detector, and the
vertex �tting algorithm. We estimate biases from the vertex determination (included in
scorr, Eq. 5) of +0:5� 0:4 �m for both the 1 vs 3 and 3 vs 3 sample.

As a further check for bias, we performed a test with a large sample of two-photon
events with four charged tracks, reconstructed as for 1 vs 3 tau pairs. The decay length
distribution for these events is included in Fig. 1. For this reaction we expect a mean decay
length of zero. After correcting for contamination of this sample we measure an average
decay length of �2:2 � 1:5 �m, con�rming that we have no large bias. We conservatively
assign a systematic error of 1.1 �m to account for e�ects due to tracking and vertexing, and
0:3 �m for the method of extracting the mean decay length for the 1 vs 3 analysis.

We have studied the sensitivity of the 1 vs 3 lifetime measurement to the beam position
and size by independently shifting the assumed values of both in data and Monte Carlo
samples. Variation of the beam position or size by 100 �m does not shift the central lifetime
value; we assign 0.2 �m as the beam related systematic error.

For the 3 vs 3 analysis, vertex measurement systematic error estimates include the �nite
statistics of the � Monte Carlo sample (1:5 �m), biases in the vertex reconstruction algorithm
(0:6 �m), the track reconstruction (0:3 �m), and the technique for extraction of the lifetime
from the distribution (1:5 �m). The last was estimated by comparing the weighted mean c�
with an unweighted trimmed mean for a range of trim fractions. The combined systematic
error from these sources is 2.2 �m.

The systematic error due to the uncertainty in the background fraction is calculated to
be 0.3 (1.3) �m for the 1 vs 3 (3 vs 3) analysis, taking into account uncertainties in the
modeling of the background composition and the sensitivity of the background fraction to
the event selection criteria. This error also accounts for the change in fbg when we use two
independent methods to estimate it. Finally, the systematic error due to the uncertainty
in the lifetime of the background is calculated to be 0.1 (0.8) �m for the 1 vs 3 (3 vs 3)
analysis.

Systematic errors for the two measurements are summarized in Table I. The total sys-
tematic error for each analysis is obtained by combining the contributions in quadrature.
Thus for the 1 vs 3 sample we measure c�� = 86:2�0:9�1:2 �m, with the �rst error statistical
and the second systematic. For the 3 vs 3 sample we measure c�� = 92:5 � 3:2� 2:7 �m.
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TABLE I. Systematic errors on c� for both analyses in �m.

Source 1 vs 3 3 vs 3

Tracking and Vertexing 1.1 1.6
Lifetime Extraction from Distribution 0.3 1.5
Beam Position + Size 0.2 0.0
Background Fraction 0.3 1.3
Background Lifetime 0.1 0.8

Total 1.20 2.7

VII. CONCLUSIONS

Using a large sample of 1 vs 3 � events we measure �� = 287:6 � 2:9 � 4:0 fs. With an
independent sample of 3 vs 3 � events we �nd �� = 309 � 11 � 9 fs. Taking account of the
common systematic error of 3.3 fs, associated mainly with the track reconstruction, we �nd
the combined result from both samples

�� = 289:0 � 2:8� 4:0 fs:

This is consistent with other measurements of �� , such as recently published results from Z0

decay �� = 297�9�5 fs [14], 291:4�3:0 fs [15], 289:2�1:7�1:2 fs [16], and 293:7�2:7�1:6
fs [17]. Our result also agrees with the Standard Model prediction given in Eq. 2.
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