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ABSTRACT

We present preliminary results of a measurement of the double-inclusive bb̄ quark frag-
mentation function in Z0 decays using a novel kinematic B hadron energy reconstruction
technique. The measurement is performed using 350,000 hadronic Z0 events recorded
in the SLD experiment at SLAC between 1996 and 1998. The small and stable SLC
beam spot and the CCD-based vertex detector are used to reconstruct topological B-
decay vertices with high efficiency and purity, and to provide precise measurements of
the kinematic quantities used in this technique. We measure the B energy with good
efficiency and resolution over the full kinematic range. We present a preliminary mea-
surement of the angle dependent correlations between the B and B̄ hadron energies in
Z0 → bb̄ events, and compare with the leading order QCD predictions.
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1. Introduction

The production of heavy hadrons (H) in e+e− annihilation provides a laboratory for
the study of heavy-quark (Q) jet fragmentation. This is commonly characterized in
terms of the observable xH ≡ 2EH/

√
s, where EH is the energy of a B or D hadron

containing a b or c quark, respectively, and
√
s is the c.m. energy. In recent publications

we presented [1] the results of a new method for reconstructing B hadron decays, and
the B energy, inclusively, using only charged tracks, in the SLD experiment at SLAC.
We use the upgraded CCD vertex detector, installed in 1996, to reconstruct B-decay
vertices with high efficiency and purity. Combined with the micron-size SLC interaction
point (IP), precise vertexing allows us to reconstruct accurately the B flight direction
and hence the transverse momentum of tracks associated with the vertex with respect
to this direction. Using the transverse momentum and the total invariant mass of the
associated tracks, an upper limit on the mass of the missing particles is found for each
reconstructed B-decay vertex, and is used to solve for the longitudinal momentum of
the missing particles, and hence for the energy of the B hadron. In order to improve
the B sample purity and the reconstructed B hadron energy resolution, B vertices with
low missing mass are selected. Our previous studies obtained the world’s most precise
measurement of the b-quark fragmentation function, and excluded many models not
consistent with data. Additionally, the measurement reduces the systematic errors in
many areas of B physics at the Z0 and will improve studies at the Tevatron and B
factories.
Existing calculations and models of b fragmentation are almost always dominated by

perturbative gluon radiation from the bb̄ system well before the formation of B hadrons.
Hard gluon radiation affects both the B and B̄ energies, and the effect may be studied in
detail using the double inclusive B energy distribution. Obtaining the correlation allows
us to test the ansatz of factorization in QCD [2], and will be important in systematic
errors on precision Electroweak measurements at the Z0 as well as for the Tevatron and
B factories. Until recently, however, there has not been a technique available to reliably
measure the distribution with sufficient statistics.
Here we report the study of events in which we reconstructed the energies of both

leading B hadrons produced via e+e− → bb̄ → BB + X. As proposed in [2], we have
compared the moments of the single inclusive B hadron distribution dN/dxB:

Di ≡
∫
xi

BdN/dxB dxB (1)

with the angle dependent moments of the double inclusive scaled-energy distribution
d2N/dxB1dxB2:

Dij(φ) ≡
∫ ∫

xi
B1x

j
B2d

2N(φ)/(dxB1dxB2) dxB1dxB2, (2)

where xB1 and xB2 are the scaled energies of the two arbitrarily labeled B hadrons, φ is
the angle between the two hadrons, and i,j=1,2,3 and tested the ansatz of factorization
as applied to perturbative QCD calculations of e+e− → bb̄ (g) events.
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2. Apparatus and Hadronic Event Selection

This analysis is based on roughly 350,000 hadronic events produced in e+e− annihilations
at a mean center-of-mass energy of

√
s = 91.28 GeV at the SLAC Linear Collider (SLC),

and recorded in the SLC Large Detector (SLD) in 1997 and 1998. A general description of
the SLD can be found elsewhere [3]. The trigger and initial selection criteria for hadronic
Z0 decays are described in Ref. [4]. This analysis used charged tracks measured in the
Central Drift Chamber (CDC) [5] and in the upgraded Vertex Detector (VXD3) [6].
Momentum measurement is provided by a uniform axial magnetic field of 0.6T. The
CDC and VXD3 give a momentum resolution of σp⊥/p⊥ = 0.01⊕ 0.0026p⊥, where p⊥ is
the track momentum transverse to the beam axis in GeV/c. In the plane normal to the
beamline the centroid of the micron-sized SLC IP is reconstructed from tracks in sets of
approximately thirty sequential hadronic Z0 decays to a precision of σrφ � 4 µm. The
IP position along the beam axis is determined event by event using charged tracks with
a resolution of σz � 20 µm. Including the uncertainty on the IP position, the resolution
on the charged-track impact parameter (d) projected in the plane perpendicular to the
beamline is σrφ

d = 8⊕33/(p sin3/2 θ) µm, and the resolution in the plane containing the
beam axis is σz

d = 10⊕33/(p sin3/2 θ) µm, where θ is the track polar angle with respect
to the beamline. The event thrust axis [7] is calculated using energy clusters measured
in the Liquid Argon Calorimeter [8].
A set of cuts is applied to the data to select well-measured tracks and events well

contained within the detector acceptance. Charged tracks are required to have a distance
of closest approach transverse to the beam axis within 5 cm, and within 10 cm along
the axis from the measured IP, as well as | cos θ| < 0.80, and p⊥ > 0.15 GeV/c. Events
are required to have a minimum of seven such tracks, a thrust axis polar angle w.r.t.
the beamline, θT , within | cos θT | < 0.71, and a charged visible energy Evis of at least
20 GeV, which is calculated from the selected tracks assigned the charged pion mass.
The efficiency for selecting a well-contained Z0 → qq̄(g) event is estimated to be above
96% independent of quark flavor. The selected sample comprised 218,953 events, with
an estimated 0.10± 0.05% background contribution dominated by Z0 → τ+τ− events.
For the purpose of estimating the efficiency and purity of the selection procedures we

made use of a detailed Monte Carlo (MC) simulation of the detector. The JETSET 7.4 [9]
event generator is used, with parameter values tuned to hadronic e+e− annihilation
data [10], combined with a simulation of B hadron decays tuned [11] to Υ(4S) data
and a simulation of the SLD based on GEANT 3.21 [12]. Inclusive distributions of
single-particle and event-topology observables in hadronic events are found to be well
described by the simulation [4]. Uncertainties in the simulation are taken into account
in the systematic errors (Section 5).
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3. B Hadron Selection and Energy Measurement

The event sample for this analysis is selected using a topological vertexing technique
based on the detection and measurement of charged tracks, which is described in detail
in Ref. [13]. We considered events in which we found secondary vertices corresponding
to both the leading B and B̄ hadrons. The Durham algorithm was first applied to the
selected hadronic events, with a yc parameter value of 0.015, in order to define a jet
structure in each event. We use the Durham algorithm because it minimizes the number
of B and D decay tracks assigned to the wrong jet, with respect to other jet finders.
This is an important feature for our analysis because we only use event variables derived
from reconstructed tracks. The topological vertexing algorithm is applied to the set of
‘quality’ tracks in each jet having (i) at least 23 hits in the CDC and 2 hits in VXD3;
(ii) a combined CDC and VXD3 track fit quality of χ2/Ndof <8; (iii) a momentum in
the range 0.25< p <55 GeV/c, (iv) an impact parameter of less than 0.3 cm in the rφ
plane, and less than 1.5 cm along the z axis; (v) a transverse impact parameter error no
larger than 250 µm. Vertices consistent with photon conversions or K0 and Λ0 decays
are discarded. Events were retained in which a secondary vertex was found in exactly
two of the reconstructed jets.
The large masses of the B hadrons relative to light-flavor hadrons make it possible to

distinguish B hadron decay vertices from those vertices found in events of light flavors
using the vertex invariant mass, M . However, due to the missing particles, which are
mainly neutrals, M cannot be fully determined. M can be written as

M =
√
M2

ch + P
2
t + P

2
chl +

√
M2

0 + P
2
t + P

2
0l (3)

where Mch and M0 are the total invariant masses of the set of vertex-associated tracks
and the set of missing particles, respectively. Pt is the total charged track momentum
transverse to the B flight direction, which is identical to the transverse momentum of
the set of missing particles by momentum conservation. Pchl and P0l are the respective
momenta along the B flight direction. In the B rest frame, Pchl = P0l. Using the set of
vertex-associated charged tracks, we calculate the total momentum vector "Pch and its
component transverse to the flight direction Pt, and the total energy Ech and invariant
mass Mch, assuming the charged pion mass for each track. The lower bound for the
mass of the decaying hadron, the ‘Pt-corrected vertex mass’,

MPt =
√
M2

ch + P
2
t + |Pt| (4)

is used as the variable for selecting B hadrons. The majority of non-B vertices haveMPt

less than 2.0 GeV/c2. However, occasionally the measured Pt may fluctuate to a much
larger value than the true Pt, causing some charm vertices to have a MPt larger than 2.0
GeV/c2. To reduce this contamination, we calculate the ‘minimum Pt’ by allowing the
locations of the IP and the vertex to float to any pair of locations within the respective
one sigma error-ellipsoids, We substitute the minimum Pt in Equation (4) and use the
modified MPt as our variable for selecting B hadrons.
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The energy of each B hadron, EB, can be expressed as the sum of the reconstructed-
vertex energy, Ech, and the energy of those particles not associated with the vertex, E0.
We can write E0 as

E2
0 =M

2
0 + P

2
t + P

2
0l (5)

The two unknowns, M0 and P0l, must be found in order to obtain E0. One kinematic
constraint can be obtained by imposing the B hadron mass on the vertex,M2

B = E
2
B−P 2

B,
where PB = Pchl+P0l is the total momentum of the B hadron, and Pchl is the momentum
component of the vertex-associated tracks along the vertex axis. From Equation (3) we
derive the following inequality,

√
M2

ch + P
2
t +

√
M2

0 + P
2
t ≤MB, (6)

where equality holds in the limit where both P0l and Pchl vanish in the B hadron rest
frame. Equation (6) effectively sets an upper bound on M0, and a lower bound is given
by zero:

0 ≤M2
0 ≤M2

0max, (7)

where
M2

0max =M
2
B − 2MB

√
M2

ch + P
2
t +M

2
ch. (8)

Since M0 is bounded from both above and below, we expect to obtain a good estimate
of M0, and therefore of the B hadron energy, when M

2
0max is small.

Because M0 peaks near M0max, [14] we set M
2
0 = M

2
0max if M

2
0max ≥0, and M2

0 = 0
if M2

0max <0. We then calculate P0l:

P0l =
M2

B − (M2
ch + P

2
t )− (M2

0 + P
2
t )

2(M2
ch + P

2
t )

Pchl, (9)

and hence E0 (Equation (5)). We then divide the reconstructed B hadron energy,
Erec

B = E0+Ech, by the beam energy, Ebeam =
√
s/2, to obtain the reconstructed scaled

B hadron energy, xrec
B = E

rec
B /Ebeam.

A number of cuts was then applied to the data to maximize our efficiency for finding
both vertices, and reducing backgrounds. Events were retained in which secondary
vertices were found in exactly two jets, at least 1 mm from the interaction point, and
where both reconstructed B energies satisfied 0 < Erec

B < 60 GeV.
Both vertices were then required to satisfy −1 < M2

0max < 12 (GeV/c
2)2. Lower

values ofM2
0max correspond to improved energy resolution, and higher values correspond

to improved selection efficiency. We performed a Monte Carlo study to find the optimum
range such that the statistical errors on the moments of the distribution were minimized
but still insensitive to the uncertainty in the energy measurement.
The angle, φ, between the vertex axes of the two B hadrons satisfied cosφ < 0.99,

eliminating events in which we found two vertices from the same B/B̄ hadron. At
least one vertex was required to contain at least two tracks with a normalized impact-
parameter significance of 2σ or greater w.r.t. the IP, and at least one vertex to satisfy
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MPt > 2 GeV/c
2. These cuts reduced background from Z0 →cc̄ and other light quark

events which tend to be found with low mass, and close to the interaction point.
A sample of 17707 events was selected, estimated to be 99.9% pure in Z0 → bb̄ events,

the background being composed of cc̄ events, and the efficiency for selecting a true
bb̄ event was estimated to be 32%.

4. Measurement of the Angle Dependant B-B

Energy Correlations

We quantified the correlations between the two B hadrons in terms of the angle depen-
dant scaled-energy moments proposed in [2]. We formed the single inclusive B-energy
distribution and evaluated the moments (Eq. 1) from the raw measured distribution.
The procedure was the same as described in [1], except that instead of Eq. 8 therein
we imposed the requirement M2

0max < 15GeV
2/c4 in order to increase the statistical

precision of the calculation. The moments

Drec
i ≡

∫
(xrec

B )
idN/dxrec

B dxrec
B ,

were evaluated, from which we calculated the factors Mrec
i , where

Drec
i = M rec

i Pi

and the Pi were evaluated at leading order in pQCD and are tabulated in [2].
We next evaluated the double moments using the selected sample (Eq. 2):

Drec
ij (φ) ≡

∫ ∫
(xrec

B1)
i(xrec

B2)
jd2N(φ)/(dxrec

B1dx
rec
B2) dx

rec
B1dx

rec
B2 ,

where xrec
B1 and x

rec
B2 are the reconstructed scaled energies of the two B hadrons, φ is the

angle between the two vertex axes, and i,j = 1,2,3.
We then formed the quantities:

P rec
ij (φ) = Drec

ij (φ)/(M
rec
i M rec

j )

and corrected them for detector acceptance and resolution using a standard bin-by-bin
method. The corrected, normalized quantities Pij(φ)/P11(φ) are shown in Fig. 1. The
size of correction applied varies depending on the moment and angle bin. The P11

moment correction is unity for cosφ = −1 but increases until cos φ = +1 when a factor
1.5 must be applied to take account of detector effects. A similar pattern is seen for
the P22 and P31 moments. The P21 (P32,P33) moment has a correction factor ranging
from 1 to 1.25 (1.25 to 2.5) over the full angular range. There is only a small change in
the correction factor if a different fragmentation model is assumed, and the associated
uncertainty on the final result is estimated as a systematic error.
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5. Systematic Errors

We have considered sources of systematic uncertainty that potentially affect our mea-
surement. These may be divided into uncertainties in modeling the detector and uncer-
tainties on experimental measurements serving as input parameters to the underlying
physics modeling. For these studies our standard simulation, employing the Peterson
fragmentation function, is used.
Due to the strong dependence of our energy reconstruction technique on charged

tracks, the dominant systematic error is due to the discrepancy in the charged track
transverse momentum resolution between the Monte Carlo and the data. We evaluate
this conservatively by taking the full difference between the nominal results and results
using a resolution-corrected Monte Carlo event sample. The difference between the
measured and simulated charged track multiplicity as a function of cos θ and momentum
is attributed to an unsimulated tracking inefficiency correction. We use a random track-
tossing procedure to evaluate the difference in our results.
A large number of measured quantities relating to the production and decay of charm

and bottom hadrons are used as input to our simulation. In bb̄ events we have considered
the uncertainties on: the branching fraction for Z0 → bb̄; the rates of production of B±,
B0 and B0

s mesons, and B baryons; the lifetimes of B mesons and baryons; and the
average B hadron decay charged multiplicity. In cc̄ events we have considered the
uncertainties on: the branching fraction for Z0 → cc̄; the charmed hadron lifetimes,
the charged multiplicity of charmed hadron decays, the production of K0 from charmed
hadron decays, and the fraction of charmed hadron decays containing no π0s. We have
also considered the rate of production of ss̄ in the jet fragmentation process, and the
production of secondary bb̄ and cc̄ from gluon splitting. The world-average values [1] of
these quantities used in our simulation, as well as the respective uncertainties, are listed
in Table 1.
Other relevant systematic effects such as variation of the event selection cuts and

the assumed B hadron mass are also found to be very small. As a cross-check, we vary
the M0max cut used in selecting the final B sample within a large range and repeat the
analysis procedure. For each systematic error and cross-check, the shape of the angular
dependence of the momentum correlations is not significantly changed, only the overall
normalization is effected. In each angle bin (Fig. 1), all sources of systematic uncertainty
are added in quadrature to obtain the total systematic error.

6. Results

The data were compared with a LO pQCD calculation [2] of the corresponding nor-
malized double moments, which is also shown in Fig. 1. The calculation reproduces
the data. This result verifies the ansatz of factorization between the perturbative and
non-perturbative phases that was the basis of the pQCD calculation of b fragmentation.
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Source Variation
Tracking efficiency correction -1.5±0.75%
Impact parameter smearing in z 9.0±4.5µm
Track polar angle smearing 1.0±0.5 mrad
Track 1/p⊥ smearing 0.8±0.4 MeV−1

B+ production fraction 0.39±0.11
B0 production fraction 0.39±0.11
Bs production fraction 0.098±0.0012
Λb production fraction 0.103±0.018
B→ charm multiplicity and species [14]
B→ K0 multiplicity 0.658±0.066
B→ Λ0 multiplicity 0.124±0.008
B decay < nch > 4.955±0.062
D → K0 multiplicity [14]
D → no π0 fraction [14]
D decay < nch > [14]
g → bb̄ 0.00254±0.00050 /evt
g → cc̄ 0.0299±0.0039 /evt
B0 mass 5.2794± 0.0005 GeV/c2
b, c hadron lifetimes, Rb, Rc [15]

Table 1: Uncertainty source and range of variation.
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Figure 1: Ratio of moments Pij/P11 (see text) vs. cosφ. Data: points with error bars;
the inner error bar represents the statistical error and the outer error bar is the sum in
quadrature of the statistical and systematic errors. The lines represent the LO QCD
prediction (see text).
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