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I INTRODUCTION

Usually, beam dynamics in accelerators is linear by design and nonlinear e�ects
are considered in context of long-run single particle stability. There are, however,
a number of phenomena where nonlinear behavior is essential:
1. Beam-beam blow-up and O-type oscillations,
2. Beam-Ion instability
3. Saturation of single/multi-bunch instabilities,
4. Saw-tooth instability,
5. Relaxation oscillations in the beam interacting with high-Q resonator (S-

PEAR, J. Sebek, C. Limborg)
6. Transverse relaxation oscillations (K. Harkay, Argon).
Similar problems exist and were studied in hadron machines (P.Colestock).
The 1D saw-tooth instability [1] provide a simple case for study of these phenom-

ena. It was observed in many laboratories as periodic relaxation oscillations of the
rms bunch length with corresponding excitation of the second- o third harmonics
of synchrotron frequency in the bunch spectra. The instability manifests itself in
seemingly simple situation of a single bunch under steady-state external conditions
and can be considered as onset of the microwave instability. Hopefully, approach
described below may be relevant to hadron machines.

II HAISSINSKI SOLUTION

At low current, a bunch can be considered as Nb uncorrelated individual particles
oscillating in an one-dimensional time-independent potential of the rf bucket with



the synchrotron frequency !0s=2�. The particle motion is described in terms of
dimensionless canonical variables

x = z=�0; p = �Æ=Æ0; fx; pg = 1 (1)

where z is position of a particle in respect with bunch centroid (z > 0 in the head
of the bunch), Æ = �E=E, �0 and Æ0 are the rms bunch length and the rms energy
spread in a bunch at zero current. It is convenient to use also dimensionless time
s = !0st.
At large number of particles per bunch Nb, the nonlinearity of the potential

is dominated by interaction of particles through a longitudinal wake-�eld excited
by the beam. The wake �eld is characterized by the longitudinal beam impedance

Z(!). The HamiltonianH(x; p; s) = p2

2
+V (x; s) where the self-consistent potential

depends on the distribution function �,
R
�dxdp = 1,

V (x; s) =
x2

2
+ �

Z
1

x
dx0dp0�(x0; p0; s)S(x0 � x); (2)

and

S(x) =
4�

Z0

Z
d!

2�i

Z(!)

!
[1� e�i(!�0=c0)x]: (3)

Here Z0 = 4�=c0 = 120� Ohm is impedance of vacuum,

� =
Nbr0

2�R�Æ20
; (4)

r0 is electron classical radius, 2�R is machine circumference, and � is momentum
compaction.
In a simple case of a narrow-band impedance centered at !r with shunt impedance

Rr and quality factor Qr,

S(x) =
4�Rr

Z0Qr�
sin[��x]e��x=2Qr ; (5)

where � = !r�l=c, and � =
q
1� 1=(2Qr)2. This impedance is used below.

Di�usion and radiation damping caused by synchrotron radiation are described
by the Fokker-Plank equation for the distribution function �. In steady-state,
there is Haiisinski solution [2] �H(x; p) = (1=ZH)e

�HH(x;p) where HH depends on
�H in a self-consistent way, and temperature T = 1 in the chosen variables.Explicit
expression for Haiisinski distribution and for self-consistent potential UH(x) can be
obtained numerically.
In this note we consider relatively small � where UH(x) has only one minimum

and coherent frequency shift is small. In this case, neither the well-known mode
coupling instability nor the Baartman-Dyachkov mechanism [3] can explain the
instability.
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Because phase mixing is fast process, it is convenient to use action-angle vari-
ables J , � introduced in such a way that, in the steady-state �H , Hamiltonian
HH(p; x) = HH(J). Then �H is independent on � and normalized by dJd��H(J) =

1. Numerical integration J = (1=�)
R
dx
q
2(H � UH(x)) where integral is taken

between turning points, gives J(H) and de�nes frequency !H(J) = dHH=dJ .
In the time-dependent case,

�(J; �; s) = �H(J) +
X
n

�n(J)e
in�; H = HH(J) +

X
n

Un(J; s)e
in�; (6)

where

Un(J; s) = �

Z
dJ 0d�0�m(J; s)Rm;m0(J; J 0): (7)

Note that Un is de�ned only by amplitudes �m while, by de�nition of J , � variables,
all azimuthal harmonics Un generated by �H are canceled by terms arising from
p2=2 + x2=2 part of the Hamiltonian.
CoeÆcients Rm;m0 are related to the impedance

Rm;m0(J; J 0) = �4�

Z0

Z
d!

2�i

Z(!)

!
Cm(J; !)C

�

m0(J 0; !); (8)

Cm(J; !) =
Z
d�

2�
e�im�eix(J;�): (9)

where x(J; �) is particle trajectory in the self-consistent Haiisinski potential. From
the symmetry t! �t it follows that x(J;��) = x(J; �). Then Rm;m0 are real what
follows from the symmetry of impedance Z�(�!) = Z(!�).

III FOKKER-PLANK EQUATION. LINEAR

APPROXIMATION

The Fokker-Plank equation inJ; � variables gives for harmonics �n(J; s), n =
0; 1; ::

@�n(J; s)

@s
+ in!H(J)�n � in�0H(J)Un + i

X
[
@Um

@J
(n�m)�n�m �

@�n�m

@J
mUm] = 0Fn:

(10)

Here �0H = @�H(J)

@J
, 0 is synchrotron radiation damping, and Fn describes di�usion

and damping. Neglecting anharmonic terms of trajectory and terms of the order
of 0, one gets

Fn =
@

@J
[
J

!H

@�n

@J
+ J�n]�

n2

4J!H
�n (11)
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For small � (low current), harmonics oscillate with time as �n / e�i!Hs. Hence,
Un is given by the sum of terms oscillating proportional to Rm;ke

i(m�k)!Hs. Aver-
aging of fast oscillating terms leaves only diagonal term

Um(J) = �

Z
dJ 0d�0Rmm(J; J

0)�m(J
0; s): (12)

In the linear approximation, all azimuthal modes are independent and each is de-
scribed by the superposition of radial modes X�,

�n(J; s) = �0H(J)
X
�

b�X�(J)e
�i(!H��!)s: (13)

X� are eigen vectors of the matrix

Mm(J; J
0) = 2��Rmm(J; J

0)�0H(J
0)� Æ(J � J 0)(!H(J)� �!); (14)

Z
dJ 0Mm(J; J

0)X�(J
0) = ��X�(J): (15)

The beam is linearly unstable if at least one of the eigen-values � has positive
imaginary part �� = Im[�] > n. In Eq. (14) we introduce constant �! so that

 = Re� is the coherent frequency shift. The diagonal approximation for Rmk is
valid if Re� << !H ' 1.

Note, Um(J; s) =
P

�(!H � �! � �)b�X�(J).

If �0H(J) is monotonic function, the kernel of Eq.(15) can be written in a more

symmetric form if vectors
q
�0H

~X�(J) are used instead of Xnu(J). In this form it

is easy to see that, apart of Landau damping, the eigen values are real if Rmm is
symmetric, Rmm(J; J

0) = Rmm(J
0; J). Hence, the beam stability depends on the

anharmonicity of the trajectories and given by the asymmetric part of Rmm [4].

Eq. (15)

[!H(J)� �! � �]X�(J) = 2��
Z
dJ 0Rmm(J; J

0)X�(J
0) (16)

shows that the structure of the mode is

X�(J) =
rm(J)

!H(J)� �! � �
; (17)

where rm(J) is a smooth function of J . Hence, the mode is localized around the
resonance value Jr, !(Jr) = �! + 
 with the width �m.
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IV COMPARISON WITH A NONLINEAR

OSCILLATOR

Well above the threshold, large number of unstable interacting modes leads to
the turbulent regime of instability.
We are interested in the case where coherent tune shift is by an order of magnitude

smaller than the dimensionless synchrotron frequency (which is of the order of one
in our variables). In this case, it could be that only single mode is unstable, and
interaction of this coherent mode with particles is important. These interaction
can be described in the quasi-linear approximation [5].
The hint on how such a small perturbation can lead to non-perturbative e�ects

can be obtained from the behavior of nonlinear oscillator in periodic external �eld
F = �� cos(
s +  0). This case is quite analogous to interaction of a particle
with an unstable dipole mode of a bunch which produces the periodic perturbation
U1 / e�i!H t. E�ect of this perturbation on particles can be described by the
Hamiltonian

H(J; �; s) = H0(J) +
�

2

s
2J

!0
cos(�� 
s�  0); (18)

where H0(J) = !0J + �J2=2, � is parameter of nonlinearity !(J) = !0 + �J . For

 = !0 +�, � << !0. The resonance Hamiltonian in the new canonical variables
J; �, � = �� 
s�  0, is time-independent

H(J; �) = ��J +
�J2

2
+
�

2

s
2J

!0
cos�: (19)

There are �xed points (FP) at � = 0 or � = � given by equation

��+ �J � �p
J
= 0; (20)

where � = �=(2
p
2J!0).

If �=� < 0, there is one FP at � = � for any �. If �=� > 0, one FP is located
at � = �, Jr ' �2=3 for � >> (�=�)3=2, and Jr ' (�=�) for � << (�=�)3=2). For
small � < �max = 2(�=3�)3=2 there are two additional FPs at � = 0, one of them is
stable at Jr ' (�=�)2�2, and one is unstable at Jr ' �=�. The stable FP is at the

center of a narrow separatrix with the width (ÆJ) = 8�
q
�=�, while trajectories of

particles outside of the separatrix are circles centered at Jr = (�=�)2�2 and � = �.
The width of the separatrix grows with the amplitude of perturbation � and more
and more particles are trapped inside of the separatrix. Trajectories of particles
outside of the separatrix retain in the shrinking area which center shifts to large J
at � = �. This area disappears eventually when amplitude � exceeds �max.
It is worth noting that the resonance exists at arbitrary small amplitudes � and

the width of the resonance depends on the ratio of � to nonlinearity � and, hence,
can be large even for small amplitudes for small nonlinearities.
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The split of a beam into two beamlets corresponding trapping in the separatrix
was observed recently in experiment [6].
Let us consider the same case of external force with Fokker-Plank equation.

Harmonics �n satisfy Eq. (13) while Un has in this case only one harmonics U1 =

U�

�1 = �
p
Je�i
s, where � may grow � = �0e

�s. Such an analysis, although not
self-consistent, may clarify possible e�ects of the mode coupling.
Equation for �1 in the linear approximation has a familiar solution �1(J) =

�res(J),

�res =
��0H(J)

p
J

(J � Jr � iw)
e�i
s; (21)

were Jr = �=� and the width of the resonance w = �=�. Hence, the linearized
equation describes the resonance mode but not modi�cation of the rest of the phase
plane.
Let us include now coupling to harmonics �0 and ��2

_�1 + i!H�1 � i�0HU1 + 2i
@U�

1

@J
�2 � i

@�0

@J
U1 + i

@�2

@J
U�

1 = 0: (22)

Equation

_�0 + 0�0 = i
@

@J
[U1�

�

1 � c:c] (23)

can be solved explicitly giving

�0 = i
@

@J
[
U1�

�

1

2�
� c:c]: (24)

Note, that the condition
R
dJ�0(J) = 0 gives the boundary condition U1�1 = 0 at

J = 0.
Similarly, for �2 = ��2e

�2i!Hs+2�s we get

��2 =
�U2
1

!H � 
� i�

@

@J
[
��1
�U1

]; (25)

where ��1 = �
p
Jf is de�ned as �1 = ��1e

�i!Hs+�s.
Function f(J), satis�es equation

(J � Jr � iw)f = �0H(J) +
i�2

2w

@2

@J2
[Jf � � c:c:]� f �

2(@f=@J)

J � Jr � iw
+

@

@J
[
�2J(@f=@J)

J � Jr � iw
]g:

(26)

Here Jr = �=�, and w = �=�. The �rst term in the RHS gives resonance solution
of the linearized equation, the second term gives correction due to coupling to �0,
and the last term in curly brackets describes e�ect of the quadrupole mode.
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For small �, equation can be solved by iterations substituting the resonance
solution in the last two terms. Fig. 1 shows distribution function �H + �0 (left
column) and �0 (right column) vs J perturbed by the dipole (upper row) and
quadrupole modes (second row). Parameters � = 0:03, w = 0:2, Jr = 0:75, � = 0:1
and !H = 0:7 + �J were used in calculations.
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0.4
0.5
0.6
0.7
0.8

rho_H+rho_0

0.5 1 1.5 2 J

-0.2
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0.1

0.2
rho_0

0.5 1 1.5 2 J
0.3
0.4
0.5
0.6
0.7
0.8

rho_H+rho_0

0.5 1 1.5 2 J

-0.03
-0.02
-0.01

0.01
0.02

rho_0

FIGURE 1. Distortion of the distribution function by the coherent modes: top row: by dipole

mode, bottom row: quadrupole mode.

The second and the third terms in Eq. (26) are small compared to the �rst term
if (J�Jr)2 < �

p
Jr what corresponds to the width of the separatrix of the nonlinear

resonance discussed above.
The dipole mode a�ects particle distribution attening it at the resonance, result

which is well known in the quasi-linear approximation. Particles with low energy
move to the right. As a result, energy of the system increases what leads, in a self-
consistent Vlasov equation, to saturation of the unstable mode. It is interesting,
that e�ect of the quadrupole mode is opposite. This suggest that interaction of
two modes may lead to oscillatory regime.
To summarize, we note that linear approximation describes the resonance while

the zero-harmonic �0 may be required to describe the distortion of distribution
function due to perturbation of the non-resonance particles by the coherent mode.

V NONLINEAR REGIME

Below certain threshold current, eigen-values of all azimuthal modes in linear
approximation are real, the beam is stable, and is described by Haissinski distri-
bution. Just above the threshold, there is a single unstable mode. Distribution
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function still is a series of eigen-functions Eq. (13) but with time-dependent coef-
�cients bn(s). The non-trivial phenomena above the threshold corresponds to the
non-linear interaction of the modes. Which one of the azimuthal modes become
unstable �rst depends on the character of the impedance and the answer can be ob-
tained from the linear analysis. Usually, it is a competition between dipole (m = 1)
and quadrupole (m = 2) modes while sextupole and higher order modes come into
play at higher currents. Considering instability close to the threshold, we can take
into account only harmonics �m with m = 1; 2 expanding them in eigen vectors
V� = (X�; Y� of the linear problem

�1(J; s) = �0H(J)
X
�

b�X�(J)e
�i(!H��!)s (27)

�2(J; s) = �0H(J)
X
�

a�Y�(J)e
�2i(!H��!)s (28)

where

Mm(J; J
0) = 2��Rmm(J; J

0)�0H(J
0)� Æ(J � J 0)(!H(J)� �!); (29)

with m = 1; 2, and Z
dJ 0M1(J; J

0)X�(J
0) = ��X�(J); (30)

Z
dJ 0M2(J; J

0)Y�(J
0) = ��Y�(J): (31)

The radial amplitudes satisfy equations

_b� + (i� + d)b� + i
X
�;�

C�
�;�a�b

�

� + i
X
�

d�;�b� = 0; (32)

_a� + (2i�+ q)a� + i
X
�;�

g
�
�;�b�b� + i

X
�

f�;�a� = 0; (33)

Here we used orthogonality
R
dJ �X�X�0 = Æ�;�0 , and

R
dJ �Y�Y�0 = Æ�;�0 where �X� and

�Y� are eigen-vectors of transposed matrices MT
1 and MT

2 . CoeÆcients are de�ned
by the integrals

C�
�;� = 2

Z
dJ �X�Y�

@

@J
[(!H � �! � ��)X�

�]�
Z
dJ �X�X

�

�

@

@J
[(!H � �! � �)Y�]+ (34)

Z
dJ �X�X

�

�

(!H � �! � ��)

�0H

@[Y��
0

H(J)]

@J
� 2

Z
dJ �X�Y�

(!H � �! � �)

�0H

@[X�

��
0

H ]

@J
; (35)
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d�;� = 2��
Z
dJ �XnuX�

Z
dJ 0

@R00(J; J
0)

@J
�o(J

0)�
Z
dJ

(!H � �! � �)

�0H

@�0

@J
�X�X�;

(36)

g��;� = i

Z
dJ �Y�X�

@

@J
[(!H � �! � �)X� ]� i

Z
dJ �Y�X�

(!H � �! � �)

�0H

@

@J
[X��

0

H ];

(37)

f�;� = 4�i�
Z
dJ �YmuY�

Z
dJ 0

@R00(J; J
0)

@J
�o(J

0)� 2i
Z
dJ

(!H � �! � �)

�0H

@�0

@J
�Y�Y�:

(38)

Dipole and quadrupole modes interact with each other directly (terms propor-
tional C�

�;�, g
�
�;�) and through perturbation of the ground state �0(J) (terms pro-

portional to d�;�, and f�;�).
Substitute expansion Eqs. (27), (28) in Fokker-Plank equation for �0

@�0

@s
+ 0�0(J; s) = i

X
m

(�� � � 0)b��b�0

@

@J
[�0HX

�

�X�0 ] + 2i
X
m

(�� � �0)a��a�0

@

@J
[�0HY

�

� Y�0]:

(39)

This allows us to write another set of equations for d�;�, and f�;�:

_d�� + 0d�� = �i(� 0� � �0)P
�;�
�0;�0b

�

�0b�0 � 2i(�0� � �0)Q
�;�
�0;�0a

�

�0a�0 ; (40)

_f�� + 0f�� = (� 0� � �0)F �;�
�0;�0b

�

�0b�0 + 2(�0� � �0)G�;�
�0;�0a

�

�0a�0 : (41)

CoeÆcients P , Q, F , and G are given by convolution of eigen-vectors and �0H . For
example,

P
�;�
�0�0 = �

Z
dJ

@

@J
[
!H � �! � �

�0H

�X�X�]
@

@J
[�0HX

�

�0X�0 ]: (42)

CoeÆcients Q, F , and G have similar structure where some vectors X are replaced
by Y .

VI SINGLE MODE

Let us consider single unstable radial dipole mode �" � Im[�] > 0 taking into
account coupling to �0. The system of equations in this case is
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_b+ (i� + d)b + idb = 0; _d+ 0d = �2�"P jbj2: (43)

Here P = P �;�
�;� . In the linear approximation the mode is unstable if �" > 0.

In the nonlinear regime, d, the momentum of �0, modi�es the linear coherent
frequency � and can stop and even reverse the sign of the growth rate.
In terms of variables y = 4�"Im[P ]jbj2=20 , x = (2=0)Im[d], and s = 0t,

equations

y0 + �y � xy; x0 + x+ y = 0 (44)

depend only on single parameter � = 2(d��")=0. Additional to the FP x = y = 0,
there is another FP x = �, y = ��. The �rst FP is stable provided � > 0 and
unstable otherwise. The second FP is stable for � < 0 and unstable for � > 0.
Because jbj2 > 0, the second FP exists if (�" � d)�"Im[P ] > 0. For �" > d this
requires Im[P ] > 0. In the case of linearly stable system, d > �", the nontrivial
FP exists if Im[P ] < 0 assuming non-zero initial conditions or large uctuations.

The non-trivial FP corresponds to a limiting cycle where b changes periodically,
b = Bei
s with real 
, while _d = 0, and distribution function has a constant
distortion d = id � �. For 
 and jbj we get


 = �Re(�) + (Im[�]� d)
Re[P ]

Im[P ]
; jbj2 = 0

2Im[P ]
(1� d

Im[�]
): (45)

This is the main result of quasi-linear theory: �0 is distorted by the unstable
mode in such a way that the mode is stabilized. A constant distortion changes
both rms bunch length and the energy spread.

VII TWO INTERACTING MODES

Analysis in more general cases is complicated. Let us consider two dipole modes,
one unstable with eigen-values �, Im[nu] = �" > d, and another stable mode
with eigen-value �. E�ective radiation damping for a mode can be calculated
convoluteeing eigen-vectors with the right-hand-side of Eq. (11). The system of
equation in this case is

_b� + (i� + d + id�;�)b� + id�;�b� = 0; (46)

_b� + (i�+ d + id�;�)b� + id�;�b� = 0; (47)

and four equations for d, for example

_d�� + 0d�� = �i
X
�0;�0

(� 0� � �0)P �;�
�0;�0b

�

�0b�0 : (48)
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FIGURE 2. Nonlinear saturation of a single dipole mode. Parameters � = 6:8, � = 0:4, � = 1:5.

Eqs.(45), (43) give jb1j = 0:053, jdj = 0:0910�2.

Let us neglect for a while the non-diagonal terms in Eqs. (46), (47). The mode
stability then depends on the dynamic increment �� = d � Im[� + d�;�]. Let us
take initial conditions where amplitudes b[0], [.0] are small. Then d in �� is initially
negligible and mode is unstable. The unstable mode leads, �rst of all, to growth of
the diagonal d�;� described by _d�� + 0d�� = �2�"P �;�

�;� jb�j2. If Im[P �;�
�;� ] > 0, d�� is

negative and can stabilize mode and reverse sign of ��, see Fig. 3.
Due to the same mechanism, �� of stable mode is modi�ed due to variation in

time of _d�� + 0d�� = �2�"P �;�
�;� jb�j2. If Im[P �;�

�;� ] < 0, the linearly stable mode
can become unstable when linearly unstable mode saturates. After that, their roles
interchange and the process can repeat itself. For small b� the dominant term
de�ning growth of the mode � is d�� given by _d�� + 0d�� = �2Im[�]P �;�

�;� jb�j2. If
Im[P �;�

�;� ] < 0, the fastest growing mode is the mode with the minimum Im[�], that
is, the most stable mode in the linear approximation.
If we take from the beginning � = [�]�, then Eq. (48) is simpli�ed to

_d�� + 0d�� = �2�"[P �;�
�;� jb�j2 � P �;�

�;�jb�j2]: (49)

It depends only on jbj2 terms. The coeÆcients P have symmetry

P �;�
�;� = P �;�

�;� = [P �;�
�;� ]

� = [P �;�
�;� ]

�; (50)
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FIGURE 3. Amplitude of linearly unstable dipole mode (upper curve) and dynamic decrement.

The growth changes sign when the dynamic increment is larger than linear growth rate, in this

case, 0:002.

P �;�
�;� = P �;�

�;� = [P �;�
�;� ]

� = [P �;�
�;� ]

�: (51)

Hence, Im[P �;�
�;� ] < 0 if Im[P �;�

�;� ] > 0. The last requirements is satis�ed because
P �;�
�;� is given by the second derivative of a function at the maximum, see Eq. (42).
This preliminary arguments show already that magnitude of the decrement d

is related to the ip-op dynamics. Let us study in a more systematic way �xed
points (FPs) of the problem, considering interaction of the most stable and the most
unstable modes. Allowing the limiting cycles, wee assume that b� / b� / e�i
s

were 
 is to be de�ned. Eqs. (46) and (47) give

b� = � d��b�

�� + d�� � 
� id
; (� � 
 + d�� � id)(�

� � 
 + d�� � id) = d��d��:

(52)

Eq. (49) de�nes d,

d�� = � 2

d
[P ��

�� jb� j2 � P ��
�� jb�j2]: (53)

Symmetry Eq. (50),(51) gives

d�� = d��� = � 2

d
P ��
�� [jb� j2 � jb�j2]: (54)

d�� = d��� = � 2

d
P ��
�� [jb� j2 � jb�j2]: (55)

12



Hence, d�� = �d�� where � = P ��
�� =P

��
�� .

The �rst of Eq. (52) gives for the amplitudes

jb�j2 = jb�j2
jd��j2

(Re[� + d��]� 
)2 + (Im[� + d��] + d)2
: (56)

The second of Eq. (52) is quadratic equation for 
,


 = (Re[� + d��]� id)�
q
jd��j2 � (Im[� + d��])2: (57)

If jd��j2 > (Im[� + d��])
2, then Im[
] = �d and the trivial FP b� = b� = 0 is

stable. In the opposite case, jd��j2 < (Im[� + d��])
2, FP exists if

(Im[� + d��])
2 = 2d + j�d��j2; 
 = Re[� + d��]: (58)

In the last case,

jb�j2 = jb�j2
j�d��j2

(Im[� + d��] + d)2
; (59)

d�� = � 2

d
P ��
�� jb�j2[1�

j�d��j2
(Im[� + d��] + d)2

]: (60)

Equation d�� = �d�� relates Red�� = �Imd��, where � = Re[P ��
�� ]=Im[P ��

�� ]. Then,
�nally,

Imd�� =
1

j�j2(1 + �2)� 1
[�"�

q
2d + j�j2(1 + �2)[(�")2 � 2d]: (61)

Eq. (59) de�nes b2� . It has to be positive what impose some constrain on parameters
P and d.
Computer simulations based on Eqs. (46-48) con�rmed these results. Fig. 4

depicts saw-tooth behavior in the system of two dipole modes interacting through
perturbation of distribution function �0. The phases of oscillations of two modes
are shifted and the moment d�� of �0 also oscillates in time. The oscillations are
anharmonic and anharmonicity depends on the initial conditions and radiation
damping.
In the same way interaction of other modes can be explored. Fig.5 depicts

interaction of two linearly unstable modes, one quadrupole and another dipole.
The nonlinear interaction leads to saturation of both modes.
Fig.6 shows interaction of three modes: linearly unstable and stable dipole modes

and linearly unstable quadrupole mode. When current increases, the quadrupole
mode become linearly unstable. At the same time, increasing nonlinearity of the
potential well may suppress relaxation oscillations of the dipole modes. Interaction
of these mode with dipole modes may lead to their stabilization while saw-tooth
behavior may be preserved in quadrupole radial modes.
Certainly, more simulations should be carried out in a consistent way. This would

allow direct comparison with the experimental data.

13



0.0250.050.0750.10.1250.150.1750.2
gam0 t

0.02

0.04

0.06

0.08

0.1

1
0
^
2
A
b
s
@
d
1
1
D

0.0250.050.0750.10.1250.150.1750.2
gam0 t

0.01

0.02

0.03

0.04

0.05

A
b
s
@
b
D

FIGURE 4. Coupled oscillations of two dipole modes. One is linearly unstable and another one

is the most linearly stable. Parameters � = 6:88, � = 0:4, � = 1:5, 0 = 10�5. Initial conditions

are b1 = 210�2, b2 = 10�2, all d = 0.

VIII CONCLUSION

Dynamics of the system in the nonlinear regime above the threshold of instability
may be quite complicated and substantially depends on the impedance, radiation
damping, and beam current. Additional to already known mechanisms of linear
mode coupling and Baartman-Dyachkov mechanism, both of which require high
currents leading to large coherent tune shifts or appearance of the second mini-
ma in the self-consistent potential, there is another mechanism of nonlinear mode
coupling. We explore the last mechanism and demonstrated that it may lead to
the saw-tooth oscillations for beam current close and above the threshold of mi-
crowave instability. Numerical results are qualitatively similar to that obtained
in reference [7] but, from our point of view, allows more systematic approach to
the nonlinear collective phenomena. Application of this approach to other cases
mentioned in the introduction will be reported elsewhere.
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