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Abstract

We present direct measurements of the neutral weak anomalous magnetic dipole

moment, aw
�
, and neutral weak electric dipole moment, dw

�
, of the tau lepton.

The dipole moments are measured by analyzing the decays of � leptons pro-

duced in the annihilation of positrons and longitudinally polarized electrons on

the Z boson resonance at the SLC. Using 6736 Z decays to �+�� pairs se-

lected from our 1993-1998 data sample we obtain Re(aw
�
) = (0:26� 1:24)� 10�3,

Im(aw
�
) = (�0:02� 0:66)� 10�3 , Re(dw

�
) = (0:18� 0:67)� 10�17e � cm , and

Im(dw
�
) = (�0:26� 0:37)� 10�17e � cm.
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A measurement of the neutral weak dipole moments of the tau lepton tests the stan-

dard model tenet that fundamental fermions are pointlike objects without structure. It

also constitutes a general search for any new physics which couples more strongly to the

third generation of fermions. Electroweak radiative corrections are expected to contribute

�aw
�
� 2 � 10�6 [1] and �dw

�
� 3 � 10�37e � cm [2], where aw

�
is the neutral weak anoma-

lous magnetic dipole moment and dw
�
is the neutral weak electric dipole moment. These

values are extremely small compared to the sensitivity of present day experiments, so that

a signi�cant nonzero measurement of aw
�
or dw

�
would point to physics beyond the standard

model. In particular, a signi�cant nonzero measurement of dw
�
would signal a new source of

CP violation [3].

In this paper we directly measure aw
�
and dw

�
by analyzing the e�, ��, ��, and

�� decays of tau leptons produced in Z boson decay. The Z bosons are produced using

longitudinally polarized electron beams. The most general Z�+�� coupling can be written

[4]
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where q� is the Z momentum, �W is the weak mixing angle, g�
V
and g�

A
are the neutral weak

vector and axial-vector coupling constants of the tau,m� is the tau mass, and �
�� = i

2
[
�; 
�].

The neutral weak moments aw
�
and dw

�
are related to � and ~� via

aw
�
=

�

2 cos �W sin �W
; dw

�
=

e~�

4 cos �W sin �Wm�

(2)

where e is the positron charge.

An anomalous neutral weak dipole moment enhances the transverse polarization of

tau leptons. To illustrate this we examine the longitudinal and transverse tau polarizations

[5] when j�j; j~�j � m�=
p
s� 1 and g�

V
; ge

V
! 0:
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where
p
s is the center-of-mass energy, � is the angle between the �� and initial e�, and

Pe is the longitudinal electron beam polarization, �1 � Pe � 1. The superscripts for T�

refer to the charge of the �nal state tau, while the subscripts x; y; z are de�ned such that

the z-axis points in the direction of the ��, the x-axis is in the production plane, and the

y-axis completes a right-handed orthogonal coordinate system.

Under the assumed conditions the longitudinal polarization, Tz, is insensitive to weak

dipole moments, while the transverse polarizations, Tx and Ty, are directly proportional to

the weak dipole moments. The contribution of the imaginary part of the weak dipole moment

to the transverse tau polarization is linear in the longitudinal electron beam polarization. In

fact, for large values of jPej an experiment will be more sensitive to the imaginary parts than it

will be to the real parts. In Eq.(3) we have suppressed terms proportional to Im(�)g�
V
cos �

and Im(~�)g�
V
cos� which give an experiment some sensitivity to imaginary weak dipole

moments in the absence of electron beam polarization.

Instead of measuring T�
x
and T�

y
we �t directly for the real and imaginary parts of aw

�

and dw
�
using an unbinned maximum likelihood �t. The probability density function (PDF)

of the likelihood �t is based on the multi-di�erential cross-section for �+�� production and

decay. The experimental input to the likelihood �t consists of the electron beam polarization,

the laboratory frame four-vectors of the e�; ��; �+ or �+, and the �+ rest frame four-vectors

of the �+ and �0 produced in �+ decay.

The operation of the SLAC Linear Collider (SLC) with a polarized electron beam

has been described previously [6]. During the 1993-1998 running period, SLD recorded

�550,000 hadronic Z decays at a mean center of mass energy of 91.24 GeV with an average

longitudinal electron beam polarization of 73.3�0.8%. Charged particle tracking is provided

by the Central Drift Chamber (CDC) and a CCD-based pixel vertex detector (VXD) within

a uniform axial magnetic �eld of 0.6T. The Liquid Argon Calorimeter (LAC) is used for

triggering, event selection, tau decay identi�cation, and energy measurement of tau decay

products. Muons are identi�ed with the Warm Iron Calorimeter (WIC). A more detailed

description of the above detector components can be found in [7].
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Our Monte Carlo simulation of Z ! �+�� uses the KORALZ [8] and KORALB [9]

generators. The KORALZ generator contains electroweak radiative corrections but does not

simulate transverse spin correlations. When run on the Z resonance the KORALB generator

does not contain radiative corrections to �+�� production but does contain transverse spin

correlations. The MC detector simulation is based on GEANT 3.21 [10].

The selection of tau-pair events begins with the requirement that the number of

quality charged tracks, Nqual, be in the range 2 � Nqual � 4, where a quality charged track

is one with j cos �j < 0:80, two-dimensional transverse impact parameter < 2:0 mm, and

three-dimensional impact parameter < 5:0 mm. Here � is the angle a charged track makes

with the beam axis and the term transverse is de�ned with respect to the beam axis. If

Nqual = 2 then the acollinearity angle formed by the two tracks must be > 0:3� in order to

reject Bhabhas and muon-pair events.

Charged tracks and unassociated LAC clusters [11] which satisfy j cos �j < 0:80 are

divided into two hemispheres de�ned by the plane perpendicular to the thrust axis. At

least one of the two hemispheres must contain exactly one quality charged track. The event

thrust axis is required to be within j cos �thrustj < 0:60. The four-vectors of the charged tracks

and unassociated neutral clusters in each hemisphere are summed together to form the two

hemisphere four-vectors. The acollinearity angle formed by the two hemispheres must be

< 18� in order to reject two-photon events and events with hard initial state radiation.

We require that every event contain at least one hemisphere that is identi�ed as an

e�; ��; �+; or �+. An identi�ed hemisphere must have one and only one primary charged

track. The primary charged track must be a quality charged track. In order to ensure that

secondary charged tracks are consistent with photon conversion, as well as to help reject

hemispheres that are not consistent with tau decays to e�; ��; �+; or �+ , we require that

an identi�ed hemisphere satisfy the condition �2
P


< 6. Here

�2
P

�

M2
chg

�2
chg

+
M2

e


�2
e


+
(Ehad=EP )

2

�2
had

; (4)

4



where Mchg is the invariant mass of the vector sum of any secondary charged tracks, Me
 is

the invariant mass of the vector sum of any secondary charged tracks and the electromagnetic

layer components of any unassociated LAC clusters, Ehad is the sum of the energies of the

hadronic layer components of both associated and unassociated LAC clusters, and EP is the

CDC momentum of the primary charged track.

The parameters �2
chg

, �2
e

and �2

had
in Eq.(4) are the variances of the distributions for

Mchg, Me
 and Ehad=EP , respectively, for tau decays to e
�; ��; �+; and �+. The �rst term in

Eq.(4) ensures that secondary charged tracks all come from a single photon, the second term

ensures that any direct neutral electromagnetic energy in the hemisphere is due either to a

single photon or to a �0, and the third term is used to reject decays such as �� ! �+ �K0�� .

The two �0's in the decay a+1 ! �+�0�0 often coalesce into a single LAC cluster,

making it di�cult to distinguish �+ and a+1 decays. To ameliorate this situation we use the

cluster width in � � cos � and the azimuthal angle about the beam axis, �, to impart a mass

to a single LAC cluster.

Assume that a LAC cluster is formed by Ncl photons and let Ecl be the cluster energy.

The momentum of the cluster, Pcl, is then

Pcl = Ecl� ; � =
1

Ncl

X
i

n̂i ; (5)

where n̂i is the direction of photon i. The magnitude of the cluster velocity is

j�j = 1

Ncl

X
i

n̂i � n̂0 = 1�
"
sin2 �

2

 
�2
�

sin4 �
+ �2

�

!
� �2

0

#
(6)

where n̂0 is the direction of the cluster, �� and �� are the LAC cluster widths in � and

� respectively, and the quantity �0 is a correction factor used to account for the nonzero

cluster widths of single photons. The e�ect of this formalism on the hemisphere neutral

mass distribution is shown in Fig. 1.

Using the above re�nement to the de�nition of LAC cluster four-vectors we calculate

the hemisphere energy and mass, Ehemi and Mhemi, by summing together the four-vectors of
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the primary charged track and the electromagnetic layer components of those unassociated

LAC clusters which are within 37� of the primary charged track. The energy and mass

obtained by summing together only the unassociated cluster four-vectors are denoted by

Eneu and Mneu, respectively.

Electrons are identi�ed in the standard way by the energy and shower pro�le of the

LAC cluster associated with the charged track [12]. Muons are identi�ed by their penetration

into the WIC [13]. Electrons and muons furthermore must have their hemisphere energy in

the range 5 < Ehemi < 36 GeV in order to suppress two-photon, Bhabha, and muon pair

background, and their hemisphere mass must satisfy Mhemi < 0:26 GeV for hemispheres

with Eneu > 0:5 GeV in order to reject events with hard �nal state radiation.

A hemisphere is identi�ed as a single �+ decay if it is not identi�ed as an electron

or muon, if Mhemi < 0:26 GeV for hemispheres with Eneu > 0:5 GeV, if Ehad=EP < 1:7,

and if 5 < Ehemi < 44 GeV. A hemisphere is identi�ed as a �+ if it is not identi�ed as an

electron, muon, or �+, and if it satis�es the conditions Ehad=EP < 2:5, Mneu < 0:48 GeV,

0:35 < Mhemi < 1:20 GeV, and 5 < Ehemi < 44 GeV.

Applying the above criteria to the 1993{1998 SLD data sample we select a total of

6736 tau pairs, with 2016 electron, 2577 muon, 1847 pion, 3799 rho, and 3233 unidenti-

�ed hemispheres, where unidenti�ed means that the hemisphere was not identi�ed as an

e�; ��; �+; or �+ .

The tau selection e�ciency and purity as calculated by Monte Carlo are shown in

Table 1. The electron and muon samples are very clean. The single pion sample receives

roughly equal background from misidenti�ed electron, muons and rho's. Most of the con-

tamination of the rho sample comes from misidenti�ed a1 ! �+�0�0 decays. The non{�

background from two-photon, Bhabha's, muon pairs, and hadronic events is estimated to be

0.38%, 0.87%, 0.2%, and 0.01% respectively.

As a check on the Monte Carlo detection e�ciency calculation the momentum dis-

tributions for hemispheres identi�ed as e�; ��; �+; and �+ are shown in Fig. 2 for data and
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Monte Carlo. Correctly and incorrectly identi�ed decays are summed together in the Monte

Carlo curves. A single normalization factor is used to scale the Monte Carlo to the data so

that these plots also serve to check the absolute normalization of the e�ciency calculations

for di�erent decay modes.

The identi�cation and misidenti�cation e�ciencies for tau decay modes as a function

of kinematic variables are incorporated into the PDF of the likelihood �t. Detector resolution,

radiative corrections, and non{� background are not included in the �t, however. The PDF

is then a sum of lowest-order multi-di�erential cross-section expressions for �+�� production

and decay modulated by identi�cation or misidenti�cation e�ciency functions.

The multi-di�erential cross-section is calculated using helicity amplitude expressions

for �+�� production [14] and � decay [15, 16]. In order to calculate the multi-di�erential

cross-section the �� direction must be speci�ed. No attempt is made to measure the tau

direction, however. For events with two semi-hadronic decays there is a discrete two-fold

ambiguity in the tau direction which is summed over in the likelihood �t. For events with

a leptonic decay or with an unidenti�ed hemisphere the ambiguity is continuous and an

integration is performed over possible tau directions.

Applying our likelihood �t to the data we obtain initial estimates of Re(aw
�
) = (1:16�

0:99)� 10�3, Im(aw
�
) = (�0:27 � 0:62)� 10�3, Re(dw

�
) = ( 0:18� 0:61)� 10�17e � cm, and

Im(dw
�
) = (�0:14� 0:35)� 10�17e � cm, where the errors are statistical. Our �nal estimates

are obtained by making corrections to these values in order to account for e�ects not included

in the PDF of the likelihood �t.

The absence of a detector resolution function, QED radiative corrections and non-�

background in the PDF produces shifts in the �tted values of the anomalous moments with

respect to their true values. The KORALZ Monte Carlo is used to calculate the shifts due to

the combined e�ects of detector resolution and QED radiative corrections, while the shifts

due to detector resolution alone are calculated using the KORALB Monte Carlo. The shifts
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due to non-� background are calculated by adding a Monte Carlo sample of the background

to the KORALZ Monte Carlo sample. The results are summarized in Table 2.

Our systematic error is dominated by the uncertainties in the shifts in Table 2. For

the detector systematic errors we conservatively use the entire detector e�ects shifts from

Table 2, taking into account the KORALB Monte Carlo statistical errors. Speci�cally,

we assume that the sum in quadrature of the detector systematic error and the KORALB

statistical error is equal to the detector e�ects shift. If the detector systematic error extracted

under this assumption is less than the KORALB statistical error then we set the detector

systematic error equal to the KORALB statistical error.

The systematic errors in the calculation of the shifts due to QED radiative correc-

tions and non-� background are estimated using the Monte Carlo statistical errors for the

KORALZ and non-� background Monte Carlo samples. The resulting systematic errors are

summarized in Table 3.

Applying the corrections of Table 2 to our initial estimates of aw
�
and dw

�
we obtain

our �nal results:

Re(aw
�
) = (0:26� 0:99� 0:75)� 10�3

Im(aw
�
) = (�0:02� 0:62� 0:24)� 10�3

Re(dw
�
) = ( 0:18� 0:61� 0:28)� 10�17e � cm

Im(dw
�
) = (�0:26� 0:35� 0:13)� 10�17e � cm (7)

where the �rst error is statistical and the second error is systematic. The results are consis-

tent with the standard model expectation of � 0. Our 95% con�dence level limits are

jRe(aw
�
)j < 2:48 � 10�3, jIm(aw

�
)j < 1:30 � 10�3, jRe(dw

�
)j < 1:36 � 10�17e � cm, and

jIm(dw
�
)j < 0:87 � 10�17e � cm. With the exception of Re(dw

�
), all of our limits are im-

provements over previously published limits for aw
�
[17] and dw

�
[18, 19].
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Figure 1: Hemisphere neutral mass Mneu for (a) LAC cluster � = 1 and (b) LAC cluster �

as given by Eq. 6. Hemispheres with Mneu = 0 have been excluded. The open circles are

data and the solid, dashed, and dotted lines are Monte Carlo simulations for all tau decays,

a+1 decays, and �+ decays, respectively.
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Figure 2: Momentum distributions for e�, ��, �+, and �+ candidates. The open circles are

data and the solid lines are Monte Carlo simulation.

Table 1: � decay identi�cation e�ciency and purity

Mode E�ciency Purity Number of Events

e���e�� 0.74 0.96 2016

������� 0.93 0.96 2577

�+�� 0.76 0.74 1847

�+�� 0.70 0.83 3799
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Table 2: Shifts in �tted values of aw
�
and dw

�
.

Source Re(aw
�
) Im(aw

�
) Re(dw

�
) Im(dw

�
)

(10�3) (10�3) (10�17e � cm) (10�17e � cm)

detector e�ects -0.637 -0.064 -0.023 0.052

QED rad. corr. 1.221 -0.234 0.031 0.075

Non-� events 0.321 0.046 -0.005 -0.011

Total 0.905 -0.252 0.003 0.116

Table 3: Systematic errors in aw
�
and dw

�
.

Source Re(aw
�
) Im(aw

�
) Re(dw

�
) Im(dw

�
)

(10�3) (10�3) (10�17e � cm) (10�17e � cm)

detector e�ects 0.585 0.120 0.134 0.067

QED rad. corr. 0.421 0.185 0.224 0.099

Non-� events 0.189 0.087 0.108 0.048

Total 0.745 0.237 0.282 0.129
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