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#### Abstract

We report a new measurement of $R_{c}$ using data obtained with the SLD detector in 1993-1997. This measurement uses a double tag technique, where the selection of a $c$ hemisphere is based on the reconstructed mass of the charm hadron decay vertex. The method uses the 3D vertexing capabilities of SLD's CCD vertex detectors and the small and stable SLC beams to obtain a high $c$-tagging efficiency and purity of $15 \%$ and $69 \%$, respectively. We obtain a preliminary $93-97$ result of $R_{c}=0.1794 \pm$ $0.0085_{\text {stat. }} \pm 0.0061_{\text {syst }}$.
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## 1 Introduction

A measurement of the fraction of hadronic $Z^{0}$ decays into charm quarks, $R_{c}=\Gamma_{Z^{0} \rightarrow c \bar{c}} / \Gamma_{Z^{0} \rightarrow \text { had }}$, is a valuable test of the electroweak theory of the SM. In this paper we present a preliminary measurement of $R_{c}$ with the SLD detector using a new, self-calibrating, double-tag method. The systematic uncertainties for this method are small and mostly uncorrelated with the errors from semi-leptonic or charm counting measurements of $R_{c}$.

A previous measurement of $R_{b}$ by SLD introduced the mass tag [1] to identify B hadrons with high efficiency and purity. This same mass tag is used in this analysis of $R_{c}$. Both the 1993-1995 period, with the old VXD2 detector, and the 1996-1997 SLD run with the upgraded vertex detector VXD3 [2] have been analyzed. This measurement is an update of a previously presented result on our 1993-1996 dataset [3]. A total of $300 \mathrm{k} Z^{0}$ events were used in this analysis. A detailed description of the SLD detector can be found elsewhere [4].

## 2 Method

Hadronic events are divided into two hemispheres by the plane perpendicular to the thrust axis of the event. Each hemisphere is then individually tagged for the presence of a B hadron ( $b$-tag) or a D hadron ( $c$-tag). The $b$ tag has relatively little contamination from charm and $u d s$, the $c$ tag selects a mixture of $b$ and $c$ with little $u d s$ background. The fraction of hemispheres tagged as originating from b quarks is given by

$$
F_{s}=R_{b} \epsilon_{b}+R_{c} \epsilon_{c}+\left(1-R_{c}-R_{b}\right) \epsilon_{u d s}
$$

and the fraction of events with both hemispheres tagged as originating from a b quark is given by

$$
F_{d}=R_{b}\left(\epsilon_{b}^{2}+\lambda_{b}^{h}\left(\epsilon_{b}-\epsilon_{b}^{2}\right)\right)+R_{c}\left(\epsilon_{c}^{2}+\lambda_{c}^{h}\left(\epsilon_{c}-\epsilon_{c}^{2}\right)\right)+\left(1-R_{c}-R_{b}\right) \epsilon_{u d s}^{2}
$$

The above two equations are solved for $R_{b}$ and the efficiency for tagging a B hadron, $\epsilon_{b}$. The efficiencies for tagging charm, $\epsilon_{c}$, and uds, $\epsilon_{u d s}$, as well as the bottom and charm correlations for tagging both hemispheres in an event, $\lambda_{b}^{h}$ and $\lambda_{c}^{h}$, respectively, are taken from Monte Carlo (MC) studies. The fraction of hemispheres tagged by the $c$-tag is:

$$
G_{s}=R_{b} \eta_{b}+R_{c} \eta_{c}+\left(1-R_{c}-R_{b}\right) \eta_{u d s}
$$

and the fraction of events with both hemispheres tagged with a $c$-tag.

$$
G_{d}=R_{b}\left(\eta_{b}^{2}+\lambda_{b}^{l}\left(\eta_{b}-\eta_{b}^{2}\right)\right)+R_{c}\left(\eta_{c}^{2}+\lambda_{c}^{l}\left(\eta_{c}-\eta_{c}^{2}\right)\right)+\left(1-R_{c}-R_{b}\right) \eta_{u d s}{ }^{2}
$$

In addition we have the fraction of events with a $b$ tag on one side and a $c$ tag on the other side.

$$
M=R_{b} \epsilon_{b} \eta_{b}+R_{c} \epsilon_{c} \eta_{c}+\left(1-R_{c}-R_{b}\right) \epsilon_{u d s} \eta_{u d s}
$$

For the last 3 equations, the uds efficiency $\left(\eta_{u d s}\right)$ and the correlations are again taken from Monte Carlo. $R-c$ and $\epsilon_{b}$ are known fro the first two equations and we are left with 3 equations with three unknowns. This gives us a determination of $R_{c}$ and $\eta_{c}$ from the data.

## 3 Event Selection

Hadronic event selection is based on the visible energy and track multiplicity in the event. The visible energy is measured using central drift chamber (CDC) tracks and must exceed 18 GeV . There must be at least 7 CDC tracks, 3 of which are reconstructed with hits in the vertex detector, We also require that the thrust axis, measured from calorimeter clusters, satisfies $|\cos \theta|<0.75$. This insures that the event is well contained within the acceptance of the vertex detector. All detector elements are also required to be fully operational. Additionally, we restrict events to 3 jets or less to make sure that we have well defined hemispheres. Jets being defined by the JADE algorithm [5] with a ycut $=0.02$ A total of 66 K events pass the above hadronic event selection and jet cuts in the 1997 data. Background, predominately due to taus, is estimated at $<0.1 \%$.

The SLC interaction point (IP) has a size of approximately $(1.5 \times 0.5 \times 700) \mu m$ in $(x, y, z)$. The motion of the IP $x y$ position over a short time interval is estimated to be $7 \mu m$. Since this motion is smaller than the $x y$ resolution for fitting tracks to find the primary vertex (PV) in a given event, we use the average IP position, $\langle I P\rangle$, for the $x$ and $y$ coordinates of the primary vertex. The average is obtained from tracks with hits in the vertex detector in 30 sequential hadronic events. The $z$ coordinate of the PV is determine from each event separately. This results in a PV uncertainty of $7 \mu m$ transverse and $20 \mu m$ longitudinally to the beam direction. By averaging over many hadronic events to find the primary vertex $x y$, we are able to reduce significantly the systematic error introduced from the PV uncertainty.

### 3.1 Track Selection

Reconstruction of the mass of heavy hadrons is preceded by first identifying secondary vertices in each hemisphere. Only tracks that are well measured are included in the vertex and mass reconstruction. Tracks are required to have at least 23 CDC hits and start within a radius of 50 cm of the IP . The CDC track is also required to extrapolate to within 1 cm of the IP in $x y$ and within 1.5 cm of the PV in $z$. We require two hits in the vertex detector, VXD3. The combined drift chamber + vertex detector fit must satisfy $\chi^{2} /$ d.o.f. $<8 \mid \cos \theta<0.87$. Tracks with an $x y$ impact parameter $>3.0 \mathrm{~mm}$ or an $x y$ impact parameter error $>250 \mu m$ with respect to the IP are removed from consideration in the vertex and mass reconstruction.

### 3.2 Vertex Mass Reconstruction

Secondary vertex identification is done using a topological vertexing method [6]. This method searches for space points in 3D where track density functions have a maximum. Each track is parameterized by a Gaussian density tube with a width equal to the uncertainty in the measured track position at the IP. Points in space where there is a large overlap of Gaussian probability tubes is considered as a possible vertex point. By clustering maxima in the
overlap density distribution, secondary vertices are found for the two hemispheres. We find secondary vertices in approximately $65 \%$ of all b hemispheres, $20 \%$ for charm, and less than $1 \%$ for $u d s$ hemispheres.

Only vertices that are significantly displaced from the PV are considered to be possible B or D hadron decay vertices. The distance between the PV and the secondary vertex is required to be at least $4 \sigma$.

Due to the cascade nature of the B decay, tracks from the decay may not all originate from the same space point. This creates a problem if we want to accurately reconstruct the invariant mass of the B hadron decay vertex. Therefore, a process of adding tracks to the secondary vertex has been developed to pick up these tracks. A track is attached to the secondary vertex if

- the impact parameter, T, to the PV-secondary vertex axis, is $<1 \mathrm{~mm}$,
- the distance, L, along he axis to this point, is $>0.5 \mathrm{~mm}$, and
- $L / D>0.25$, where D is the secondary vertex decay distance.

The first cut ensures that the added track is close to the secondary vertex. The second and third cuts prevent the addition of tracks that are consistent with coming from the IP.

The mass of the secondary vertex is calculated using the tracks that are associated with the vertex. These include the tracks that have been added using the above procedure. Each track is assigned the mass of the charged pion and the invariant mass of the vertex is then calculated. The reconstructed mass is corrected to account for neutral particles. Using kinematic information from the vertex flight path and the momentum sum of the tracks associated with the secondary vertex, we add a minimum amount of missing momentum to the invariant mass. This is done by assuming the true B hadron momentum is in a direction along the vertex flight path, and taking the errors on the IP and secondary vertex into account. This $p_{t}$ corrected mass is given by

$$
M_{c}=\sqrt{M^{2}{ }_{t k}+P_{t}^{2}}+\left|P_{t}\right|
$$

where $M_{t k}$ is the reconstructed mass for the tracks associated with the secondary vertex. We restrict the contribution to the invariant mass that the additional transverse momentum adds to be less than the initial mass of the secondary vertex. This cut ensures that poorly measured vertices in $u d s$ events do not leak into the sample by adding in large $P_{t}$. Monte Carlo and data comparisons for the $P_{t}$ corrected mass $\left(M_{c}\right)$ distributions can be seen in figure 1.

### 3.3 Flavor Tag

A bottom tag is defined as a hemisphere with an invariant mass above 2 GeV . The intermediate mass region, between 0.55 and 2 GeV contains a mixture of $b$ and $c$, with a small $u d s$


Figure 1: Vertex mass corrected for missing $p_{t}$ for data and MC. The dark shaded area ere the $u d s$ events, the light shaded area $c$ events and the white area the $b$ events.
background. We define some additional cuts to reject $b$ and $u d s$. A charm tag is defined as follows:

- $0.55<M_{c}<2 \mathrm{GeV}$
- Vertex momentum $\left(P_{V}\right)$ greater than 5 GeV .
- Fragmentation cut: $15 M_{c}-P_{V}<10$. This uses the fact that D hadrons from charm have a higher momentum for the same mass than those from $b$ quarks. The effect of this cut can be seen in fig. 2.


## 4 Results

For 1997 the measured efficiency is $\eta_{c}=15.4 \pm 1.3 \%$ for charm events, with a purity of $\pi_{c}=69 \pm 2 \%$, again in agreement with the Monte Carlo values of $\eta_{c}^{M C}=15.2 \%$ and $\pi_{c}^{M C}=69 \%$. The efficiency for the $\operatorname{tag}$ is $\epsilon_{b}=0.499$ at a purity of 0.98 . The background is made up of $3 \%$ uds and $28 \%$. The Monte Carlo sample was made up of 529 k generic $q \bar{q}$, $418 \mathrm{k} b \bar{b}$ and 198k $c \bar{c}$. The correlations are: $\lambda_{c}^{l}=-0.00002, \lambda_{b}^{l}=-0.0078$ and $\lambda_{b}^{h}=0.0010$. The $R_{c}$ value extracted from 66 k selected events in 1997 is:

$$
R_{c}=0.1785 \pm 0.0118
$$



Figure 2: Vertex momentum as a function of vertex mass for $c$ (left) and $b$ (right) events

Combined with our 1993-1996 results[3] this gives us an average of:

$$
R_{c}=0.1794 \pm 0.0085
$$

## 5 Systematic Errors

The systematic uncertainty in measuring $R_{c}$ is due to a combination of MC and detector related quantities. Each contribution to the error manifests itself though the uds efficiency and charm and bottom correlations. The systematic errors are given in table 1 and described below.

### 5.1 Detector Systematic Error

The Monte Carlo contains slightly more reconstructed tracks than the data. Therefore, tracks are randomly removed from the MC depending on the transverse momentum, $p_{t}, \phi$, and $\cos \theta$ of the track, so that the multiplicity in the data and MC for all hadronic events agree. The systematic error due to this efficiency correction is obtained by assigning an error equal to the change in $R_{c}$ when the analysis is done with and without the corrections.

Similarly, the impact parameter resolution of MC tracks is better than data tracks. Therefore, the impact parameters in the MC are smeared so that the distributions agree well with the data distributions. For the 1997 analysis we apply a smearing of $9 \mu m$ in $r z$. The full difference in $R_{c}$ introduced by the smearing process is estimated as the systematic error.

Simulation errors which affect the tagging efficiency are studied by comparing data and MC $\phi$ and $\cos \theta$ distributions of the $c$-tagging rates, and a systematic error is assigned to the difference. Finally the event selection introduces a small bias in $R_{c}$ and $R_{b}$. We take the full effect as a systematic error.

| Source | $\delta R_{c}$ |
| :--- | :---: |
| MC statistics | 0.0013 |
| Detector Effects |  |
| resolution smearing | 0.0013 |
| event selection, $100 \%$ | 0.0005 |
| track efficiency | 0.0017 |
| tag cos $\theta$ variation | 0.0012 |
| Physics effects |  |
| charm systematics | 0.0016 |
| b systematics | 0.0004 |
| IP correlation | 0.0036 |
| $g \rightarrow b \bar{b}, c \bar{c}:$ | 0.0015 |
| hard gluon radiation | 0.0015 |
| uds background, $25 \%$ | 0.0030 |
| total | 0.0061 |

Table 1: Systematic errors on $R_{c}$ for the 93-95 and 96 data

### 5.2 Physics Systematic Error

Since the efficiencies for $b$ and $c$ quarks are obtained from data we expect the systematic errors from $b$ and $c$ physics effects to come only through the hemisphere correlations and to be small. We vary the production rates, lifetimes and decay multiplicities according to the recommendations of the LEP Electroweak Working Group[8].

The two significant sources of systematic errors from light quark events come from the uncertainties in long lived strange particle production and gluon splitting into heavy quark pairs.

The uncertainty in the charm-tag efficiency for $u, d$ and $s$ is estimated from a light flavor tag. We require a charm tag on one side and no tag, with no track significantly away from the IP, on the other side. The difference in tagging rate between data and Monte Carlo is assumed to be caused by the light flavors only. From this we estimate the uncertainty in the $u d s$ fraction to be less than $25 \%$. This difference is used to estimate the systematic error in $R_{c}$ from light flavor background.

For gluon splitting effects, the $g \rightarrow b \bar{b}$ and $g \rightarrow c \bar{c}$ production rates are varied according to the OPAL $g \rightarrow c \bar{c}$ measurement [7] and the theoretical prediction for the ratio of $g \rightarrow b \bar{b} / g \rightarrow c \bar{c}$ [8].

Hard gluon radiation effects are estimated from $\pm 30 \%$ variation of the fraction of MC events where both $B$ or $D$ hadrons are contained within the same hemisphere and a hard gluon is in the other.

One important correlation between the two hemispheres is through the primary vertex. We take the difference between $R_{c}$ measured with the reconstructed IP and $R_{c}$ measured with a Monte Carlo event true IP as a preliminary estimate of the systematic uncertainty coming from IP correlations.

This leads us to the following preliminary result for 97 :

$$
R_{c}=0.1776 \pm 0.0119 \pm 0.0055
$$

Combining it with our 1993-1996 result[3] gives our preliminary 93-97 result:

$$
R_{c}=0.1794 \pm 0.0085 \pm 0.0061
$$

This number includes a correction for the event selection bias and the photon exchange interference.

## 6 Conclusions

We have updated our measurement of $R_{c}$ using a double tag method that uses some of the unique features of the SLD detector. Our updated result based on 350 K hadronic $Z^{0}$ is

$$
R_{c}=0.1794 \pm 0.0085 \pm 0.0061 \quad \text { SLD 93-97 Preliminary }
$$

This result is still statistically limited and agrees with the SM expectation of 0.172 . The statistical error is comparable to most of the LEP measurements and the systematic errors are small and mostly uncorrelated with those from existing methods.
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