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#### Abstract

We present a preliminary direct measurement of the parity violating coupling of the $Z^{0}$ to strange quarks, $A_{s}$, derived from a sample of approximately 300,000 hadronic decays of $Z^{0}$ bosons produced with a polarized electron beam and recorded by the SLD experiment at SLAC between 1993 and 1997. $Z^{0} \rightarrow s \bar{s}$ events are tagged by the presence in each event hemisphere of a high-momentum $K^{ \pm}, K_{s}^{0}$ or $\Lambda^{0} / \bar{\Lambda}^{0}$ identified using the Cherenkov Ring Imaging Detector and/or a mass tag. The CCD vertex detector is used to suppress the background from heavy flavor events. The strangeness of the tagged particle is used to sign the event thrust axis in the direction of the initial $s$ quark. The coupling $A_{s}$ is obtained directly from a measurement of the left-right-forward-backward production asymmetry in polar angle of the tagged $s$ quark. To reduce the model dependence of the measurement, the background from $u \bar{u}$ and $d \bar{d}$ events is measured from the data, as is the analyzing power of the method for $s \bar{s}$ events. We measure $A_{s}=0.82 \pm 0.10$ (stat.) $\pm 0.07$ (syst.)(preliminary).
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## 1. Introduction

Measurements of the fermion production asymmetries in the process $e^{+} e^{-} \rightarrow Z^{0} \rightarrow f \bar{f}$ provide information on the extent of parity violation in the coupling of the $Z^{0}$ boson to fermions of type $f$. At Born level, the differential production cross section can be expressed in terms of $x=\cos \theta$, where $\theta$ is the polar angle of the final state fermion $f$ with respect to the electron beam direction:

$$
\begin{equation*}
\sigma^{f}(x)=\frac{d \sigma}{d x} \propto\left(1-A_{e} P_{e}\right)\left(1+x^{2}\right)+2 A_{f}\left(A_{e}-P_{e}\right) x \tag{1}
\end{equation*}
$$

where $P_{e}$ is the longitudinal polarization of the electron beam, the positron beam is assumed unpolarized, and the asymmetry parameters $A_{f}=2 v_{f} a_{f} /\left(v_{f}^{2}+a_{f}^{2}\right)$ are defined in terms of the vector $\left(v_{f}\right)$ and axial-vector $\left(a_{f}\right)$ couplings of the $Z^{0}$ to fermion $f$. The Standard Model (SM) predictions for the values of the asymmetry parameters, assuming $\sin ^{2} \theta_{w}=0.23$, are $A_{e}=A_{\mu}=A_{\tau}=0.16, A_{u}=A_{c}=A_{t}=0.67$ and $A_{d}=A_{s}=A_{b}=0.94$.

If one measures the polar angle distribution for a given final state $f \bar{f}$, one can derive the forward-backward production asymmetry:

$$
\begin{equation*}
A_{F B}^{f}=\frac{3}{4} \frac{A_{e}-P_{e}}{1-A_{e} P_{e}} A_{f} \tag{2}
\end{equation*}
$$

which depends on both the initial and final state asymmetry parameters as well as on the beam polarization. For zero polarization, one measures the product of couplings $A_{e} A_{f}$, which has a rather small value since $A_{e}=0.16$. If one measures the distributions in equal luminosity samples taken with negative and positive beam polarization of magnitude $P_{e}$, then one can derive the left-right-forward-backward asymmetry:

$$
\begin{equation*}
\tilde{A}_{F B}^{f}=\frac{3}{4}\left|P_{e}\right| A_{f} \tag{3}
\end{equation*}
$$

which is insensitive to the initial state coupling.
It is important to measure as many of these asymmetry parameters as possible, in order to test the SM predictions of lepton, up-quark and down-quark universality. A
number of previous measurements have been made by experiments at LEP and SLC of $A_{e}, A_{\mu}, A_{\tau}, A_{c}$ and $A_{b}[1]$. The leptonic final states are identified easily by their low track multiplicities and identification of the stable leptons. The $c \bar{c}$ final state can be identified by exclusive or partial reconstruction of the leading charmed hadron in a hadronic jet. The $b \bar{b}$ final state can be tagged by the presence of a lepton with high momentum transverse to the jet axis or of a decay vertex displaced from the primary interaction point, indicating the presence of a leading $B$ hadron in the jet. In contrast, very few measurements exist for the light flavor quarks, due to the difficulty of tagging specific light flavors. It has recently been demonstrated experimentally [2] that light flavored jets can be tagged by the presence of a high-momentum 'leading' identified particle that has a valence quark of the desired flavor, for example a $K^{-}\left(K^{+}\right)$meson could tag an $s(\bar{s})$ jet. However the background from other light flavors (a $\bar{u}$ jet can also produce a leading $K^{-}$), decays of $B$ and $D$ hadrons, and nonleading kaons in events of all flavors is large, and neither the signal nor the background has been well measured experimentally.

The DELPHI collaboration has measured [3] the polar angle production asymmetries of $K^{ \pm}$mesons in the momentum range $10<p<18 \mathrm{GeV} / \mathrm{c}, \Lambda^{0} / \bar{\Lambda}^{0}$ baryons in the momentum range $11.41<p<22.82 \mathrm{GeV} / \mathrm{c}$ and neutral hadronic calorimeter clusters with $E>15 \mathrm{GeV}$, from which they have measured $A_{F B}^{s}=0.131 \pm 0.035($ stat. $) \pm$ 0.013 (syst.) and $A_{F B}^{d, s}=0.112 \pm 0.031$ (stat.) $\pm 0.054$ (syst.), respectively. However the extraction of the asymmetry parameters from the measured production asymmetries is model dependent. The OPAL collaboration has measured [4] the production asymmetries of a number of identified particle species with $x_{p}=2 p / E_{c m} \geq 0.5$, where $E_{c m}$ denotes the center-of-mass energy in the event, and has determined most of the background contributions and analyzing powers from double-tagged events in the data. This eliminates most of the model dependence, but results in limited statistical precision, $A_{F B}^{u}=0.040 \pm 0.067($ stat. $) \pm 0.028($ syst. $), A_{F B}^{d, s}=0.068 \pm 0.035($ stat. $) \pm 0.011$ (syst.).

In this paper we present a measurement of the asymmetry parameter for strange
quarks, $A_{s}$, using a sample of 300,000 hadronic $Z^{0}$ decays recorded by the SLD experiment at the SLAC Linear Collider between 1993 and 1997, with an average electron beam polarization of $74 \%$. Hemispheres are tagged as $s(\bar{s})$ by the presence of a $K^{-}$ $\left(K^{+}\right)$meson identified by the Cherenkov Ring Imaging Detector (CRID) or a $\Lambda^{0}\left(\bar{\Lambda}^{0}\right)$ hyperon tagged using a combination of flight distance and CRID information. The background from heavy flavor events ( $c \bar{c}$ and $b \bar{b}$ ) was suppressed using lifetime information, allowing the use of relatively low-momentum identified kaons to tag $s$ or $\bar{s}$ jets. The background from the other light flavors ( $u \bar{u}$ and $d \bar{d}$ ) was suppressed by the additional requirement of a high-momentum identified strange particle in the opposite hemisphere of the event. This analysis is discussed in section 3. The asymmetry parameter was extracted from a simultaneous fit to the polar angle distributions measured with left- and right-handed electron beams, as discussed in section 4, which is insensitive to the initial state coupling. The analyzing power of the tags for true $s \bar{s}$ events, as well as the relative contribution of $u \bar{u}+d \bar{d}$ events were determined from the data as described in section 5. This procedure removes much of the model dependence, yielding an error that is statistically dominated.

## 2. Apparatus and Hadronic Event Selection

A general description of the SLD can be found elsewhere [5]. The trigger and initial selection criteria for hadronic $Z^{0}$ decays are described in Ref. [6]. This analysis used charged tracks measured in the Central Drift Chamber (CDC) [7] and Vertex Detector (VXD) [8], and identified using the Cherenkov Ring Imaging Detector (CRID) [9]. Momentum measurement is provided by a uniform axial magnetic field of 0.6 T . The CDC and VXD give a momentum resolution of $\sigma_{p_{\perp}} / p_{\perp}=0.01 \oplus 0.0026 p_{\perp}$, where $p_{\perp}$ is the track momentum transverse to the beam axis in $\mathrm{GeV} / c$. One half of the data were taken with the original vertex detector (VXD2), and the other half with the upgraded detector (VXD3). In the plane normal to the beamline the centroid of
the micron-sized SLC interaction point (IP) was reconstructed from tracks in sets of approximately thirty sequential hadronic $Z^{0}$ decays to a precision of $\sigma_{I P} \simeq 7 \mu \mathrm{~m}$ for the VXD2 data and $\simeq 5 \mu \mathrm{~m}$ for the VXD3 data. Including the uncertainty on the IP position, the resolution on the charged track impact parameter $(d)$ projected in the plane perpendicular to the beamline is $\sigma_{d}=11 \oplus 70 /\left(p_{\perp} \sin ^{3 / 2} \theta\right) \mu \mathrm{m}$ for VXD2 and $\sigma_{d}=9 \oplus 29 /\left(p_{\perp} \sin ^{3 / 2} \theta\right) \mu \mathrm{m}$ for VXD3, where $\theta$ is the track polar angle with respect to the beamline. The CRID comprises two radiator systems that between them identify charged pions with high efficiency and purity in the momentum range $0.3-35 \mathrm{GeV} / \mathrm{c}$, charged kaons in the ranges $0.75-6 \mathrm{GeV} / \mathrm{c}$ and $9-35 \mathrm{GeV} / \mathrm{c}$, and protons in the ranges $0.75-6 \mathrm{GeV} / \mathrm{c}$ and $10-46 \mathrm{GeV} / \mathrm{c}$ [10]. The event thrust axis [11] was calculated using energy clusters measured in the Liquid Argon Calorimeter [12].

A set of cuts was applied to the data to select well-measured tracks and events well contained within the detector acceptance. Charged tracks were required to have a distance of closest approach transverse to the beam axis within 5 cm , and within 10 cm along the axis from the measured IP, as well as $|\cos \theta|<0.80$, and $p_{\perp}>0.15 \mathrm{GeV} / \mathrm{c}$. Events were required to have a minimum of seven such tracks, a thrust axis polar angle w.r.t. the beamline, $\theta_{T}$, within $\left|\cos \theta_{T}\right|<0.71$, and a charged visible energy $E_{v i s}$ of at least 20 GeV , which was calculated from the selected tracks assigned the charged pion mass. The efficiency for selecting a well-contained $Z^{0} \rightarrow q \bar{q}(g)$ event was estimated to be above $96 \%$ independent of quark flavor.

In order to reduce the effects of decays of heavy hadrons, we selected light flavor events ( $u \bar{u}, d \bar{d}$ and $s \bar{s}$ ) by requiring each high-quality [13] track in the event to have a transverse impact parameter with respect to the IP of less than three times its estimated error. Finally, the CRID was required to be operational. The selected sample comprised roughly 94,000 events, with an estimated background contribution of $13 \%$ from $c \bar{c}$ events, $1 \%$ from $b \bar{b}$ events, and a non-hadronic background contribution of $0.10 \pm 0.05 \%$, dominated by $Z^{0} \rightarrow \tau^{+} \tau^{-}$events.

For the purpose of estimating the efficiency and purity of the event flavor tagging
and the particle identification, we made use of a detailed Monte Carlo (MC) simulation of the detector. The JETSET 7.4 [14] event generator was used, with parameter values tuned to hadronic $e^{+} e^{-}$annihilation data [15], combined with a simulation of $B$ hadron decays tuned [16] to $\Upsilon(4 S)$ data and a simulation of the SLD based on GEANT 3.21 [17]. Inclusive distributions of single-particle and event-topology observables in hadronic events were found to be well described by the simulation [6].

## 3. Selection of $s \bar{s}$ Events

After the event selection described in the previous section, $s \bar{s}$ events are selected by the presence of identified high-momentum $K^{ \pm}, K_{s}^{0}$ or $\Lambda^{0} / \bar{\Lambda}^{0}$. These particles are likely [2] to contain an initial $s / \bar{s}$ quark, but could also contain an initial $u$ and/or $d$ quark or be from the decay of a D or B hadron. In this analysis the strategy for reducing the model dependence of the result involves hard analysis cuts to suppress the non- $s \bar{s}$ background and enhance the analyzing power of the signal to a level where useful constraints can be obtained from the data.

The first step is the selection of strange particles. The CRID allows $K^{ \pm}$to be separated from $p / \bar{p}$ and $\pi^{ \pm}$with high purity for tracks with $p>9 \mathrm{GeV} / \mathrm{c}$ as described in detail in [10]. For the purpose of identifying $K^{ \pm}$, relatively loose quality cuts are applied. Tracks with poor CRID information or that are likely to have scattered or interacted before exiting the CRID are removed by requiring each track to have at least 40 CDC hits, at least one of which is at a radius of at least 92 cm , to extrapolate through an active region of the CRID gas radiator and through a live CRID TPC. For the remaining tracks log-likelihoods $[10,18]$ are calculated for the CRID gas radiator for each of the three charged hadron hypotheses $\pi^{ \pm}, K^{ \pm}$and $p / \bar{p}$. A track is tagged as a $K^{ \pm}$by the gas system if the log-likelihood for this hypothesis exceeds both of the other $\log$-likelihoods by at least 3 units. Figure 1 shows the momentum distribution of identified $K^{ \pm}$for our data and Monte Carlo simulation. The shape of the data
distribution is well described by the simulation, however, the normalization of the simulated distribution for $p>12 \mathrm{GeV} / \mathrm{c}$ appears to be too low compared with the data. We correct this difference for a later comparison of quantities in the data and the simulation given below. We thus apply a momentum-independent normalization correction of $2.7 \%$ to the simulation in order to improve the overall agreement, and retain this correction for the studies in this and the following sections. The effect of this correction on the final result will be discussed in section 5 . The average purity of the $K^{ \pm}$sample was estimated using the simulation to be $89 \%$.

The selection of $K_{s}^{0}$ and $\Lambda^{0} / \bar{\Lambda}^{0}$ is also described in detail in [10]. Briefly, $K_{s}^{0}$ and $\Lambda^{0} / \bar{\Lambda}^{0}$ are reconstructed in the modes $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}(\mathrm{BR} \approx 69 \%)$ and $\Lambda^{0}\left(\bar{\Lambda}^{0}\right) \rightarrow$ $p(\bar{p}) \pi^{\mp}(\mathrm{BR} \approx 64 \%)$ and are identified by their long flight distance, reconstructed mass, and accuracy of pointing back to the primary interaction point. $K_{s}^{0}$ and $\Lambda^{0} / \bar{\Lambda}^{0}$ are required to have $p>5 \mathrm{GeV} / \mathrm{c}$. Pairs of tracks with invariant mass $m_{\pi \pi}$ within 12 $\mathrm{MeV} / c^{2}$ of the nominal $K_{s}^{0}$ mass are identified as $K_{s}^{0}$. Figure 1 gives the momentum distribution for the $K_{s}^{0}$ sample. The Monte Carlo simulation for the $K_{s}^{0}$ momentum has an excess for low momenta. For the reason given in the previous paragraph, we correct this discrepancy in the simulation by applying a simple (linear) momentum-dependent correction factor to the number of simulated $K_{s}^{0}$ candidates with $p<15 \mathrm{GeV} / \mathrm{c}$; this procedure rejects a total of $4.6 \%$ of the simulated $K_{s}^{0}$ sample. This correction is used in the following comparisons between data and simulation and its systematic effect will be discussed in section 5 . The simulation predicts that the average purity of the $K_{s}^{0}$ sample is $91 \%$.

In the case of the $\Lambda^{0} / \bar{\Lambda}^{0}$, information from the Cherenkov Ring Imaging Detector is used to identify the $p / \bar{p}$ candidate. $\Lambda^{0} / \bar{\Lambda}^{0}$ are identified by requiring the invariant mass of pairs of tracks, $m_{p \pi}$, to be within $5 \mathrm{MeV} / c^{2}$ of the nominal $\Lambda^{0} / \bar{\Lambda}^{0}$ mass and at least one of the following sets of requirements to be passed: i.) the candidate is not contained within $36 \mathrm{MeV} / c^{2}$ of the nominal $K_{s}^{0}$ mass, or ii.) the high-momentum track is identified as a proton by the particle ID system, or iii.) the candidate is
not contained within $12 \mathrm{MeV} / c^{2}$ of the nominal $K_{s}^{0}$ mass and the pion hypothesis for the high-momentum track is rejected by the particle ID system. Figure 1 gives the momentum distribution for the $\Lambda^{0} / \bar{\Lambda}^{0}$ sample. The Monte Carlo simulation predicts too many low-momentum $\Lambda^{0} / \bar{\Lambda}^{0}$ candidates, and similar to the case in the $K_{s}^{0}$ sample, we correct this discrepancy in the simulation by applying a simple (linear) momentumdependent correction factor to the number of simulated $\Lambda^{0} / \bar{\Lambda}^{0}$ candidates with $p<20$ $\mathrm{GeV} / \mathrm{c}$; this procedure rejects a total of $7.2 \%$ of the simulated $\Lambda^{0} / \bar{\Lambda}^{0}$ sample. Again, this correction is retained and its systematic effect will be discussed in section 5. The simulation predicts that the average purity of the $\Lambda^{0} / \bar{\Lambda}^{0}$ sample is $84 \%$.

These strange particles are then used to tag $s$ and $\bar{s}$ jets as follows. The event is divided into two hemispheres by a plane perpendicular to the thrust axis. We require each of the two hemispheres to contain at least one identified strange particle ( $K^{ \pm}, K_{s}^{0}$ or $\Lambda^{0} / \bar{\Lambda}^{0}$ ); for hemispheres with multiple strange particles we only consider the one with the highest momentum. We require at least one of the two hemispheres to have definite strangeness (i.e. to contain a $K^{ \pm}$or $\Lambda^{0} / \bar{\Lambda}^{0}$ ). In events with two hemispheres of definite strangeness, the two hemispheres are required to have opposite strangeness (e.g. $K^{+} K^{-}$). This procedure increases the $s \bar{s}$ purity substantially compared with a single tag; thus, for these events, the model dependence of the measurement (section 4) is reduced. Table 1 summarizes the composition of the selected event sample for data and simulation for each of the 5 tagging modes used. The number of events for each mode shown is in good agreement with the Monte Carlo prediction. The $s \bar{s}$ purity and $s \bar{s}$ analyzing power were estimated from the simulation.

The $K^{ \pm} K^{\mp}$ mode and the $K^{ \pm} K_{s}^{0}$ mode dominate the sample and the $K^{ \pm} K^{\mp}$ mode has the highest $s \bar{s}$ purity. The combined $s \bar{s}$ purity of all modes is $69 \%$, and the predicted background in the selected event sample consists of $10 \% u \bar{u}, 9 \% d \bar{d}, 11 \% c \bar{c}$, and $1 \%$ $b \bar{b}$ events.

Table 1: Summary of selected event sample for 5 modes in data and simulation.

| Mode | Data | MC prediction | $s \bar{s}$ purity | $s \bar{s}$ analyzing power |
| :---: | :---: | :---: | :---: | :---: |
| $K^{+} K^{-}$ | 619 | 620 | 0.76 | 0.94 |
| $K^{+} \Lambda^{0}, K^{-} \bar{\Lambda}^{0}$ | 86 | 82 | 0.65 | 0.86 |
| $\Lambda^{0} \bar{\Lambda}^{0}$ | 1 | 6 | 0.59 |  |
| $K^{ \pm} K_{s}^{0}$ | 502 | 531 | 0.64 | 0.68 |
| $\Lambda^{0} K_{s}^{0}, \bar{\Lambda}^{0} K_{s}^{0}$ | 52 | 52 | 0.54 | 0.44 |
| Total: | 1260 | 1291 | 0.69 | 0.82 |

The analyzing power is defined as:

$$
\begin{equation*}
a_{s}=\frac{N_{s}^{\text {right }}-N_{s}^{\text {wrong }}}{N_{s}^{\text {right }}+N_{s}^{\text {wrong }}} \tag{4}
\end{equation*}
$$

where $N_{s}^{\text {right }}\left(N_{s}^{\text {wrong }}\right)$ denotes the number of $s \bar{s}$ events in which a particle of negative strangeness is found in the true $s(\bar{s})$ hemisphere. The average analyzing power for all modes is predicted by the simulation to be 0.82 . The $K^{ \pm} K^{\mp}$ mode has a substantially higher analyzing power than the other modes.

The initial $s$ quark direction is approximated by the thrust axis, $\hat{t}$ of the event, signed to point in the direction of negative strangeness:

$$
\begin{equation*}
x=\cos \theta_{s}=S \frac{\vec{p} \cdot \hat{t}}{|\vec{p} \cdot \hat{t}|} \hat{t}_{z} \tag{5}
\end{equation*}
$$

where $S$ and $\vec{p}$ denote the strangeness and the momentum of the tagging particle.
Figure 2 shows the polar angle distributions, for all modes combined, of the signed thrust axis for left-handed $\left(P_{e}<0\right)$ and right-handed $\left(P_{e}>0\right)$ electron beams. The expected production asymmetries, of opposite sign for the left-handed and the righthanded beams, are clearly visible.

## 4. Extraction of $A_{s}$

$A_{s}$ is extracted from these distributions by a binned maximum likelihood fit. The fitting function is given by:

$$
\begin{equation*}
P(x)=D(x) \sum_{f} N_{f}\left(1+x^{2}+2(1+\delta) a_{f} A_{f} A_{Z} x\right) \tag{6}
\end{equation*}
$$

Here, the function $D(x)$ describes the $x$-dependence of the acceptance and the strange particle identification efficiencies. $N_{f}=N_{\text {events }} R_{f} \epsilon_{f}$ denotes the number of events in the sample of flavor $f(f=u, d, s, c, b)$ in terms of the number of selected hadronic events $N_{\text {events }}, R_{f}=\Gamma\left(Z^{0} \rightarrow f \bar{f}\right) / \Gamma\left(Z^{0} \rightarrow\right.$ hadrons $)$ and the tagging efficiencies $\epsilon_{f}$; $\delta=-0.013$ corrects for the effects of hard gluon radiation [19]; $a_{f}$ denotes the analyzing power for tagging the $f$ rather than the $\bar{f}$ direction; $A_{f}$ is the asymmetry parameter for flavor $f$; and $A_{Z}=\left(A_{e}-P_{e}\right) /\left(1-A_{e} P_{e}\right)$ (section 1).

The function $D(x)$ was calculated from the simulation and verified by comparing data and simulated $x$-distributions of identified $K^{ \pm}, K_{s}^{0}$, and $\Lambda^{0} / \bar{\Lambda}^{0}$. The parameters $\epsilon_{c}$, $\epsilon_{b}$, and $a_{c}, a_{b}$ for the heavy flavors are taken from the Monte Carlo simulation [16] since a number of independent measurements lead us to believe these parameters to be reliable within well defined uncertainties. The world average experimental measurements of the parameters $A_{c}, A_{b}, R_{c}, R_{b}$ [1] were used. The corresponding systematic uncertainties are small and are discussed below.

For the light flavors, the relevant parameters in the fitting function are derived where possible from the data. The total number of light flavor events, $N_{u d s}$, is determined by subtracting the number of heavy flavor events (obtained from the simulation) from the entire event sample. As discussed in the next section, the ratio $N_{u d} / N_{s}$ is determined from the simulation to be 0.27 and constrained by data. The asymmetry parameters $A_{u}$ and $A_{d}$ are set to the Standard Model values. The $s \bar{s}$ analyzing power, $a_{s}$, is determined from the simulation to be 0.82 (averaged over all modes) and constrained by data (section 5). The combined ( $u \bar{u}+d \bar{d}$ ) analyzing power, $a_{u d}$, is estimated to be -0.41 (section 5).

The result of the fit is shown as a histogram in Figure 2. The fit quality is good with a $\chi^{2}$ of 12.9 for 24 bins. Also included are our estimates of non- $s \bar{s}$ background. The cross-hatched histograms indicate $c \bar{c}+b \bar{b}$ backgrounds which are seen to show asymmetries of the same sign and similar slope to the total distribution. The hatched histograms indicate $u \bar{u}+d \bar{d}$ backgrounds showing asymmetries of the opposite sign and slope to the total distribution. The $A_{s}$ value extracted from the fit is $A_{s}=$ $0.82 \pm 0.10$ (stat.).

## 5. Systematic Errors and Checks

The understanding of the parameters used as inputs to the fitting function and of their uncertainties is crucial to this analysis. The characteristics of heavy flavor events relevant to this analysis have been measured experimentally, and our simulation $[14,15,17]$ has been tuned [16] to reproduce these results. The effect of uncertainties in the values of $R_{c}, R_{b}, A_{c}$ and $A_{b}$ were evaluated by varying those parameters by the uncertainties on their world average values [1]. Uncertainties in other measured quantities such as the $D$ and $B$ hadron fragmentation functions, the number of $K^{-}$and $K^{+}$mesons produced per $D$ or $B$ hadron decay, as well as a number of other quantities [6] were taken into account by varying each quantity in turn by plus and minus the error on its world average value. The sum in quadrature of these uncertainties was taken as the systematic error due to heavy flavor modelling and is listed in Table 2. This is a relatively small contribution to the total systematic error. Other small contributions to the systematic error include those from the $0.6 \%$ uncertainty in the correction for the effect of hard gluon radiation, and the $0.8 \%$ uncertainty in the beam polarization.

For the light flavors, there are few experimental constraints on the relevant input parameters. Qualitative features such as leading particle production [2], short range rapidity correlations between high-momentum $K K$ and baryon-antibaryon pairs [20] and long-range correlations between several particle species [20] have been observed
experimentally, but these results are not sufficient to quantify the analyzing power of the strange-particle tag or the $u \bar{u}$ and $d \bar{d}$ background. Our Monte Carlo simulation provides a reasonable description of the above observations, and we have used our data to constrain the relevant input parameters in the context of our Monte Carlo model.

For the analyzing power in $s \bar{s}$ events, we note that there are only two ways to mistag an $s$ jet as an $\bar{s}$ jet: either the jet must contain a true $K^{+}$or $\bar{\Lambda}^{0}$ that satisfies our cuts, or we must mis-identify a $\pi^{+}$or $p$ as a $K^{+}$or reconstruct a fake $\bar{\Lambda}^{0}$. The Monte Carlo simulation predicts that the fraction of events with a mis-identified particle is negligible in tagged $s \bar{s}$ events, since the majority of high-momentum tracks in these events are kaons, and the relative $V^{0}$ fake rate is low. We have measured our misidentification rates in the data [10], and they contribute less than $0.2 \%$ to the wrong sign fraction, so we neglect this source of systematic uncertainty.

If a high-momentum $K^{+}$is produced in an $s$ jet, then there must be an associated strange particle in the jet, which will also tend to have high momentum. Including the leading strange particle, such a jet will contain one antistrange and two strange particles, all with relatively high momentum. We can therefore investigate the rate of production of these wrong-sign kaons by studying events in which we find three identified $K^{ \pm}$and/or $K_{s}^{0}$. Such events are expected to be fairly pure in $s / \bar{s}$, since a $u / \bar{u}$ or $d / \bar{d}$ jet would have to contain either four strange particles or two strange particles and one mis-identified particle in order to be selected. In order to obtain higher statistics for this study, we loosened the momentum cut on charged kaons to $p>8 \mathrm{GeV} / \mathrm{c}$ and did not require separation from protons for tracks with $8<p<11$ $\mathrm{GeV} / \mathrm{c}$. In our data we found 94 hemispheres containing three identified $K^{ \pm}$and/or $K_{s}^{0}$, compared with a Monte Carlo prediction of 99 . We subtracted the simulated non-s jet background of 37 events to yield a measured number of $57 \pm 10$ jets with 3 kaons, providing an $18 \%$ constraint on the number of $s \bar{s}$ events that could have the wrong sign. Since the Monte Carlo prediction is consistent with the data, we used the simulated $a_{s}=0.82$ as our central value for the analyzing power in $s \bar{s}$ events.

This constraint is not entirely model-independent, since we are relying on the model to predict the fraction of these jets in which all three kaons pass our momentum cuts, as well as the fraction in which the wrong-sign kaon is chosen as the tagging particle rather than either of the right-sign kaons. Therefore, we conservatively applied the $18 \%$ uncertainty to the wrong-sign fraction, resulting in a $4 \%$ uncertainty on $A_{s}$, as shown in Table 2. We repeated this check with our standard charged kaon selection, and also counted hemispheres containing a $K^{+} K^{+}$or $K^{-} K^{-}$pair, obtaining consistent but less precise constraints.

Table 2: Summary of systematic uncertainties.

| Source | Comments | Systematic variation | $\delta A_{s} / A_{s}$ |
| :---: | :---: | :---: | :---: |
| heavy flavor modelling | MC/world averages | Ref. [1, 15, 16] | 0.008 |
| hard gluon radiation | Stav-Olsen with <br> bias correction | $(1.3 \pm 0.6) \%$ | 0.006 |
| beam polarization | data | $(73.7 \pm 0.8) \%$ | 0.008 |
| $a_{s}$ | MC constrained by <br> 3 K jets in data | $0.82 \pm 0.03$ | 0.038 |
| $a_{u d}$ | $-a_{s}<a_{u d}<0$ <br> $A_{u d}$ | $-0.41 \pm 0.24$ | 0.071 |
| $N_{u d} / N_{s}$ | MC constrained by | $0.27 \pm 0.03$ | 0.037 |
| 2 K jets in data |  | - |  |
| $p$ distribution correction |  | (see text) | - |
| Total: |  |  | 0.089 |

The relative $u \bar{u}+d \bar{d}$ background level $N_{u d} / N_{s}$ was constrained from the data by exploiting the fact that an even number of strange particles must be produced in a $\mathrm{u} / \mathrm{d}$ jet, and that they appear in strange-antistrange pairs that have similar momenta.

We counted 585 hemispheres in the data containing an identified $K^{+}-K^{-}$pair and 387 hemispheres containing an identified $K^{ \pm}-K^{0}$ pair. The respective Monte Carlo predictions of 578 and 377 are consistent. After subtracting the predicted non- $u / d$ jet backgrounds, both of these two checks yielded $12 \%$ constraints on the $u \bar{u}+d \bar{d}$ background. We also counted events in the data that were tagged by kaons of the same sign in both hemispheres. The Monte Carlo prediction is consistent, but the constraint obtained is less precise. Again, we have used the Monte Carlo central value and, since the constraints are not completely model-independent, we have used the most precise one to estimate the systematic error.

The above checks are also sensitive to the analyzing power of $u \bar{u}+d \bar{d}$ events, $a_{u d}$. However, with the present event statistics we cannot obtain a tight constraint on this quantity. We therefore assume that $a_{u d}$ must be negative, since $u$ and $d$ jets must produce a leading $K^{+}$rather than $K^{-}$, and that the modulus of $a_{u d}$ must be less than that of $a_{s}$, since there is always a companion particle of opposite strangeness in a $u$ or $d$ jet that will tend to dilute the analyzing power. We take these as hard limits, $-0.82<a_{u d}<0$, use the middle of the range for our central value and assign an uncertainty equal to the range divided by $\sqrt{12}$. The simulation predicts a value of $a_{u d}=-0.38$, consistent with our estimate.

The effects on the central value of $A_{s}$ due to the corrections (section 3) of the Monte Carlo $K^{ \pm}, K_{s}^{0}$ and $\Lambda^{0} / \bar{\Lambda}^{0}$ momentum distributions were studied. It was determined that the changes in the $s \bar{s}$ purity and the analyzing power in $s \bar{s}$ events were small. The change in the central value of $A_{s}$ when these corrections were removed was smaller than any of the contributions listed in Table 2 and we considered it negligible. The individual systematic errors were added in quadrature to yield a total systematic error of $\delta A_{s} / A_{s}=0.089$, i.e. $\delta A_{s}=0.07$.

## 6. Summary and Conclusion

We have presented a preliminary direct measurement of the parity violating coupling of the $Z^{0}$ to strange quarks, $A_{s}$, derived from a sample of approximately 300,000 hadronic decays of $Z^{0}$ bosons produced with a polarized electron beam and recorded by the SLD experiment at SLAC between 1993 and 1997. The precision CCD vertex detector allows the suppression of the heavy flavor background, and the Cherenkov Ring Imaging Detector is crucial in the tagging of high-momentum $K^{ \pm}$and helps improve the $\Lambda^{0} / \bar{\Lambda}^{0}$ purity. The coupling $A_{s}$ is obtained directly from a measurement of the left-right-forward-backward production asymmetry in polar angle of the tagged $s$ quark. The background from $u \bar{u}$ and $d \bar{d}$ events is measured from the data, as is the analyzing power of the method for $s \bar{s}$ events.

A binned maximum likelihood fit is used to obtain the result:

$$
\begin{equation*}
A_{s}=0.82 \pm 0.10(\text { stat. }) \pm 0.07(\text { syst. })(\text { preliminary }) . \tag{7}
\end{equation*}
$$

This result is consistent with the Standard Model expectation for $A_{s}$. Our measurement can be used to test the universality of the coupling constants by comparing it with the world average value for $A_{b}$ [1]. The two measurements are consistent.

In order to compare with previous measurements of $A_{F B}^{s}$ and $A_{F B}^{d, s}$ (see section 1), we must assume a value of $A_{e}$. Using $A_{e}=0.1499$ [1] and neglecting the small uncertainty on $A_{e}$, the DELPHI measurements translate into $A_{s}=1.165 \pm 0.311$ (stat.) $\pm$ 0.116 (syst.) and $A_{d, s}=0.996 \pm 0.276$ (stat.) $\pm 0.480$ (syst.). Similarly, the OPAL measurement yields $A_{d, s}=0.605 \pm 0.311$ (stat.) $\pm 0.098$ (syst.). Our measurement is consistent with these and represents a substantial improvement in precision.
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Figure 1: Momentum distributions for selected (a) $K^{ \pm}$, (b) $K_{s}^{0}$ and (c) $\Lambda^{0} / \bar{\Lambda}^{0}$ candidates in the data (dots). Also shown is the Monte Carlo simulation (histogram). The Monte Carlo distributions were later corrected, as described in the text.


Figure 2: Polar angle distributions of the thrust axis, signed to point in the direction of negative strangeness, of the tagged strange particle, for negative (left) and positive (right) beam polarization. The dots show data and the histogram shows our fit to the data. Our estimates of the non- $s \bar{s}$ backgrounds are indicated by the shaded histograms.

