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Abstract 
The new Machine Protection System (MPS) now 

being tested at SLAC has a beam control subsystem 
resident in processors located close to the beam monitoring 
devices within the machine. There are two types of 
beam control micros: Algorithm Processors (AP’s) which 
colkt and evaluate data from monitoring devices, and 
a Supervisor (SUPE) which collects and evaluates data 
6rom all the AP’s. The SUPE also receives the global 
machine besmcode indicating beam presence, and passes 
it on to the AP’s. The SUPE receives the beamcode 
pattern from the Master Pattern Generator (MPG) via 
a shared-memory communication link. MIL1553 serial 
communication is used between the SUPE and the 
AP’s, and between the AP’s and the monitoring devices. 
Multitasking software is used to allow high priority 
handling of data evaluation and low priority handling of 
host/user interfacing and event reporting: Pipelining of 
data between acquisition and evaluation and reporting is 
used to accomodate the processing ,capacity, while still 

‘suppd‘tiing full processing at the 38OHz broadcast rate of 
the beamcode pattern. 

1. MOTIVATION 
. -- The- beam control subsystem of MPS does the actual 

per-beam data acquisition, data processing, and resultant 
beam control. Data from beam monitoring devices is 
acquired on a per-beam basis and processed to determine 
whether a machine-endangering condition (fault) has been 
detected. If a fault is found, then the data processing 
produces a result which indicates the rate at which the 
beam may be operated safely given the presence of the 
fault. when the fault is corrected, through steering or 
some other correction, the processing produces a result 
which requests that the beam operate at full rate again. 
If a fatal error internal to MPS occurs, the beam is 
completely disabled until the fatal flaw is corrected. The 
full functionality is documented elsewhere [l]. 

The per-beam data acquisition must be done at 
the same rate as the beam hrequency, and it must be 

‘done 8s soon as possible after the beam hss passed a 
given beam monitoring device, in order to acquire timely 
per-beam data such as material temperature and radiation 

_ level. The acquired data must be processed at the same 
frequency as well, in order to respond immediately to 
changes in per-beam data. High speed processors and 
communications and a fast realtime operating system are 
therefore required in the beam control VME crates. 

Processor and communication limitations necessitate 
the placement of several beam control micros along the 

* Work supported by Department of Energy contract 
DE-ACO3-76SFCO515. 

length of the accelerator machine, each acquiring a subset 
of available per-beam data. These are called Algorithm 
Processors (APs) because they process acquired data by 
passing it through a logic machine called an algorithm. 
An algorithm is a list of tests dictating the level at which 
the beam may operate for each state detected by the beam 
monitoring devices [2]. Each AP produces a single result 
indicating the level at which the beam may safely operate 
in that AP’s region of the machine. The results of all the 
APs are sent to the SUPE, a special consolidating AP. 
The SUPE prom the APs’ results by passing them 
through a supervisor-level algorithm, producing a single 
result which is used to control the beam. 

A secondary function of the beam control subsystem is 
to keep the operators in the main control center apprised 
of the machine status. Both APs and the SUPE report 
periodically which beam monitoring devices faulted and 
what beam level changes (events) have resulted. These 
reports are handled in the main control center VAX by 
the MPS code located there. 

2. HARDWARE ARCHITECTURE 
The beam monitoring devices have always been 

configured and read through CAMAC interfaces and 
SLAC’s SLCNET network. MPS adds an additional serial 
MIL1553B interface to these same devices which connects 
them to their respective APs. The APs are connected to 
the SUPE via MIL1553B also, and the SUPE is connected 
to the beam controlling Master Pattern Generator (MPG) 
via a shared memory interface. 

The AP and SUPE hardware consists of a 6-slot 
completely enclosed fan-cooled VME crate, each with a 
processor card and some number of 1553 cards. The SUPE 
also has a card for the MPG interface. The processor 
card is, currently, a Force CPU-30 68030 with ethernet. 
The VMEbssed 1553 card is adapted from work done at 
Fermilab. The SUPEto-MPG shared memory interface is 
Bit-3 which is commercially available. 

Both the APs and the SUPE are connected to the 
main control center VAX by LEBNET (Linac Ethernet 
Backbone NETwork). Figure 1 illustrates the hardware 
layout. 

3. SOFTWARE ARCHITECTURE 
The beam control micros use multitasking to support 

both high frequency per-beam processing together with 
low frequency user request interfacing and event reporting. 
Each of the lh&a on the micro generally hss a 
corresponding Manager on the VAX [3]. The operating 
system chosen for the micros wss pSOS+, in part because 
it had the best VMS cross development environment. 

All communication between the micro MPS tasks and 
the VAX MPS managers is over TCP/IP through the new 
Area Message Service (AMS) which makes software access 
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F igu re  1 . H a r d w a r e  layout.  

to  th e  e th e r n e t a p p e a r  i d e n tica l  to  th e  a l ready  exist ing 
sof tware access to  S L C N E T  [4 ]. T h e  S low Task a lso  m a k e s  
direct  N F S  cal ls to  acqu i re  a lgor i thm descr ip t ion  files  f rom 
th e  V A X . T h e r e  a r e  two ru les  a b o u t I/O  o n  th e  m icro 
wh ich  dictate m u c h  o f th e  archi tecture.  P e r - b e a m  c o d e  
m a y  n o t d o  tim e - c o n s u m i n g  e th e r n e t I/O , a n d  h i g h  v o l u m e  
smal l  s ize m e s s a g e  traflic m u s t n o t b e  a l l owed  to  c o n g e s t 
th e  e th e r n e t. P e r - b e a m  d a ta  acquis i t ion a n d  p rocess ing  
is th e  h i ghes t pr ior i ty task in  th e  m icro, d o i n g  th e  m o s t 
i m p o r ta n t job-cont ro l l ing  th e  b e a m . O n ly w h e n  th e  
m icro is wai t ing b e tween  b e a m s  m a y  it rece ive  a n d  a n s w e r  
e th e m e t~ e q u e s ts, o r  sh ip  e v e n ts o r  e r ro r  r e p o r ts o n  th e  

. e th e r n e t. C o n g e s tio n  is a v o i d e d  by  e n fo rc ing  a  m i n i m u m  
tim e  interval  b e tween  e th e r n e t sends  in  e a c h  task. If a  task 
is r e q u e s te d  to  s e n d  u p  a  n e w  e v e n t o r  e r ro r  b e fo r e  th is  
m i n i m u m  tim e  h a s  e l a p s e d  s ince th e  last s e n d , th e n  th e  
r e q u e s t is b u ffe r e d  u p  u n til th e  tim e  interval  h a s  e l a p s e d . 

T h e  I% &  Task m u s t c o m p l e te  a  n u m b e r  o f fu n c tio n s  
b e tween  e a c h  b e a m  pu lse  th a t occurs  o n  th e  m a c h i n e . T h e  
or ig ina l  des ign  a s s u m e d  th e  worst  case  o f th e  b e a m  c o m i n g  
a t 3 6 O H z , a l l ow ing  2 .7  ms  b e tween  b e a m  pu lses  fo r  th e  Fast  
?gsk  to  c o m p l e te  a  ful l  p rocess ing  o f b e a m  pu lse  d a ta . It 
was  quickly r ecogn i zed  th a t 2 .7  rns  was  n o t e n o u g h  tim e  in  
wh ich  to  s e q u e n tial ly acqu i re  th e  d a ta  a n d  p rocess  it a n d  
r e p o r t o n  it. Th is  was  e n o u g h  tim e  on ly  if th e  Fhst  Task 
w e r e  a b l e  to  sta r t th e  d a ta  acquis i t ion a n d  d a ta  p rocess ing  
a t th e  sta r t o f th e  cycle a n d  r u n  th e m  in  para l le l .  T h e  Fast  
Task accompl i shes  th is  wi th a  twestage d a ta  p ipe l i ne  in  
wh ich  th e  d a ta  acqu i r ed  in  o n e  cycle isn’t p rocessed  u n til 
th e  n e x t cycle. 

T h e  m icro S low Task runs  in  th e  m icro constant ly  a n d  
h a n d l e s  r e q u e s ts f rom th e  S low M a n a g e r  (a lso  ca l led  th e  
M P S  c o n trol ler)  o n  th e  V A X , such  as  d o w n l o a d i n g  M P S  
a lgor i thms a n d  r e p o r tin g  m icro sta tus. W h e n  th e  S low 
M a n a g e r  r e q u e s ts M P S  b e  m a d e  o p e r a tio n a l , th e  m icro 
Fast  Task is sta r te d  u p  to  d o  p e r - b e a m  process ing.  

T h e  two-s tage d a ta  p ipe l i ne  is fu r th e r  compl i ca ted  by  
th e  fact th a t th e  A P s  a n d  th e  S U P E  a lso  r e p r e s e n t a  fo r m  
o f p ipe l in ing  in  th a t th e  A P s  m u s t ful ly p rocess  the i r  d a ta  
a n d  pass  the i r  resul ts u p  to  th e  S U P E  b e fo r e  th e  S U P E  
m a y  b e g i n  p rocess ing  th o s e  resul ts a n d  pass  its o w n  resul t  
u p  to  th e  M P G . T h e  flo w  o f th e  d a ta  m u s t th e n  b e  as  
fo l lows. A n  A P  sta r ts a  d a ta  acquis i t ion cycle in  cel l  
Z E R O  o f th e  p ipe l ine .  T h e  A P  sta r ts th e  d a ta  p rocess ing  
o n  th a t s a m e  d a ta  in  cel l  O N E , a n d  a t th e  e n d  o f cel l  
O N E  sends  th e  resul t  u p  to  th e  S U P E . T h e  S U P E  sta r ts 
a  d a ta  acquis i t ion cycle in  cel l  T W O , acqu i r i ng  th e  resul t  
d a ta  s e n t u p  f rom th e  A P s  in  cel l  O N E . T h e  S U P E  sta r ts 
th e  d a ta  p rocess ing  o n  th a t s a m e  d a ta  in  cel l  T H R E E , 
a n d  a t th e  e n d  o f cel l  T H R E E  sends  th e  resul t  u p  to  
th e  M P G . T h e r e fo r e  a  fina l  b e a m  c o n tro l l ing r e q u e s t f rom 
th e  S U P E  is n o t g e n e r a te d  u n til fo u r  b e a m  pu lse  cycles 
a fte r  th a t b e a m  h a s  occu red . F igu re  3  shows  th e  p ipe l i ne  
synchron izat ion.  

T h e  Fast  Task sp ins  o ff d a ta  acquis i t ion I/O  r e q u e s ts 
a t u p  to  1 2 0  tim e s  p e r  s e c o n d , a n d  d o e s  d a ta  p rocess ing  in  
para l le l .  A lways a c c o m p a n y i n g  th e  Fast  Task is th e  E v e n t 
Task: W h e n e v e r  th e  Fast  Task d e tects a  b e a m  level  c h a n g e  
resul t  ( a n  e v e n t) f rom th e  d a ta  process ing,  th e  e v e n t is 
‘p a s s e d  to  th e  E v e n t Task. T h e  E v e n t Task b u ffe rs  th e  
e v e n t as  necessary  a n d  sends  th e  e v e n t b u ffe r  to  th e  E v e n t 
M a n a g e r  o n  th e  V A X , w h e r e  th e  e v e n ts a r e  p rocessed  into 
d isp lays a n d  summar i za tio n s . 

O n ly a fte r  th e  Fast  Task h a s  c o m p l e te d  th e  resul t  
r e p o r tin g  a t th e  e n d  o f its s e c o n d  sta g e  m a y  it fina l ly  s e n d  
sta tus  in fo rmat ion  u p  to  th e  m a in  c o n trol c e n te r  V A X . 
This  is d o n e  a t th e  e n d  o f th e  s e c o n d  sta g e  o f th e  p ipe l ine .  

T h e  M i lcom Task waits fo r  r e q u e s ts f rom th e  Fast  
T&k  to  b e g i n  a  - d a ta  acquis i t ion cycle. S ince  th e  
c o n fig u r a tio n  o f th e  b e a m  m o n ito r i ng  dev ices  r e a d  by  a n  
A P  is u n c h a n g i n g , th e  d a ta  acquis i t ion c o m m a n d s  c a n  b e  
p r e p a r e d  in  a d v a n c e  a n d  execu te d  in  a  tim e ly way  o n  a  
p e r - b e a m  basis.  

A n  In te r r u p t Serv ice  R o u tin e  (IS R )  h a s  b e e n  set u p  o n  
th e  S U P E  to  a w a k e n  th e  Fast  Task w h e n e v e r  th e  m a c h i n e  
tim ing  system d e te rm ines  th a t a  b e a m  pu lse  is g o i n g  to  
occur ;  a t th i i  tim e  th e  S U P E  expec ts n e w  b e a m  p a tte r n  
d a ta  to  b e  i ssued  to  it f rom th e  M P G . A n  IS R  h a s  a lso  b e e n  
set u p  o n  e a c h  A P  to  a w a k e n  the i r  Fast  Tasks w h e n e v e r  th e  
S U P E  is b r o a d c a s tin g  n e w  b e a m  p a tte r n  d a ta  to  th e  A P s . 
T h e r e  is a n  IS R  wh ich  d e tects w h e n  a n  ind iv idua l  p iece  o f 
b e a m  m o n ito r i ng  dev ice  d a ta  h a s  b e e n  rece ived,  m o v i n g  
th e  M i lcom Task th r o u g h  its d a ta  acquis i t ion cycle. 

5 . F U T U R E  

A n y  e r ro rs  o r  m e s s a g e s  wh ich  th e  m icro (S low,  Fast, 
E v e n t, o r  M i lcom Tasks)  w o u l d  l ike to  r e p o r t direct ly to  

A  coup le  l ea rn ing  exper iences  h a v e  occu red  d u r i n g  th e  
tes t ing o f M P S . M P S  h a s  n o t b e e n  a b l e  to  m e e t th e  des ign  
g o a l  o f o p e r a tio n  a t 3 6 0 H z  s ince th e r e  is just to o  m u c h  
p rocess ing  to  d o : in terna l  e r ro r  h a n d l i n g , th e  a lgor i thm 
p rocess ing  itself, o p e r a tin g  system o v e r h e a d  e tce te r a . M P S  

2  

th e  o p e r a tors  a t th e  m a in  c o n trol c e n te r  a r e  p a s s e d  to  th e  
m icro E r ro r  Task. T h e  E r ro r  lhsk b u ffe rs  th e  e r ro r  as  
necessary  a n d  sends  th e  e r ro r  b u ffe r  to  th e  E r ro r  M a n a g e r  
o n  th e  V A X . S e e  Fig. 2  fo r  a  task d a ta  flo w  s c h e m a tic. 

, 

4 . F A S T  T A S K  
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F igure 2. Task dataflow. 

Table I. Fast task functional unit tim ing survey. 
8252 ps total time  between beam ticks (120 Hz) 
6548 ps total time  waiting for the next beam tick 

-1672 @  _  total time  processing one beam tick 
228 p.5 delay data acquisition until after beam 

vwice 
656 e-,. . . . . SUPE broadcasting new pattern info to 

APs 
72  CLS shifting the pipeline 

292 p-s starting a  data acquisition cycle 
200 ps m ilcom 1553 port reads (two ports in this 

case) 
300 /As m ilcom task overhead per data acquisition 

cycle 
15Oo/l.s processing a  small algorithm 

SP sending the result to the MPG 
144 jhs reporting the results to the VAX 

will be  commissioned to run at 12OH2, al though it has been 
tested at 18OHz. Future design enhancements include the 
Fast Task executing on  its own CPU; however, MPS is 
presently not required to run at greater than 120Hz. Table 
I shows the big time  consumers in the fast task. 

The  speed and priority at which the .Fast Task must 
execute caused some mu ltitask management  challenges, 
wherein all-other tasks must be  prepared to be  preempted 
by the Fast Task even if they aren’t ready. 
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F igure 3. Pipeline. 
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