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ABSTRACT

Deuteron electrodisintegration cross sections near 180° have been measured near
break-up threshold for the four-momentum transfer squared Q2 range 1.21 to 2.76
(GeV/c)?. Evidence for a change of slope in the cross section near Q2 = 1 (GeV/c)?
has been obtained for the first time. The data are compared to non-relativistic calcula-

_ tions, which predict a strong influence of meson exchangé currents. The data are also

-

v

compared fo a hybrid quark-hadron model. None of these calculations agrees with the

data over the entire measured range of Q2. .

The ratio of inelastic structure functions Wl(QZ, Enp)/ Wz(Qz, Eq.p) is extracted
from the present results and previous forward angle data. No prediction is in good

agreement with the deduced ratios at small relative energy Eyp.



I. INTRODUCTION

The electrodisintegration of the deuteron near breakup threshold provides one
of the most compelling tests of our understanding of the role of meson exchange
currents in nuclei. Close to threshold, the dominant mechanism for electrodisin-
tegration is by a spin-flip magnetic dipole transition from the 3S; +3 D; ground

state to an unbound !5 state, a transition that can be most selectively studied by

.

electron scia,ttering at extreme backward angles. This paper presents the results of
measurements of the threshold electrodisintegration cross section at 180°, in the
. region where the relative kinetic energy E,p of the outgoing nucleons in the center-
of-mass system is less than 20 MeV. Previous measurements [1] of this cross section
7 e)gfended to a squared four-momentum t?ansfer Q% = 1.1 (GeV/c)%. Out data span
the ranéé from Q2 = 1.21 to 2.76 (GeV/c)?, a region where the meson-exchange
re’;gfésentation of the nucleon-nucleon force is expected to have diminishing appli-
cability. The results presented here have been previous published [2]. This paper
describes the experiment in more complete detail, particularly with regard to the
procedures employed for extracting the average threshold cross sections. Addi-
~ tional information is provided on a comparison of W;(Q?, E.p), measured in the

present experiment, with values of W5(Q?, E,;p) from other experiments.

The one-photon exchange impulse approximation (IA) diagram is shown in
Fig. 1 with and without final state interactions (FSI) between the two nucleons.
Calculations in the IA predict a diffraction minimum at four momentum transfer
squared Q? = 0.5 (GeV/c)?, in strong disagreement with existing electrodisinte-

gration data [1].

o Sigr}iﬁcant improvement is found when meson-exchange currents (MEC) are

included. Three important MEC interactions involving pions are shown in Fig. 2.
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Non-relativistic predictions including only single pion MEC account [3] for the dis-
crepancy at Q2 = 0.5, but are inadequate at higher Q?, where short-range effects
exert a large influence. Above Q2 ~ 1 (GeV/c)?, non-relativistic predictions have
a large model dependence, yielding order-of-magnitude variations in the calculated

orm

cross sections. The electromagnetic
. .pling of the MEC contribute strongly to this model dependence. Whether calcu-
lations sh;)uld use the Sachs Gg(Q?) or the Dirac F1(Q?) form factor has been
an issue of some debate [4,5,6]. Because prévious data [1] were better described
" by models using Fi, theoretical arguments were advanced [5] in favor of Fj. Sub-
sequently, it was shown [4,6] that these arguments depend on strong, unproven

‘assumptions and in some cases have inconsistencies.

_ ..Other sources of uncertainty are the nucleon-nucleon (nn) potential [7,8], the
7NN vertex form factors, and the nucleon electromagnetic form factors. More ac-
curate measurements [9] of the neutron electric form factor G g,(Q?) have recently

become available, substantially reducing this last source of uncertainty.

The strong model dependence at high Q? has led to an unsatisfactory situation.
There appear to be several plausible combinations of theoretical inputs [4], but
“none of these is in good agreement with all electrodisintegration data for Q% < 2.76
(GeV/c)?. Such observations underscore the need for a completely relativistic

theory in which the number of ad hoc choices is minimized.

Another class of predictions for deuteron electrodisintegration are exploratory
investigations [10,11,12] known as hybrid quark-hadron models. In these models
the deuteron is treated as a six-quark cluster when the NN separation is less

than a cut-off radius. Unfortunately, the models are quite sensitive to the value
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of the radius, which is not strongly constrained. These models also yield order-of-

magnitude variations in the predicted cross sections at high Q2.

This paper is organized as follows. Relevant kinematic and cross section for-
mula,é are given in Section II. Since the experimental apparatus has been discussed
elsewhere, only a brief overview will be given in Section III. The main steps of the

_data analysis are discussed in Section IV. A comparison of the electrodisintegration
data with éeveral non-relativistic predictions is given in Section V, and concluding

remarks are given in Section VI

II. KINEMATICS and CROSS SECTIONS

In the formulas of this section the electron rest mass is neglected. The four-

momentum transfer squared Q? is given by
Q? = 4EE'sin%(9/2) , (1)

where £ and E' are the incident and scattered electron energies, and 8 is the

- electron scattering angle in the laboratory system. The invariant mass squared

W2 of the two-nucleon recoil system in Fig. 1 can be written as
W?=M}+2Mpr —Q?, (2)

where Mp is the deuteron mass, and v = E — E'.
For elastic scattering, W2 = M3, and Q? = 2Mpv. The scaling variable zp is
given by

= o Q2




which is near unity for threshold-inelastic data. A related scaling variable [13] w'

can be written as

W2

where W} is obtained by substituting the nucleon mass My in Eq. (2) for the

deuteron mass. Both zp and w' are used in the data analysis discussed below.

o

In the threshold inelastic region, the excitation energy w is small compared to

the deuteron mass and is given by w = W — Mp. The scattered electron energy is

. given to first order in w/Mp by

=2 | 5)

where

2E sin2(6/2
+ sin“(6/2)

Rp=1 Mo (6)

is the recoil factor.

The electron spectrometer central momentum was set at the deuteron elastic
peak for the threshold inelastic data taking. It is useful to express E' in terms of

the momentum shift é relative to the deuteron elastic peak as
E
E'=—(1 :
2= (1+9) 7

The kinetic energy Epp, of an outgoing nucleon in the neutron-proton rest

frame is given to first order in w5 by

Enp =w ~wo , (8)



or in terms of E' as

Enp - E - .REE’ — Wp (9)

where w, = 2.23 MeV is the deuteron binding energy.

The inelastic cross section is written as

ve.  do o?

5 = 1575 (g) [WZ("’ Q*) cos (g) + 2Wi (v, Q%) sin® (g—)] . (10)

‘where Wy (v, Q?) and W2(v, Q?) are the inelastic structure functions. The inelastic

“data [2,14] from the present experiment provides new measurements of Wi (v, Q?),
since all data were taken near 180°. Note that W; and W2 may equivalently be
written as functions of any pair of variables such as Eyp and zp, which depend

only on Q? and v.

III. OVERVIEW of the EXPERIMENT

The experimental apparatus has been discussed in detail elsewhere [15,16], so
only a brief overview will be given here. The new threshold inelastic data were
obtained during a 180° electron scattering experiment in which measurements were
als;)[ made of quasielastic scattering [14,17], as well as elastic electron-deuteron
'[15,18] and electron-proton [15,17] scattering. The threshold inelastic data, which
only used the 180° spectrometer, were taken simultaneously with the elastic ed
measurements, in which deuterons recoiling near 0° were detected in coincidence

with scattered electrons using a separate spectrometer.

Experimental conditions such as the spectrometer design could not be simulta-
neously optimized for the elastic, quasielastic, and threshold inelastic data taking.

The elastic data were given priority in order to measure the magnetic form factor of
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" the deuteron. Since elastic events were tagged By detecting recoil deuterons, high

energy resolution for the electron spectrometer was not required. Inelastic events
could not be tagged by detecting recoil protons in coincidence with scattered elec-
trons since there was a large background of protons from other processes. Also,
most of the protons fell outside the recoil spectrometer acceptance. Due to the
_small elastic cross section, long liquid deuterium targets and spectrometers having
* ; large angulém acceptance were needed. These properties compromised the reso-
lution in E’ to the extent that the corresponding resolution in Epp was as large as
20 MeV (see Eq.(9)) for the 20 cm liquid targets. Because of this, the data were

analyzed using a resolution unfolding procedure in order to make comparisons with

“theoretical predictions, which are generally constrained to a small E,p range near

threshold.

a ,'N’I_‘he_ experimént, identified as NE4, was carried out at the Stanford Linear Ac-
celerator Center (SLAC) in two separate running periods. These occurred during
the summer of 1985 (NE4-I) and spring of 1986 (NE4-II) respectively. Data were
taken with electron beams of energy E = 0.734, 0.843, 0.885, 0.934, 1.020, 1.102,

- 1.201, and 1.279 GeV, produced by the Nuclear Physics Injector [19] with a maxi-

mum intensity of 5 x 101! electrons per 1.6 usec pulse at a repetition rate of 150
‘Hz. These beam energies correspond to Q? values at threshold of 1.21, 1.49, 1.61,
1.74, 1.99, 2.23, 2.53, and 2.76 (GeV)/c? respectively. Energy-defining slits limited
the uncertainty in E to +0.35%.

The electron beams were transported to a 180° spectrometer system [16] in
End Station A. The entire spectrometer system is shown in Fig. 3. A series of
three bepding magnets By — Bj transported incident electrons toward the target.

Dipole B; was symmetrically located between B; and B; and was remotely movable
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along a line perpendicular to the electron beam. This construction accommodated
the different bending angles required for each beam energy. The incident beam
then passed through the quadrupole triplet Q1 — @3 into 10 or 20 cm long liquid

deuterium cells.

The liquid deuterium and hydrogen target cells were machined out of an alu-
_..minum casting, and each 20 cm long cell included two aluminum endcaps of thick-
ness 3.44 >x 10~2 g/cm? through which the incident beam passed. Electrons scat-
tered from the target endcaps represented the largest expected source of back-
ground, hence the endcaps were made as thin as possible while safely supporting
two atmospheres of pressurerfrom the liquid deuterium within. Two aluminum hy-

‘ r_hens, 6.86 x 10~% g/cm? thick, isolated the target vacuum chamber and a wire
array of average thickness 1.4 x 1072 g/cm? was used to measure the beam posi-
tion.. The ’deuterén spectrum at Q2 = 1.21 (GeV/c)? used a 10 cm target cell with
1.92 x 10~2 g/cm~? thick endcaps, while all other threshold data were taken with

the 20 cm cell.

Electrons scattered near 180° returned through @; — @3 and were momentum-
dispersed by spectrometer dipoles B3 and By. Quadrupoles @; — Q3 provided the
fo;:ﬁssing strength needed to obtain a large solid angle for the electron spectrometer

- without unduly disturbing the incident beam. This solid angle A, averaged over
£0.5% in relative momentum é, was 22.4 msr for the 10 cm target, and 21.5 msr for
the 20 cm target. Corrections for the non-uniformity in the electron spectrometer
acceptance [15] were genéra,lly small since threshold inelastic data were analysed

only in the range —3.5% < § < +3.5%, where the acceptance was fairly constant.

«~ Electrons transmitted through the target passed through the quadrupole

triplet Q4 — Q¢ and were deflected by Bs into a remotely movable, water-cooled
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beam dump. The focussing strengths of Q4 — Q¢ were chosen to maximize trans-
mission of deuterons into the recoil spectrometer for the elastic data while main-
taining an acceptable beam spot size on the dump. The positively charged nuclei
recoiling near 0° were deflected by Bs toward the recoil spectrometer, which was
used only in the elastic measurements. The dipole magnets Bg — Bs of this spec-
trometer separated recoil deuterons from a large background of lower momentum

- e

particles generated in the target.

For track reconstruction, the electron spectrometer contained six multi-wire

- vproportional chambers (MWPC) spaced 20 cm apart. Two planes of plastic scin-
tillation counters were used for triggering and fast timing. A large background

» of_ pions was rejected by a thfeshold gaé Cerenkov counter and by measuring the
energy deposited in a 40-segment array of lead-glass blocks.

o _'—-Th'e, various voltage pulses from the detectors were carried by fast Heliax cables
to CAMAC electronic modules in the counting house above End Station A. The
quantities to be recorded for each scattering event were read from the CAMAC
modules by a PDP-11 microcomputer and transferred to a VAX 11/780 computer

" for logging onto magnetic tape. The same VAX 11/780 computer was used both

for analysing data on-line and for most of the subsequent off-line analysis.

IV. DATA ANALYSIS

The measured differential cross section per nucleon is given by

&£o(E,E') [ 1 ] [RC(E,E'] N(E,E") a1
dQdE’ S;De(AQ6))| | NeoLN4 | AE

vgthere N(E, E') is the number of counts in an energy bin of width AE centered

on E', corrected for the expected number of counts from ed elastic scattering and
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for inelastic scattering from the hymens, wire array, and target endcaps. These
corrections, as well as the radiative corrections factors R¢(E, E'), are discussed in
more detail below. The factor Sy ranged from 0.9 to unity, and is a correction for
multiplé events within a beam pulse, since only the first event in each pulse was
analysed. The electronic dead time correction factor D was always within 1% of
unity while ¢, the product of the detector efficiencies, ranged from 94 to 96%. The

factor N4 is Avoga.dro’s number, L is the target length, p is the target density, and

N, is the number of incident electrons.

A correction of < 4% was made for pions misidentified as electrons. Electrons
were identified by the large pulse heights they produced in both the Cerenkov
" counter and the shower counter. Misideﬁtiﬁcation of pions as electrons could only
occur when pions produced a large hadronic shower (for example, by charge ex-
ch‘qﬁgg to x°), and at the same time either a random hit or a pion-produced knock-
on electron (z 1% probability) generated a large pulse height in the Cerenkov
counter. No correction for electrons from the processes such as: yd — 7°d,

7° — 47, ¥ — eTe~ were made since estimates for this correction showed it to be

- < 3%.

As is customary for threshold electron scattering, the cross sections per

deuteron were expressed as a differential in E,p, using

d’o _1 Lo dE' 19
dQdE,p T 2d0dE' dE,,p’ : (12)

where the factor of two is to convert from cross sections per nucleon to cross section

per deuteron.

~
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A. Subtraction of Events Originating Outside the Target

The measured spectra include a background of electrons scattered from the
hymens, wire array, and target endcaps. It was necessary to evaluate this back-
grouﬁd carefully since its contribution grows to 100% at large negative Eyp, where
scattering from the deuteron is kinematically forbidden. Also, the resolution un-

. Jolded results discussed below were sensitive to the presence of any residual signal

in the electron spectra at large negative Ey,p.

The total background counting rates were measured in separate data runs

- using empty targets which were replicas of the full ones, except with endcaps thicker
by a factor of 8.55 for the 20 cm and 8.20 for the 10 cm cells. The thicker endcaps

| 'on. the empty target cells provided both a faster counting rate and approximately
the sam; total radiation length as the full targets. This last condition made for

similar radiative correction factors for the full and empty target endcaps.

Evaluation of the background contribution was complicated by the fact that
the spectrometer solid angle for the aluminum hymens, wire array, and the two
endcaps of the target were all substantially different. Also, if the scattering at
180° occurred in the downstream endcap or hymen, both the incident and scattered
ele&roﬁs must traverse the target. Thus, electrons interacting downstream of the

‘target undergo energy losses for the full targets which are not present for the empty

cells. These complications are discussed below.

The spectrometer solid angle AQ) depends on the location z of the scatter-
ing vertex in addition to .the relative momentum §. A Monte-Carlo program [20]
was used to generate distributions of events in § with the scattering vertex held
@fﬁxéd;}z positions. An example of such a distribution is shown in Fig. 4a, where

the scattering vertex was held at the location of the upstream endcap. The distri-
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butions for other values of z are similar in shape, but vary considerably in overall
magnitude, with the downstream hymen having the smallest solid angle. Each dis-
tributiqn was fit with a sixth order polynomial curve, and the ratios of the fits were
used to evaluate the relative contribution of each background source. The ratio of

distributions for the downstream to upstream endcaps is shown in Fig. 4b.

A further complication is the difference between the cross sections per nucleon
for the copper wire array and aluminum target endcaps and hymens, due to the
larger Fermi momentum for copper compared to aluminum. The ratio of these

~ cross sections was obtained from a y-scaling analysis of existing data (see Fig. 4 of

Ref. [21]) and yielded a correction factor of 1.1 for the wire array contribution.

The experimentally determined quantities were Cy and C., the total counts

per unit incident electron for full and empty targets, given by

1 .
Ci(E,E') = WNR(E’E,) , (13)

where Ng(E, E') is the raw number of counts corrected for spectrometer acceptance

only. For example, Cy is given by
Cf=Ch+Cw+1‘CE+CD+TC'E+C;l, (14)

where Cp is the desired contribution from liquid deuterium alone, Cj, Cy, and
Cg are the contributions from the hymens, wire array, and target endcaps, and
r is the ratio of full/embty target endcap thicknesses. The primes on C% and
C} indicate that these quantities have been corrected for ionization losses in the
f&l} targ‘ets. To correct for these ionization losses, Cj and C}, were evaluated at

(E—AE,E'+ AE) instead of (E, E'), where AE is the most probable energy loss
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7 [22], appreximately 5.8 MeV for 20 cm of liquid deuterium. Corresponding losses

within the endcaps, hymens, and wire array were found to be negligible.

The total measured empty target contribution C, is given by a similar expres-
sion. The ionization losses were neglected in this case as they were not significant.
Since these data had poor statistics compared to the full target data, a smooth fit

_ Yo the empty target data was used.

It was found best to fit the data using the quantity E*C.(E, E'), which is

proportional to the inelastic structure function Wj(Q?,v). Fig. 5a shows this

' quantity for all incident energies F as a function of the scaling variable w'. The

data define a relatively smooth curve except for the spectrum at the highest o/,
corresponding to Q% = 1.21 (GeV/c)2. A three parameter fit to the empty target

data was obtained using the form
In(E%C.(E,E")) = a1 + a2E + a3Ew' . (15)

This fit yielded a x? value of 1.06 per degree of freedom. The result, shown in

Fig. 5b and c, was used in the endcap subtraction for all of the threshold inelastic

- data. The resulting errors in Ce(E, E') ranged typically from 5% to 30%. Using

the ratios of solid angles and thicknesses of each background source and the fits to
-the empty target data, the desired contribution from deuterium could be extracted.

In order to determine the sensitivity to the choice of fit to the empty target
data, several fits with up to nine free parameters were obtained. The variation in
the final cross sections dﬁe to the choice of fit is discussed in Sec. IV C, and was

only significant for the Q? = 1.21 GeV/c? data.

<~ The counts per unit charge before and after background subtraction are shown

in Fig. 6 for the lowest and highest values of Q% 1.21 and 2.76 (GeV/c)?. This
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correction is relatively small for momenta § < —2%, where the deuterium cross
section is large. However, the size of the correction is essentially 100% for § > 1%,
as expected. After subtracting the non-deuterium contributions, all spectra were

consistent with zero for large negative Eyp.

B. Radiative Corrections

o Radiative corrections were performed to correct for bremsstrahlung and strag-
gling of thé incident and scattered electrons in the target medium. Bremsstrahlung
occurs both as external radiation in the fields of nuclei distinct from the scattering
- nucleus, and as internal radiation at the scattering vertex. The radiative correc-
tions were carried out using the equivalent radiator procedure of Mo and Tsai [23].
- 'II}‘ this approach, the internal bremsstrahlung is modelled by two external radia-
tors, pla;éed before and after the scattering vertex. Since both E and E' depend
oﬁ,'{:h_e radiated photon energy, the procedure involves integrations over a model
for the unradiated cross section o(E, E'). The “radiated” cross sections og(E, E')
are obtained by convoluting o(E, E') with a normalized bremsstrahlung function.
In order to perform the required integrations, it was necessary to interpolate the
" models of o(E, E') in both E and E'. For a given incident energy E, the theo-
retical models [4] used for o(E, E’) were calculated at discrete values of E’. Cross
‘sections at intermediate values of E' were obtained by linear interpolation. For
the interpolation in incident energy E a simple power law fit was used. The E-
dependence of a typical cross section model is shown for E,, =1 and 12 MeV in
Fig. 7. Since only the threshold region was investigated, the required range in F

and E' was only a few percent.

- .. The large range of material in the target before and after scattering caused
. .

substantial differences in the radiative correction factors as a function off target
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length. This was taken into account by calculating the corrections at each of 40
positions equally distributed along the target length. The most probable energy
loss co;responding to the thickness of each layer was used to correct E and E'.
Radiative correction factors Rc(E, E') = o(E, E')/or(E, E') were calculated sep-
arately for each target section with E,, > 0. The correction factors increased

approximately linearly with increasing depth into the target, as expected.

v P

Showﬁ in Fig. 8a,b are the separate contributions to the radiated cross sec-

tion or(E, E') from Landau straggling and bremsstrahlung, for (E, E') = (0.734,

‘ "0.3958) GeV, as a function of A, a convergence parameter [23] for the improper
integrations over E and E'. In the present case, A is constrained to a few MeV,

| al}d the Landau contribution is small relative to the bremsstrahlung effect.

Unf;rtunately, as shown in Fig. 8c, the calculated radiative correction factors
diép»lra,yéd a sizable dependence on A. This occurred because the straggling energy
loss was comparable to the relative energy Enp, and the Mo-Tsai approximations
break down under these conditions. Because the Landau terms were small, the
radiative correction factors Rc(E, E') were calculated using the bremsstrahlung

- terms only. This removed the lower constraint on A, which could then be made ar-
bitjarily small, though still nonzero. The final correction factors R¢(E, E'), using
bremsstrahlung only and averaged over target segments, had negligible dependence

on A for any value below A =1 eV.

The radiative correction factors averaged over target segment are shown in
Fig. 9 for Q% = 1.21 and 2.76 (GeV/c)?. The values of Ro(E, E') were calcu-
lated separately for each of two widely-divergent input models [4]. One model
u&ed Fl{QZ) coupling for the MEC and went smoothly to zero at the break-up

threshold, while the other model had Gr(Q?) coupling and a strong enhancement
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at threshold. Since these two modeis represent the largest variation in the E,, de-
pendence near threshold (other predictions [4,12] lie in between), the adopted set
of radiative correction factors was the average of co;rection factors obtained from
the tWorinput models. Errors were assigned as half the difference between the two
sets of correction factors and ranged typically from +3% to +8% of the average

correction factor.

.

C. Resolution Unfolding

As previously noted, the data have relatively coarse energy resolution due to
the intrinsic spectrometer resolution, ionization energy losses, multiple scattering,
‘and the spread in incident beam energy. This total resolution ranged from +5 to +9
MeV in Eyp. The atgempt to unfold resolution effects from the data was motivated
by- the objective of determining the Q% dependence of the electrodisintegration
croés s.ecf,ion near threshold. Since the true cross section near the deuteron break-

up threshold may vary rapidly with E,,, the resolution unfolding procedure is

necessarily model-dependent.

Resolution effects have been treated using two different methods. In the first
method, theoretical models were convoluted with Monte-Carlo determined [20)
resolution functions and compared with the data. These results will be described
below. In the second method, a model-dependent procedure was used to extract
resolution unfolded cross sections, i.e., cross sections free of resolution smearing

effects, given by

-1

. 6T +w
N owmBa= [Re-Semas | [Res| (16)
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where R(4') is the Monte-Carlo calculated resolution function, gezp(E, 6) represents
the experimental data, and 87 is the electron momentum at threshold relative to the
deuteron elastic peak. Resolution functions were obtained by Monte-Carlo methods
using the known electron spectrometer matrix elements. The spread in beam
energy, and energy losses in the and targets and the wire chambers were all taken
into account. The true cross section, o(E,§), was represented by a polynomial

.

expansion,

o(E,8) =N ;6" Enp >0, (17)

U(E,a) =0 Enp < 0 9

wilefe N ranged from 2 to 4. These polynomials were inserted into Eq. (16), and
the coefficients adjusted to give the best fit to the experimental data using a least-
squares fitting routine. Such polynomial representations adequately describe avail-
able theoretical predictions for the shape of deuteron cross sections near threshold.

Choices other than polynomials are feasible, but were not investigated.

The dominant systematic error arose from an uncertainty [16] of £0.25% in
the scattered electron energy E’. This yielded errors of £10% to +30% in the cross
sections and contributed the largest variations in the resolution unfolded results.
The size of these variations in the unfolded cross sections was evaluated by shifting
the data by +0.25% in § and repeating the least-squares fit in- each case. The

reduced chi-squares for these fits ranged from 1.0 to 1.9 with an average of 1.3.

Typical fits to the radiatively corrected data for Q? = 2.53 (GeV/c)? are shown

m‘iElg 10. The three solid curves correspond to momentum shifts of +0.25% and

0%.
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Figs. 11, 12, and 13 show, for three values of Q?, the cross sections o(E, §)
from 2nd, 3rd, and 4th order polynomial fits to the radiatively corrected data.
In each figure panel, the three curves correspond to the three momentum shifts é
of id.25% and 0% for a given choice of polynomial order. Although these cross
sections fits are consistent with a non-zero cross section at the break-up threshold,

_the large dependence on the shifts in § makes it impossible to draw any firm

conclusions regarding the shape of the true cross section at threshold.

The resolution unfolded cross sections for all Q2 were averaged over the rela-

“tive kinetic energy E,p from 0 to a maximum E,% for comparison with averaged
theoretical predictions as well as previous data. The Eyp-averaged results for each
Vaiue of Q2 are shown as a function of E,% in Figs. 14 to 16. The curves in each
ﬁgure pa;nel correspond to the various choices of momentum offset and polynomial
oi;léf.- For a given E,%, the final unfolded result at each Q2 was chosen as the cen-
troid of the curves. Results from earlier experiments have usually been averaged
over Epp, from 0 to 3 MeV. As seen in Figs. 14 to 16, the large systematic spreads

in the resolution unfolded results are dramatically reduced by averaging over a

- larger range of Enp, 0 to 10 MeV. The 0 to 10 MeV range was chosen since it is

conipafable to the experimental resolution. The present results ware compared to

-similarly averaged predictions in Section V.

The spectrum at @? = 1.21 (GeV/c)? was analysed using both a three and
nine-parameter fit to the corresponding empty target data, and the results are
shown in Figs. 14a,b. The final cross sections in this case were obtained as the

average of the two set of results.

N The systematic errors in the unfolding procedure were estimated from the

observed variation among the curves for each Q? in Figs. 14 to 16. For example,
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- the E,p-averaged cross sections tend to fall into three groups corresponding to the
momentum shifts applied to the data. This variation in the results was the largest
systematic uncertainty, ranging from £20% of the centroid for a 0 to 10 MeV range
of E,p to £70% for a 0 to 5 MeV range. Systematic errors due to the choice of
polynomial order for the unfolded results were similarly estimated, and they varied

from +5% for a 0 to 10 MeV range to £30% for a 0 to 5 MeV range. An additional
error of < :ElO% was due to the estimated uncertainty in the width of the Monte-
Carlo resolution function. All of the systematic errors discussed above were added

_in quadrature to form the total error. Statistical errors in the resolution unfolded

cross sections were negligible in comparison.

V. COMPARISON WITH THEORY

- A. Predictions Folded With the Experimental Energy Resolution

One of the present experimental goals is to test for the influence of non-
nucleonic effects such as MEC and, possibly, quark clusters in the deuteron wave-
function. If, for example, MEC have a strong effect on the predictions up to

- Enp = 20 MeV, then the present resolution unfolded results constitute a legitimate

test of E,p-averaged models.

Theoretical indications for the importance of MEC at large E.p are presented
in Fig. 17, where several meson-nucleon predictions [4] and a hybrid quark-hadron
prediction [12] are shown for the lowest and highest Q? values of the present exper-
iment. The calculations inéluding MEC are all considerably lower than the IA cal-
culation, with the differences decreasing slowly with increasing Enp. At Epp = 20
MeV, the calculation [4] using F} coupling for the MEC is about 50% of the IA cal-
culation at Q? = 1.21 (GeV/c)?, and only 15% of the IA calculation at Q2 = 2.76
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(GeV/c)?. Since any deviation from the IA is a measure of the influence of non-
nucleonic effects, it is clear that for the models studied, MEC contribute strongly

over a relatively large range of Eyp.

Fig. 17 emphasizes the large differences that exist between calculations with
different treatments of the MEC. For E,p < 10 MeV these variations can exceed
_an order-of-magnitude, and they remain large for Eyp up to 20 MeV. Also evident
in Fig. 17 érerthe substantial differences between the Yamauchi et al. [12] hybrid
quark-hadron model calculations and the Arenhdvel et al. [4] meson-nucleon cal-

culations. Such variations between the theoretical predictions are preserved, even

for a resolution in Ey, as large as 10 MeV.

' _. The coarse energy resolution of the present data motivated the use of two
n'iethods- §f comparison with theoretical predictions. The model-dependent reso-
lufii;h.ﬁnfolding pfocedure has already been discussed, and the resulting compar-
isons with theory will be presented below. A less model-dependent procedure is
to compare the actual data with predictions folded with Monte-Carlo determined

resolution functions.

The convolution integral with respect to Enp can be written as

(oo} (oo}
Ou(E, Enp) = [ BEny = Eug)o(B, En)iEuy/ [ R(EW)IEL (19
: 0 —o0

where o(E, Eyp) is the theoretical cross section, R(FEyp) is the resolution function,
and o4(E, Epp) is the resolution-smeared cross section.

Radiatively corrected data at six values of elastic four-momentum transfer
s‘q'g’aréd Q? are shown in Figs. 18 and 19. The error bars represent total statistical

and systematic uncertainties, added in quadrature. The +0.25% uncertainty in

21



scattered electron energy E' produced the largest systematic error in the cross

sections.

Also shown in Figs. 18 and 19 are several non-relativistic predictions [4,12]
smeared by the experimental resolution function according to Eq. (18). Within
~ 3 MeV of threshold, electroproduction proceeds primarily through an M1 spin-

_Miﬂiip transition to an unbound 1Sy T = 1 scattering state. However, for E,p, greater
than a few MeV, higher order partial waves contribute to the electrodisintegration
cross section. The meson-nucleon predictions of Arenhével et al. [4] take account

of all electric and magnetic transitions with L < 4, where L is the orbital angular
momentum of the final state. The hybrid quark-hadron calculations of Yamauchi

7 et al. [12] take account of 12 different final np states and 28 transitions. ‘Thus,
the corrif)arison of these predictions with the present data for Enp up to 20 MeV
is justifiable.

The meson-nucleon predictions shown in Figs. 18 and 19 all use the Paris
potential [7] to describe the deuteron wave function. Calculations with both the
GEg(Q?) and F1(Q?) electromagnetic form factors for the MEC are represented.

" The calculations employing G g(Q?) use two different choices for the neutron form
factor Ggn(Q?): GEa(Q?) = 0 and the model of Gari and Kriimpelmann [24].
-These choices have a sizeable effect on the calculations, although it should be noted
that the first choice is strongly favored by recent data [9]. The models with Dirac
coupling describe the data better up to Q% = 2 (GeV/c)?, while those with Sachs

coupling exhibit comparable agreement at higher Q? values.

The effects of six-quark clusters in the deuteron wave function are generally
‘Qé_?ectegi to be small. Exploratory quark-inspired models [10,11,12] are plagued

by high sensitivity to poorly-constrained parameters. The hybrid quark-hadron
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model of Ref. 12 is in fair agreement with the higher Q2 data shown in Fig. 19,
but lies below the lower Q? data shown in Fig. 18.

To summarize this section, none of the non-relativistic predictions [4,12] is

in quémtitative agreement with the data over the entire Q2-range of 1.2 to 2.7

(GeV/c)?, although some calculations can describe the data in a more limited Q2

_range. In particular, understanding of the present data relies heavily on resolving
the issue of what electromagnetic form factor is appropriate for the MEC. Fully

relativistic meson-nucleon calculations and more rigorous quark-hadron models are

needed.

B. Predictions Compared With Resolution Unfolded Data

In Section IV, a model-dependent procedure for extracting resolution unfolded
cross sections was described. The results for each Q? were averaged over various
réﬂges’ of E,;,,. A range of 0 to 10 MeV in E,, was chosen to be compatible with
the present energy resolution, and much larger than the +0.25% uncertainty in
E'. Also, the model dependence was found to be substantially reduced for larger

averaging ranges.

7 Avgraginng over a range of 0 to 10 MeV requires some justification since pre-
vious experiments [1] at lower Q2 have better resolution than the present high Q?
experiment, and the published results were averaged over E,p = 0 to 3 MeV. For
comparison, Fig.r 20 shows three different theoretical predictions [4,12] averaged
both over the range of E"P. from 0 to 3 and over the range from 0 to 10 MeV. For
the model of Yamauchi et al. [12] and the Gg calculation of Arenhdvel et al. [4],
the 0 to 3 MeV averaging range to gives somewhat larger results than the 0 to 10
MeV range. This is expected since these models predict an enhancement in the

cross section close to threshold. However, the differences are small, on the same
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order as the experimental errors, and the differences between the models is much
larger than differences due to the averaging range. The Fj calculation of Arenhovel
et al. [4] shows a larger difference between the two averaging ranges, especially
at lovs} Q2. In this case the 0 to 10 MeV results are higher than the 0 to 3 MeV
results, because this model predicts no enhancement at threshold. Nevertheless,
.the differences due to the choice of MEC coupling (F} versus Gg) are much larger

than the differences due to the averaging range.

In short, at least up to Eynp = 20 MeV.; differences between various predic-
tions are much larger than effects from different E,p-averaging ranges and errors
introduced by the resolution unfolding procedures. We therefore feel it is reason-
able to compare the present experimental results, averaged over 0 to 10 MeV, with

similarly averaged theoretical predictions.

) R'escﬂutbion unfolded results from the present experiment averaged over 0 to

10 MeV are compared with similarly averaged predictions [4,12] shown on the
right hand side of Fig. 21. The error bars include both statistical and systematic

7 uncertainties, and primarily reflect the uncertainty in E’. Higher resolution data
' from a ;ecent experiment [25] performed at the Bates Linear Accelerator Center up
to Q% = 1.6 (GeV/c)? are in reasonable agreement with the present data. On the
left hand side of Fig. 21 finer resolution data from previous experiments [1,25] are
compared with the theoretical predictions of Ref. 12 at E,p = 1.5 MeV, and of Ref.
[4], averaged over the range 0 to 3 MeV. The differences due to averaging over 0
to 3 versus 0 to 10 MeV, are indicated by the small discontinuities in the curves at
Q%= 1.1 (GeV/c)?. Despite the relatively coarse resolution in Ey,p and systematic
enéors from resolution unfolding, the present data can discriminate between the

available models. The data indicate a change in slope with increasing Q% around
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1 (GeV/c)?, which is qualitatively consistent with “diffraction features” observed

in all of the models.

Although several models predict the change of slope shown in Fig. 21 at
roughly the correct Q2 value, they are not in accord with the data over the en-
tire @2 range. While the inclusion of MEC certainly improves the agreement for

~@2 < 1 (GeV/c)?, severe discrepancies remain at higher Q2. Comparisons of the
present data with other predictions are given elsewhere [25,26,27]. The dependence
on nucleon-nucleon potential, nucleon form factor parametrization, treatment of
'MEC and isobars, and possible quark clusters are examined in these references.
‘All of these inputs are found to have a substantial influence on non-relativistic
pred.ictio_ns. One of the calculations in [27] agrees fairly well with all of the avail-

aiﬂe» data.

C. Ratio of Inelastic Structure Functions

As shown in Eq. (10), the cross section for inelastic electron scattering can be
written in terms of two inelastic structure functions, Wi(Enp, @%) and Wi(Ep,, @?).

- The present. backward angle measurements of threshold inelastic and quasielastic
[14] scattering yield W;(Enp, Q?), while the results of a previous measurement [28]
at forward angles, are to a good approximation proportional to Wy(Eyp, Q?). In
the IA the ratio W1 /W is approximately equal to unity, independent of E,, and
@?. This ratio is also insensitive to the choice of wave function and nucleon form
factors. Any measured deviations of this ratio from unity indicate the influence of

interaction effects beyond the nucleons-only IA framework.

% The previous data [28] used to obtain Wy(Ey,, Q?) were taken at a scatter-

ing angle of 8°. The cross sections are shown in Fig. 22 for eight values of Q?
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in the range 0.2 to 1.0 (GeV/c)?. These data have been resolution unfolded us-

ing the model-dependent procedure described above, and the error bars are total
statistical and systematic uncertainties. As in ‘the present experiment, the largest
systeﬁatic errors in the resolution unfolding procedure were caused by an uncer-
tainty of £0.05% in E'. A smaller systematic error [28] of 7.5%, not associated
_with the resolution unfolding, has been added in quadrature. To obtain the ratios
Wi /Wa, it >was necessary to extract Wa(Ey,y, QZ) at the same E,, and Q? values of
the W1(Enp, @?) results. The data of Fig. 22 were interpolated to the desired kine-
matic values using a two-dimensional fit in the incident energy E and the Bjorken

scaling variable zp. The fit function had the form

f(E,zp) = eMB®2) | (19)

where
h(E,:cD) =aj +axzp +a3FE + a4E:c2D + asE? + agE*zp (20)

and is represented by the curves in Fig. 22. Each curve corresponds to a different

~ value of the beam energy E, ranging from 7 to 14 GeV.

rTlrle ratios Wy /W,, extracted at three average values of Q2, are shown in
'Fig.-23. In each case, W1 /W; is approximately unity for E,, > 50 MeV, but
decreases as E,p — 0, in agreement with earlier results by Titov [29] at lower Q2.
Thus, the quasi-free mechanism is dominant above E,;, ~ 50 MeV, whereas near
the break-up threshold, iﬁteraction effects are important over the entire range of
Q? studied.
X The curves in Fig. 23 represent calculations [4,30] that use wave functions

derived from the Paris potential and take into account final state interactions,
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MEC, and A resonances. All of the predictions of Ref. [4] yield W /W, ~ 1
for E,p > 40 MeV, in agreement with the data. Below E,, = 50 MeV, the
IA calculation and a calculation that includes MEC with Sachs coupling produce
essent.ially constant values of W; /W, over the entire range of Ey,p, in marked
disagreement with the data. The prediction that uses Dirac coupling for the MEC
_decreases rapidly as Enp, — 0, in qualitative agreement with the data. This is
due to the é,bsence of any enhancement near the deuteron break-up threshold (see
Fig. 17). The prediction of Ref. 30 does not éxtend into the threshold region and

lies somewhat below the results of Ref. [4] at large E,p.

7 All predictions shown in Fig. 23 are in agreement with the experimentally de-
termined Wi /W, ratios above Eqp =~ 50 MeV. This suggests that non-nucleonic
eﬁ'ects are relatively unimportant compared with the IA interaction in this region.
Ih‘ éontfast; for Enp below 40 MeV, the models depend critically on the choice
of coupling for the MEC and are in poor agreement with the data. This reem-
phasizes the earlier conclusion that non-relativistic predictions for the region near
the deuteron break-up threshold are generally inadequate at the Q2 values of the
: present experiment.
o VI. CONCLUSIONS

Inelastic cross sections measured at E,p, < 40 MeV show clear evidence for

scattering mechanisms beyond the IA. However, no non-relativistic prediction is

in quantitative agreement with the data now that the measurements have been

extended to Q% = 2.7 (GeV/c)2.

Despite coarse energy resolution, the present data are sensitive to MEC, which
avé predicted to have strong effects up to Enp = 20 MeV. Thus, the comparisons

with predictions given here and elsewhere [25,26,27] are justified.
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"The present resolution unfolded results, when compared with earlier data [1]
at lower QZ?, have provided the first evidence of a change of slope in the cross
section near Q% ~ 1 (GeV/c)?. This change of slope is consistent with more
recent- experimental results [25] at higher energy resolution. It is clear that the
present experimental results have opened many new questions in a region where the

.deuteron wave function, non-nucleonic degrees of freedom, and relativistic effects

are all important.
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Table I. Cross sections per deuteron nucleus for inelastic electron-deuteron scat-

tering near break-up threshold. The beam energy E and relative energy E,, are

evaluated at the center of the target. The errors include statistical and systematic

contributions added in quadrature.

30

E =0.734 GeV E =0.843 GeV E =0.885 GeV E =0.934 GeV
Enp do/dQVdEn, | Enp do/dQdEn, | Enp do/dQdE., | Enp do/dQdE,,
| (MeV) (fb/sr-MeV) | (MeV) (fb/sr-MeV) [ (MeV) (fb/sr-MeV) | (MeV) (fb/sr-MeV)
-224  0.1240.29| -254 0.01+0.06| -26.6 —0.02+0.03| -27.9 —0.02 £ 0.03
20.6  0.03+0.29| -23.3 0.01+0.06| -24.4 —0.01+£0.04| -25.6 0.00 =+ 0.03
-18.7 —0.494+0.25| -21.2 —0.01+£0.06| -22.2 —0.07+0.04| -23.3 —0.01 +0.03
-16.9 —0.81+0.31| -19.1 —0.05+0.06| -20.0 —0.03£0.04| -20.9 0.01 +0.03
<151  0.16+0.35| -17.0 0.03+0.07| -17.7 0.03+0.04| -18.6 0.00 +0.03
-13.2 —0.32+0.34| -149 0.05+0.08| -155 —0.04+0.04| -16.2 0.01 +0.03
-11.4 —0.184+0.41| -12.8 —0.05+0.07| -13.3 —0.05+£0.04| -13.9 0.01 £0.03
-9.6  0.27+£0.49| -10.7 0.01£0.08| -11.1 —0.08+0.06| -11.6 0.02 +0.04
7.7 054059 -8.6 0.00£0.10] -89 0.07£0.09| -9.2 0.04+0.04
59 0.52+056{ -64 0.04+0.13| -6.7 0.09+0.10{ -6.9 0.09 % 0.05
-41- 0.84+0.59| -43 0.14+0.14| -44 032+012| -46 0.12+0.07
2.2 -230+064| -22 0524017 -22 029+0.12]| -22 0.21+0.08
-04 0.53+0.56| -0.1 0.57+0.18] 00 0.55+0.14 0.1 0.33+0.08
1.4  214+0.73 2.0 0.62+0.19 2.2 0.77+0.14 2.4 0.4240.07
3.3 3.4340.87 41 1.00+0.19 44 0.93+0.15 4.8 0.4340.07
51 3.14+1.04 6.2 1.5040.21 6.6 0.97+0.17 7.1 0.56 £ 0.08
6.9 4.86+1.11 8.3 1.2440.20 8.8 1.02+0.19 9.4 0.64 +0.10
88 571+1.18{ 104 1454026 11.1 1444024) 11.8 0.72+0.12
- 106 7.99+1.29| 125 1.69+031| 133 1.74+026| 14.1 0.79+0.12
124 744 +1.27| 146 1.88+0.37| 155 1.85+027| 165 1.04+0.13
14.3 - 9.61£1.45| 16.7 3.12+0.40| 177 225+029| 188 1.15+0.14
16.1 9.98+1.55] 189 2.77+0.35( 199 253+031| 21.1 1.01+0.14}|
17.9 12.10+1.76] 21.0 3.21+0.37| 221 268+032| 235 1.41+0.17
19.8 13.80+1.83] 23.1 2.95+0.33| 243 2974033| 258 1.47+0.18
21.6 16.02+1.89| 252 358+0.36| 266 3.53+0.35| 28.1 1.82+0.20
23.5 16.99+1.91| 273 444+040| 288 3.67+0.35| 305 1.84+020}
continued




Table 1. continued. .

E =1.020 GeV E =1.102 GeV E =1.201 GeV E =1.279 GeV

E,, do/dQUWEn, | Enp  do/dUdEy, Eqp do/dQVEn, | Enp  do/dQUdEg,

| (MeV) (fb/sr-MeV) |[(MeV (fb/sr-MeV) [(MeV) (fb/sr-MeV) |(MeV  (fb/st-MeV)
1 -30.3 0.038+0.012{ -32.6 0.001 £0.007| -35.3 0.000 +0.004 | -37.4 —0.002 % 0.002
-27.7  0.001 £0.013| -29.8 0.003 +0.008| -32.3 —0.004 +£0.004 | -34.2 —0.005 + 0.002
~-25.2 0.006 +0.013| -27.0 0.007 £0.010| -29.3 0.007 +0.006 | -31.0  0.000 & 0.003
. -22.6 —0.006 £0.013 | -24.3 —0.001 +0.009| -26.3 —0.002 +0.006 | -27.8 —0.003 + 0.002
-20.17" 0.014 £ 0.018 | -21.5  0.009 £0.009| -23.3 0.013 +£0.007 | -24.6  0.000 & 0.003
-17.5 0.004 £0.016 | -18.8  0.026 £ 0.011| -20.3 0.002 £0.005| -21.4 0.002 £ 0.004
-15.0 —0.009 £0.016 -16.0 —0.002 +0.008{ -17.3 —0.002 +£0.005| -18.2  0.003 £ 0.004
-12.4  0.027+0.019| -13.3 0.016 £0.012| -14.3 0.016 £0.008 | -15.0  0.005 + 0.005
©-9.9  0.023+0.021| -10.5 0.019+0.014| -11.2 0.006 +0.008 | -11.8  0.010 = 0.005
. -7.3  0.055+0.024| -7.7 = 0.034 +0.017 -8.2 0.010+0.009| -8.6 0.004 £+ 0.006
-4.8 0.069+0.026| -5.0 0.049 +0.019 -5.2 0.036 £0.010] -5.4 0.025 £ 0.007
~--2.2 .0.083+0.032| -2.2 0.068 £ 0.021 -2.2  0.053 £0.012] -2.2  0.028 £ 0.008
0.3 -~ 0.160 % 0.040 0.5 0.098 £ 0.024 0.8 0.042 +0.011 1.0 0.047 £ 0.009
29 0.207+0.041| 3.3 0.15730.026 3.8 0.063 £0.013 4.2 0.042 4+ 0.008
54  0.275 4+ 0.047 6.0 0.145+0.026 6.8 0.081 +0.014 7.4 0.067 £0.010
8.0 0.358 +0.054 8.8 0.183 +0.029 9.8 0.083+0.016| 10.6 0.041 % 0.009
10.5 0.263+0.054] 11.6 0.199 4 0.031 12.8 0.109 +£0.018| 13.8 0.069 + 0.011
13.1  0.410+0.065| 14.3 0.262 £ 0.038 15.8  0.100 £0.017| 17.0 0.078 £0.011
15.6 0.438+0.067| 17.1 0.263 +0.038 18.8  0.139+0.020| 20.2 0.071 £0.011
182 0.492+£0.066| 19.8 0.259+0.038{ 21.8 0.150 £0.020| 23.4 0.062 + 0.011
20.7 0.608 +0.074| 22.6 0.334 + 0.041 248 0.129£0.022| 26.5 0.091 4 0.014
23.3 0.6791+0.074| 254 0.365 3 0.047 27.8 0.1624+0.024 | 29.8 0.100 +0.015
25.8 0.639+0.074| 28.1 0.352+40.051 30.8 0.208 £0.027| 33.0 0.103 +0.015
284 0.735+0.076| 30.9 0.422 4+ 0.050 33.8 0.234 £0.028| 36.2 0.144 +0.017
309 0.756 +0.076 | 33.6 0.502 % 0.056 36.8 0.209 +£0.027| 39.3 0.134 4+ 0.016

33.5 0.870+£0.077| 36.4 0.556 %+ 0.059 39.8 0.246 £0.029| 42.5 0.114 +0.015
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. Table II. Ratio of the inelastic structure functions W; /W for inelastic electron-
deuteron scattering. The relative energy Enp in units of MeV is evaluated at the
target center, and the errors include both statistical and systematic contributions.
< Q% >=1.36 (GeV/c)? | < Q% >=1.84 (GeV/c)? | < Q? >=2.33 (GeV/c)?
E,,p Wi /W, Eyp W1 /W, Eyy W1 /W,
94 0.178 £0.024 11.8  0.237 £ 0.035 143 0.386 £ 0.071
13.6  0.211 +0.027 16.9  0.317 £ 0.047 20.3 0.534 £ 0.094
17.8  0.320 &+ 0.060 22.0 0.435+0.068 26.3 0.525 £0.103
"1 22.0 -0.310 +£0.061 27.1 0.441 +£0.071 32.3 0.774 £0.147
26.2 0.368 £0.075 32.2 0.489 +£0.077 38.3 0.730 £0.132
32.4  0.409 £ 0.065 38.5 0.428 +,0.082 49.9  0.525 £ 0.129
40.3  0.521 £0.071 48.1 0.795+0.113 614 0.734 £0.145
48.2  0.746 £+ 0.089 57.6  0.541 £ 0.080 72.8  0.847 +0.147
56.1  0.812 £ 0.092 67.2 0.923 +£0.115 85.6 0.711 £0.118
. 64.0 0.645 £ 0.073 76.8  0.743 £+ 0.093 96.4 0.702 £ 0.106
] 71.9  0.796 + 0.085 86.4 0.820 £0.097 |107.1 0.857 £0.117
- 80.8 0.876 +0.114 96.0 0.827+0.108 |117.9 1.010+0.130
88.3 0931 £0.109 [105.0 0.927 £0.108 |[128.7 0.764 &+ 0.098
|- 957 0.8114£0.095 |[114.0 0.931+0.105 [139.5 1.000 = 0.120
103.1 0.892 +£0.101 }123.0 0.843+0.094 |151.5 0.877 £+ 0.150
110.5 0.825+0.094 }132.0 0.856 +=0.093 |161.6 0.974 £ 0.140
118.0 0.924 +0.102 |{141.0 0.849+0.090 |171.7 1.050 £ 0.150
126.3 0.979+£0.122 |151.3 1.010+0.130 |181.9 0.947 £+ 0.130
159.8 1.110+£0.130 {192.0 1.040 &+ 0.130
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1.

FIGURE CAPTIONS

An incident electron exchanges a virtual photon: (a) in the plane wave im-
pulse approximation (PWIA) with no final state interactions; (b) in the dis-
torted wave impulse approximation (DWIA), in which the nucleons interact

after the photon exchange.

. Three contributions to MEC in electron scattering: (a) single pion MEC; (b)

pair production; (c¢) A resonance production.

The 180° spectrometer system of this experiment. The system is located
between the SLAC 8 GeV/c and 20 GeV/c spectrometers. The elements B;
to Bg are dipole magnets, and @} to Q¢ are quadrupoles. Also shown are the

detectors, target chamber, beam dump, and the concrete and iron shielding.

(a) A Monte-Carlo generated distribution of events for incident electron en-

'Ner'gy E = 0.889 GeV. The scattering vertex is fixed at the location of the

upstream full-target endcap and the error bars are statistical only. Similar
distribitions were generated with the scattering vertex at other locations,
such as the downstream full-target endcap. Each 0.40% bin in relative mo-

mentum § received 160 trials, which were ray-traced through the system us-

- ing the electron spectrometer matrix elements [16,17]. The solid curve is a

sixth order polynomial fit. (b) Ratio of distribution with the scattering ver-

tex at the downstream endcap over the distribution at the upstream endcap
(shown in (a)). The error bars were calculated using an error matrix for the
polynomial fits. .‘

(a) Empty target data for Q% = 1.21,1.49,1.61,1.74,1.99,2.23,2.53, and 2.76
(GeV/c)?, shown as counts per unit incident electron charge multiplied by
tlié square of the beam energy E as a function of the w' scaling variable.

(b) Empty target data as in (a) for Q% = 1.21,1.49,1.74,2.23, and 2.76
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(GeV/c)?. The curves are a two-dimensional fit using E and w' with three free
parameters. (c) Data and curves as in (a) and (b), but for @* = 1.61,1.99,
and 2.53 (GeV/c)?.

Threshold inelastic data are shown for two values of Q2. The data have not
been radiatively corrected. The upper set of points without error bars have
not been corrected for scattering in material outside the liquid deuterium
ta.rgét. The lower set of points have been corrected for these interactions.

The errors bars include both statistical and systematic contributions.

. Predicted electrodisintegration cross sections [4] as a function of incident

energy E for two values of the relative neutron-proton kinetic energy Epp.
The predictions use the Dirac electromagnetic form factor Fl(Qz) for the

meson exchange currents (MEC) with electric neutron form factor Gg,(Q?)

of Ref. [24].

(a) The radiated cross section or(E, E') for (E,E') = (0.735,0.396) GeV
as a function of convergence parameter A, for scattering from the upstream
end of the target. Both total (solid curve) and individual contributions due
to bremsstrahlung (dashed curve) and Landau straggling (dotted curve) are

shown. (b) Same as (a) except for scattering near the downstream end of the

- target. (c) The resulting radiative correction factors Rc(E, E') are shown

for scattering from the front (solid curve), middle (dashed curve), and back

(dotted curve) of the target.

Radiative correction factors, averaged over target length, are shown as a func-

tion of Eyp for two values of Q2. The values of Ey, correspond to scattering

from the center of the target. The results using two different theoretical rep-

resentations of the true unradiated cross section [4] are shown.
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10.

11

12.
13.
14.

15.

16.
17.

Threshold inelastic data at Q% = 2.53 (GéV/ c)? are shown as a function of
relative momentum é. The error bars include all systematic and statistical

errors except for the systematic error due to the uncertainty in E'. The

" three solid curves are fits to the data using polynomial representations of

the resolution unfolded cross section, as discussed in the text. Each curve

corresponds to a choice of £0.25%, or 0% momentum shift in the data.

Threshold inelastic data as in Fig. 10 are shown at three values of Q2. The
three curves in each panel represent phenomenological cross section models
using a 2nd order polynomial with three choices of momentum shift, as in
Fig. 10. These models were convoluted with the experimental resolution
before being fit to fhe data. A three-parameter fit to the empty target data

has been used, as described in the text.

Same as Fig. 11, except for 3rd order polynomial representation.

‘Same as Figs. 11 and 12, except for 4th order polynomial representation.

Resolution unfolded cross sections averaged over Eyp from 0 to E,% are shown
as a function of E%. The dotted, dashed, and solid curves refer to a mo-
mentum shift of 4+0.25, —0.25 and 0% respectively. Each individual curve
qorreéponds to a particular choice of polynomial order, 2nd to 4th. In (a)

and (c), a three-parameter fit to the empty target data is used while in (b),

" results with a nine-parameter fit are shown.

Same as Flg 14 except for Q% = 1.61,1.74, and 1.99 (GeV/c)?, and all results

were obtained with a three-parameter fit to the empty target data.

Same as Fig. 15 except at Q% = 2.23,2.53, and 2.76 (GeV/c)2.

Various predictions as a function of E,p, assuming perfect experimental reso-

lution in E.p. The solid curves represent the hybrid quark-hadron model of

Yamauchi et al.[12]. The other curves represent the meson-nucleon predic-
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. 20.

18.

19.

tions of Arenhdvel et al.[4]. The dashed curves represent calculations with
Dirac (F}) coupling for the MEC. The dotted and dotdashed curves repre-
sent calculations with Sachs (Gg) coupling and Ggn(@?) = 0 and Gg,(Q?)

‘of Ref. [24] respectively. The dashed-double-dotted curves represent the IA

calculation.

Radiatively corrected data are shown at three values of Q2. The error bars
inclu>de>contributions from both statistical and systematic errors. The curves
are the meaning as in Fig. 17, but have been convoluted with the experi-
mental resolution,. and the IA calculation is not shown.

Same as in Fig. 18 except at higher Q2.

Two theoretical predictions of Arenhdvel et al.[4] with F; and Gg coupling
for the MEC, and the calculation of Yamauchi et al.[12] are shown as a

~ function of Q? averaged over Ey, from 0 to 3 and 0 to 10 MeV (indicated as

21.

‘3’ and ‘10’ in the figure, respectively).
Threshold inelastic cross sections at 180° are shown as a function of Q2. The

meson-nucleon predictions of Arenhével et al.[4] using the Paris potential are

shown in the IA and with MEC using both Dirac and Sachs coupling as indi-

 cated. The hybrid quark-hadron model of Yamauchi et al.[12] is represented

22.

as the solid curve. All predictions and present data above Q% = 1.1 (GeV/c)?

' are averaged over Ey, from 0 to 10 MeV. Below Q2 = 1.1 (GeV/c)?, previous

data (open circles, Auffret et al. in Ref. [1] and all predictions are averaged
over Enp = 0 to 3 MeV. The open squares represent recent data from Ref.
[25], also averaged over Ey,, =0 to 3 MeV.

Resolution unfolded electrodisintegration data from Ref. [28] are shown
for E = 6.519,7.302,8.981,9.718,10.407,11.671, 12,821, and 14.878 in order

from top to bottom. The data were taken at 8°, and the error bars are to-
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23.

tal statistical and systematic errors. The curves represent a six-parameter

global fit.

Values of the ratio Wi /W, as a function of Eyp, extracted for three values of

average Q? from the present 180° data and forward angle data of Ref. [28].
The inner error bars are statistical errors only, and outer error bars include
systematic uncertainties. The meson-nucleon predictions of Arenével et al.[4]
using the Paris potential are shown in the IA and with MEC using both Dirac
(F1) and Sachs (GE) couplings. The meson-nucleon predictions of Laget [30]

also use the Paris potential.
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