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ABSTRACT 

. . 

-,, *- This is a report of an ongoing R&D project which is investigating the use of 
standard UNIX workstations for the real-time data acquisition from a major 
new experimental initiative, the SLAC B Factory (PEP II). For this work an 
IBM RS/6000 workstation running the AIX operating system is used. ReaI- 
time extensions to the UNIX operating system are explored and performance 
measured. These extensions comprise a set of AIX-specific and POSIX- 
compliant system services. Benchmark comparisons are made with embedded 
processor technologies., Results are presented for a simple prototype on-line 
system for laboratory-testing of a new prototype drift chamber. 

_. 

Introdtlbtion - _ 

A major new high energy physics initiative, a high-luminosity B  Factory, has been 
proposed for construction at SLAC to study the nature of CP violation in the BB systemJT2 
This e+e- asymmetric collider will produce lo9 events per year or an estimated 25 Terabytes 
of data?4V5 It is hoped that funding will allow the machine and detector to be ready for 
collisions by late 1997. 

Of the estimated 10,000 M IPS of processing power needed to analyze the data, approxi- 
mately one-quarter is needed on-line for detector read-out, control, monitoring, logging and 
real-time event reconstruction. A  decision toward “open systems” and the use of UNIX* every- 
where in the experiment has suggested this challenging new use for general-purpose work- 
stations. While part of the motivation for selecting UNIX as the only operating system was 
based upon financial and performance considerations, a strong argument can be made to mini- 
mize the number of different operating systems in the experiment. This can greatly improve the 
operability and reliability of the experiment by affording the contributing physicists a consistent 
computer platform for all phases of work. Basic operating system commands, the window 

- environment, utilities, compilers and so forth are uniform and need only be learned once. 

. -- Presented at the 10th International Conference on Computing in High Energy Physics (CHEP 921, 
- G-7 -.-’ Annecy, France, September 21-25,1992 
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- 
.-- The real-time needs of a B Factory experiment begin at the detector with digitization 

and trigger electronics and end once an event is logged to mass storage. In the current design 
. a three-tiered trigger system is envisioned in which high-speed electronics and embedded pro- 

cessors are used for the first two trigger levels while the third level of trigger may reside in general _ 
purpose work stations. In addition, general purpose processors will be used for experimental 
control, monitoring, logging, etc. Level 3 processors must be able to cope with the estimated 
maximum 1 kHz interrupt rate, reading and writing of up to 25 kbytes of data and an as of yet 
unspecified amount of computation per event. Data logging processors must handle the design 
event rate of 100 Hz in which 25 kbyte events are read, processed (-25 MIPS-s/event) and writ- 
ten to mass storage. Sufficiently powerful workstations would allow the combining of the level 
3 and logging processors. A goal of this R&D is to establish the limitations of currently avail- 

- able general purpose processors within the context of this scheme. 
.Jhile the desirability of using powerful UNIX workstations for real-time applications 

may seem obvious, serious questions concerning their capability must first be answered. These 
questions span several broad areas: 

. . . Real-time kernel and libraries (kernel preemptability, interrupt response, process control, 
inter-process communication, memory management, etc.) 

l Distributed processing (network predictability/response, synchronization, inter-processor 
communication, etc.) 

; . _. External I/O (bus bandwidth and protocol flexibility, bus interfacing, etc.) 

l Event builders (I/O bandwidth, buffer capacities, bookkeeping, debugging, etc.) 

Each of these areas warrants a study of its own. This paper addresses only the first area. 
Two projects are being undertaken in this investigation. First, the basic attributes and tools need- 
ed by any real-time system are examined and performance measured. Second, these tools are 
applied to a simple prototype system to support an on-going drift chamber R&D project. As 
much additional work is necessary to implement a full-featured on-line system for a real exper- 
iment, this work represents only a start in this direction. 

For these studies two IBM RISC System/6000 workstations were used, a model 520 and 
a 320H. The model 520 has a 20 MHz clock and is rated at 27.5 MIPS and 7.4 MFLOPS, while 
the-320H has a 25 MHz clock (since the architectures are similar, the performance numbers 
scale with the clock speed). Over the course of the work, several different versions of the AIX 
operating system were used, ranging from 3.1.3 through 3.2.2. Test results were not found to 
depend significantly upon the software version. 

Real-Time and UNIX (AIX) 

Overview 

UNIX was not originally designed for real-time applications and its use in this area is 
due to the addition of significant extensions to the operating system kernel and libraries. Within 

‘the system libraries, one needs tools for handling external interrupts, process prioritizing, 
interpr%cess communication, resource synchronization (e.g., semaphores), timer services, 
memory locking, memory sharing (both data and code), control over other system activity, etc. 
A predictable operating system kernel will, in addition, be fully preemptable. IBM offers these 
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- - in-its AIX Version 3 operating system.6 The supporting system libraries include functions com- 
ing from BSD and SVR3 UNIX, IBM-proprietary functions and (draft) functions from the 

. POSIX 1003.4 standards committee: 

Open Sys terns 

The developing family of POSIX standards promises to bring some degree of portability 
to real-time and other applications. IBM claims to be committed to these real-time standards 
once they are approved. In the meantime, AIX functionality reflects a very early version 
(draft 7) of this work. It may be that the 1003.4 balloting will begin soon and the standard 
approved near the beginning of 1993. Note that in addition to 1003.4, there are a number of 
other related standards such as 1003.4a (threads), 1003.4b and 1003.13. These are on a later 

- time-scale. 
There may -be compromises in the use of standard functions in that they must be exe- 

cutable on a wide variety of platforms, potentially limiting the user to the least common denom- 
. . inator of functionality. Consider the following AIX functions to set a timer “wake up” alarm: 

Table 1: 

Function .I Library 1 Granularity 1 Comment I 

. _. JstartO 

'.incinterval() 

AIX-specific 500 ns 10x clock interval 

POSIX 10 ms (draft 7) 

si&ep () 1 SVR3 1s I I 

select0 IBSD4.3 11s 

Note that the POSIX timer granularity (quoted here for nonprivileged users) does not 
reflect the machine’s true capability. In 1003.4 draft 10, timer resolution is implementation 
defined and the programmer may request resolution information from the system. The availabil- 
ity of mechanisms to extract maximum performance through standard routines will encourage 
their use and should, therefore, be a high priority with the standards committee. 

Scheduling and Real-Time Response 

The AIX process scheduling mechanisms appear, at first glance, satisfactory for real-time 
applications. All runable code may be divided into various categories. Interrupts are supported 
with 12 priority levels [0 to 11, 0 being most favored]. All normal processes effectively run 
at interrupt level 11. This means that all (enabled) interrupts run before any normal process. 

_ Normal processes run with either a fixed or adjustable priority. Typical interactive user process- 
es run with adjustable priorities [40 to 127, 40 being most favored], while real-time and some 
system processes run with fixed priorities [0 to 391. Note that the entire range of fixed priorities 

-is more.favored than the range of adjustable priorities. This scheme attempts to effectively 
sepa!raWthe real-time and non-real-time processes. Additional details may be found in the IBM 
literature.6 
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c  H o w e v e r , a  no rma l l y  fu n c tio n i n g  A IX  sys tem h a s  its o w n  l e n g thy  a g e n d a  o f tasks,  book -  
k e e p i n g  a n d  o the r  m isce l l aneous  act iv i t ies wh i ch  c a n  eas i ly  in ter fere wi th rea l - t ime p rocesses  
th r o u g h  th e  u s e  o f interrupts.  For  e x a m p l e ;a  n o r m a l  sys tem wi th a n  e th e r n e t L A N  c o n n e c tio n  
is in ter rupted fo r  e a c h  a n d  every  p a c k e t rece ived.  S u c h  a n  in terrupt  m a y  resul t  in  a  h igh-pr ior i ty  
d a e m o n  b e i n g  s c h e d u l e d . T h e  d a e m o n  p rocess  m a y  o r  m a y  n o t in ter fere wi th rea l - t ime activity, 
b u t th e  in terrupt  p rocess ing  is a l m o s t g u a r a n te e d  to  d o  so.  O the r  c o m m o n  sources  o f in terrupts 
i nc lude  k e y b o a r d  a n d  m o u s e  i n p u t, th e  v i r tual  m e m o r y  m a n a g e r  ( p a g e  faul ts)  a n d  d isk  activity. 
T h e s e  types o f activi ty m a y  b e  r e d u c e d  (but  n o t c o m p l e te ly  e l im ina ted)  by  “qu iesc ing” th e  sys- 
te m , th a t is; by  k i l l ing a l l  use r  p rocesses ,  tu rn i ng  o ff n e twork serv ices,  er ror  l ogg ing  a n d  o the r  
fu n c tio n s . O f course,  th e  sys tem b e c o m e s  s ing le -user  a n d  c o m p l e te ly  i so la ted in  th is  s i tuat ion.  

A n o the r  p o te n tia l ly  t r oub lesome  sou rce  o f in ter ference or ig ina tes  wi th th e  sys tem c lock 
interrupts.  A IX  d e p e n d s  u p o n  a  s teady  “h e a r tb e a t” o f sys tem c lock in terrupts every  1 0  m s . 
A t th is  f requency ,  a n  in terna l  l ist is consu l ted  a n d  var ious  tasks  a re  e x e c u te d . Tasks  n e e d  n o t I - 
e x e c u te  a t every  1 0  m s  interrupt.  For  e x a m p l e , c o m p e tin g  in teract ive p rocesses  wi th th e  s a m e  
pr ior i ty m a y  b e  sw i tched a t e a c h  1 0  m s  interval ,  wh i le  o the r  schedu le r  act iv i t ies occur  every  
o n e  s e c o n d . B y  t rac ing a l l  sys tem activi ty ove r  a  pe r i od  o f severa l  seconds ,  o n e  c a n  obse rve  
a  n u m b e r  o f d i f ferent ove r l app ing  per iod ic  act iv i t ies wi th m a n y  di f ferent f requenc ies  a n d  C P U  

- d e m a n d s . A lth o u g h  ind iv idua l  tasks  typical ly  ta k e  on ly  a  sma l l  a m o u n t o f tim e , say  1 0 0 - 3 0 0  ps,  
th e y  r e d u c e  th e  predictabi l i ty  o f th e  sys tem’s rea l - t ime response .  B e c a u s e  th is  list o f tasks  is 
c o m p l e te ly  u n d o c u m e n te d , th e r e ’is th e  a d d e d  uncer ta in ty  th a t fu tu re  re leases  o f th e  o p e r a tin g  
sys tem m a y  s igni f icant ly  c h a n g e  th e  rea l - t ime per fo rmance .  

Three-bas ic  rea l - t ime m e trics o f interest  wh i ch  h a v e  b e e n  m e a s u r e d  a re  l is ted b e l o w  
fo r  th e  IB M /A IX  worksta t ion a n d  c o m p a r e d  wi th resul ts  f rom a  recent  S S C  s tudy8  us ing  a  
n u m b e r  o f m o d e r n  e m b e d d e d  p rocessors  wi th spec ia l i zed  rea l - t ime o p e r a tin g  systems.  N o te  
th a t th e  in terrupt  “serv ice” la tency refers to  tim e  b e tween  th e  C P U  interrupt  a n d  in terrupt  h a n -  
d ler ,  wh i le  “task” la tency refers to  th e  in terva l  b e tween  th e  in terrupt  a n d  first l ine  o f use r  c o d e . 
A lso  n o te  th a t th e  var ia t ion in  n u m b e r s  represen ts  severa l  e ffects. For  th e  IB M  m a c h i n e  th e  var i -  
a tio n s  a re  d u e  to  di f ferent ways  o f m e a s u r i n g  a  g i ven  q u a n tity p lus  var ia t ion wi th in  e a c h  m e a -  
s u r e m e n t d u e  to  in ter ference f rom sys tem activity. T h e  b o tto m  row  var ia t ions represen t  th e  
summar i z i ng  o f resul ts  f rom severa l  d i f ferent m a c h i n e s  p lus  var ia t ion wi th in  e a c h  m e a s u r e -  
m e n t.. 

M a c h i n e  

IB M  R S /6 0 0 0 - 3 2 0 H  

Tab le  2 : 

Va r i ous  e m b e d d e d  P P  +  R T O S  .- 
- G - -.- 

Clear ly ,  th e  pe r fo rmance  o f th e  IB M  worksta t ion is n o t o n  a  pa r  wi th th e  e m b e d d e d  
processors .  T h e  IB M  pe r fo rmance  cou ld  b e  i m p r o v e d  wi th a  faster  C P U  (pe r fo rmance  shou ld  
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- - scale with the clock), optimized kernel code and additional user control over system activity. 
As discussed earlier, control of system activity is crucial and may be the most important lesson 

. from these numbers. 
In the context of the B Factory level 3 trigger application, the IBM hardware used for 

these studies is approximately a factor of ten or more too slow from being a viable solution. 
However, industry anticipates significant hardware performance increases over the next few 
years, a typical claim being a factor of two every 12-18 months. IBM already offers a 50 MHz 
machine. Thus, machines available within three years may prove adequate for this task. 

Prototype Test Bench 

. . 

GPIB 

Prototype Data Acquisition System 

cosmic trigger (scintill 

Endplate feedthroughs and analog output 

Figure 1. Prototype Hardware Configuration 

.ber 

A prototype system has been designed and implemented using the above tools to provide 
-data re.adlout, control, logging and analysis for a 90-wire prototype drift chamber currently 
under &nstru&on at SLAC. The hardware components are illustrated in Figure 1. Two Nation- 
al Instruments interfaces connect the workstation with GPIB and VME/VXI crates. The goals 
of the.prototype include: construct a data acquisition system meeting the needs of the prototype 
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- - drift chamber; provide a prototype UNIX-based system for use by other B Factory detector 
development efforts; gain experience with VME and VXI buses; exercise a significant number 

. of real-time tools available under AIX; test-tape and disk I/O for data logging; and explore the 
tools and limitations of distributing this application across multiple processors. Data from each 
wire is digitized with LeCroy 2228-series TDC and 2249-series gated ADC electronics in one 
of two CAMAC crates. Up to eight wires can be digitized in Struck DL515 250-MHz VME- 
based FADCs to measure ionization. The externally defined trigger is fed into a custom VXI 
module (built upon an Interface Technologies register-based prototype board) which passes the 
trigger on to the host computer as an external interrupt. 

The software consists of five processes on two processors: read-out, control, logging, 
analysis and playback. In addition, control/data information is transmitted between processors 

- via standard TCP/IP sockets and shared within the same processor via a shared memory 
- segmwt. A system of semaphores is employed to control access to the data structures in I - 

memory. Logging can be done to disk or 8-mm tape. The initial software prototype system is 
currently in the final stages of development and is expected to be operational soon. 

-Summary, Conclusions and Future Plans 

Some level of real-time response is possible using IBM’s RS/6000 workstations running 
their real-time version of UNIX, AIX. The real-time tools and functionality are in place along . _. _. side those supporting the normal multi-user mode of operation. Design of a real-time system 
must give careful attention to the degree of responsiveness required by the application. Real- 
time performance under AIX depends upon a number of issues: raw CPU power; system 
interruptactivity; and system process activity. Growth in raw CPU power is necessary for 
B Factory application but this seems a likely development in the time scale of interest. Control 
of system background activity is, at the moment, only partially possible - even in a completely 
quiesced system. The desirability of using a general-purpose workstation in a real-time environ- 
ment is significantly diminished if it must be completely “quiesced” (single-user, no network 
services, X windows, etc.). These are the primary problems which will be pursued further and, 
hopefully, solved. 

Other UNIX vendors have shown an interest in and are working on implementing true 
re-al-time capability on their machines. In combination with the POSIX standards, this 
“openness” should significantly expand the choice of compatible hardware for system design 
and future growth. 

Real-time studies with the RS/6000 will continue in order to resolve these outstanding 
issues and to provide prototype code. It is planned to expand the range of projects to include the 
other major areas of real-time interest. The prototype data acquisition system will continue to 
evolve: rewrite in C++ to investigate the use of OOP technology in the realztime environment; 
and add a graphical user interface: 
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