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- ABSTRACT 
1; December of 1991 three silicon hybrid pixel dctcctors each having 2% x 256 pixels 30 pm square, made by the 
Hughes Aircraft Company, were placed in a high energy muon beam at the Fermi National Accelerator Laboratory. 
Straight tracks were recorded in these detectors at angles to the normal to the plant of the silicon ranging from 0 to 
45”. In this note, preliminary results arc presented on the straight through tracks, i.c., those passing through the telc- 
scope at~nortial incidence. Pulse height data, signal-to-noise dala, and prcliminar), straight line fits to the data result- 
ing in residual-disiributions are prescntcd. Preliminary calculations shob spatial rcsolutron of less than 5 j.tm in two 
dimensions. 

1. INTRODUCTION 

An architecture appropriate for high energy charged 
particle detection is that of a hybrid [l-4]. The charged 
particle detector and -the readout electronics are con- 
structed as two-separate silicon chips, each optimized 

_ for its specific function. The two chips, indium bump 
bonded together, then provide the basic building block 
fdr the construction of a detector array. 

The choice of the hybrid design (viz., one in which each 
diode of the detector array is bonded to an independent 
t$pIifier readout circuit on a mating VLSI chip via an 
array of aligned indium metal bumps that cold weld 
under pressure to form ohmic contact), allows for addi- 
tional flexibility in the selection of detector and readout 
electronics. For instance, a change in the leakage cur- 
rent specification of the detector array will not affect the 

c readout eiectronics, nor will a change in the VLSI chip 
oxide t&!!ness io accommodate a radiation hardness 

* Work supported by Department of Energy contract 
DE-AC03-76SF00515. 

Figure 1. Schematic Eprcscntation of a hybrid 
Silicon PIN Diode dctcctor. 

specification al’fcct the dctcctor array. Figure 1 is a 
schematic rcprcscntation 01‘ a silicon PIN diode arra} 
hybrid. 
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Figure 2. Photograph of 256 x 256 silicon hybrid 
similar to the ones used in this measurement. 

Figure 3. Microphotograph of an array of indium 
bumps prior to the bonding process. 

SILICON HYBRID ARRAYS 

Development of hybrid vertex detectors has been the 
goa_1 of the authors since late 1984. To this end 
256x 256 hybrid arrays having 30 JUI square pixels 
have been designed and fabricated. The sensor arrays 
were fabricated by Micron Semiconductor and the read- 
out arrays by Hughes Aircraft. Figure 2 is a photograph 
of the 256 x 256 hybrid array fabricated by Hughes Air- 
craft Company, similar to the ones used in this measure- 
mcnt. The indium bump bonding done by Hughes 
Aircraft employed bumps measuring under 15 p in 
diameter. Figure 3 is a microphotograph of an array of 
indium bumps prior to the bonding process. 

I THE @r- UP 
_: .-- 

The test%& set <p in rhe New Muon Facility at Fermi- 
lab. A beam of muons of approximately 450 GeV/c 
momentum was available to a number of expcrimenlers 
in this tiea. The area was off-limits for pcrsonncl access 
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Figure 4. A schematic representation of the 
readout architwturv oi the 2.56 x 2% arra! 
and of the MOSFET single cull. 

due to a pcrccivcd radiation hazard, so the entire exper- 
imcnr had to bc operaled and conuollcd from oulsidc 
Lhc radiation fcncc. Apparatus to place our experimental 
gear into the beam line for the LcsL, and remove it so that 
changes could bc made in orientation was designed, 
built and inslallcd by Lhc Fermilab staff under the direc- 
tion of one of the authors. This same apparatus enabled 
Ihe placement of our test gear in various places within 
the broad muon beam, so that dala could bc laken at a 
number of different intensities. 
Cooling of our apparatus was achieved by the inclusion 
of an air conditioning unit within Lhc Faraday cage. 
There was litlle in the way of control of the tempera- 
ture, but the unil worked well in that the operating 
temperature settled out al about 0°C when the unit was 
turned full on. Even the slight (1 Lo 2°C) temperature 
shifts made noticeable changes in pedestal values, but 
Lhcse were easily removed by the median filter to bc 
described latcr.Each of the silicon hybrids was mounted 
on a stitch-wire board conlaining a socket for lhe 6X-pin 
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_’ leadless chip carrier, and a filter for each of the DC lsv- 
els necessary to run the detector The chip carrier cards 
were mounted on a small optical bench with each card 
able to be moved along the bench while retaining its 
orientation with respect to the other detectors. The 
detector which was mounted between the other two had 
an additional degree of freedom in that rotation about a 
vertical axis was permitted. During the course of this 
test run, the center detector was rotated from its normal 
position through a number of angles from 0 to 45’. The 
distance between the detectors was altered slightly to 
permit these changes in angle. 

DESCRIPTION OF THE DATA 
,. ACQUISITION SYSTEM 

. Figure 4 is a simple schematic of the readout addressing 
architecture of the 256 x 256 array and of the MOSFET 
single cell itself. This array contains only two output 
nodes for the entire chip. 

Figure 5 is a block diagram of the high energy physics 
data acquisition system. A Sun Microsystems SPARC 
Station .lf work&on controls a system housing a 
Sun l/E CPU, ampliliers, ADCs, digital signal proces- 
sors, PECK-bus-controller, and a clock gcncrator. The 
digital signal-processor is the Motorola DSP56001. 
This device acquires data at a rate of 10 MIPS, pro- 
cesses it, and passes it, via the PECK bus controller 
(also based on the DSP56001) to the Sun l/E. The SUN 
l/E and half of the PECK bus controller reside in 
a VME crate, while the balance of the electronics- 
including the other half of the controller-reside in a 6 
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special enclosure that employs a dedicated bus called 
the PECK bus. 

A data acquisition and display software package has - 
been written. The operating system is UNIX, the DSPs 
have been programmed in assembly language, and the 
Sun l/E programmed in C. 

The data were acquired at a rate of 2.4 j.ts per pixel. The 
three detectors, using six readout channels of electron- 
ics were read out in parallel; thus it required only 72 ms 
to store the data to the on-board buffers. The full read- 
out cycle took about one minute per read, however, as 
the system transfer rate to the host was limited by bus 
loading. The read cycle was not initiated by, nor was it 
necessarily synchronized with, the beam. Thus, many 
read cycles did not contain any data. The test neverthe- 
less resulted in more than enough data at each of the 
various settings. The beam intensity was constant over 
the run, but the tclcscope was placed at various loca- 
tions yielding data rates of from 50 to 400 tracks per 
frame. 

DATA ANALYSIS AND PRELIMINARY RESULTS 

The data being presented hcrc is the first to be analyzed 
by our group, and consists solely of the “straight 
through” muons. That is, those particles which transit 
the telcscopc normal to each of the three detectors. 

Figure 6 is a log plot that combines two spectra. The 
spectrum on the left, the large spike, is a sample of the 
noise inherent in this system, while the smaller peak on 
the right is the signal caused by the passage of the 
charged partlclc. 
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-Figure 5. A block diagramaf the high ckrgy physics data acquisition system used tar this mcasuwmcnt. 
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Figure 6. A log plot of the pulse height from the 
-~ detector from which an estimate of signal-to- 

noise per pixel can be achieved.. 

The data filter identifies a “HIT” when the pulse height 
.-in a pixel exceeds the m inimum threshold (about 3000 

e-rms eq~~ivalent)..This number is entered into the spcc- 
trum. Only the PEAK pixel is entered into this plot. It 
should be mentioned here that these envies are not ncc- 
essarily p&i of-a track. The beam contains a large num- 
ber of high energy gamma rays, which at this point have 
not yet been removed from the data. 

To identify the noise associated with this hit, the pulse 
height values in each of the three pixels defining the 
four comers of a 5 x 5 square about the hit pixel arc 
entered (a total of 12 entries in all). The signal-to-noise 
ratio for a single pixel can be approximated from this 
curve to be about 4550:1, where the noise is taken to 
be-the width~o of the noise spike, and the signal is taken 
to be the most probable value of the signal peak. As the 
signal here is only the PEAK pixel, it contains only 
about 60% of the deposited charge. The final signal- 
to-noise will be calculated later after summing all of the 
charge in a cluster. 

As of this writing, no systematic effort has been made 
to understand the following systematic effects. 

- * Only zeroth order corrections for gain variations 
between even and odd columns have been implc- 
mented. Recall that even columns are read out 

_ _ though a separate analog chain from the odd 
co1u-Ql& . 

* Accounting for cross-coupling corrections (the small In an attempt LO dclerminc spatial resolution, straight 
remnant of charge that remains on a co!umn’s read lines were fit to the data, and residual disuibution plot- 
node after detection of a significant hit ori a pixel) ted. Thcsc arc shown in Fig. 8. 
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Figure 7. The pulse height distribution of 

hits from GO GcV/c muons traversing three 
plane5 of Glicon at normal incidence 

should be suhtractcd from the second-to-b&read 
pixel. 

* Devising an optimum clustering algorithm. Pres- 
ently, all the pixels in a 3 x 3 square about the pixel 
with the highest pulse height per hit are combined to 
form a sum, which is then identified with the charge 
left behind by the passage of the charged particles. 
This results in a noise-per-sum equal to three [ g 1 
times the noise on a single pixel. 

Pcdcstal variations arc properly removed by subtracting 
from each pixel a median iiltcr comprised of the median 
of Lhe previous five I’ramc’s value for that pixel. In Ihi:, 
fashion, tcmperaturc and lime varialions arc propert), 
removed. 
Figure 7 is a pulse height distribution of hits within 
each hybrid detcclor. For each hit, which resides on 
one of the fitted suaight lines, the pulse height from the 
pixel with the highest pulse height is combined with 
the pulse heights of all of thc..pixels that border it, viz., 
those contained in a 3 x 3 square around it, to form Lhc 
sum plotted in Ihc figure. 

PRELIMINARYVALUESFORSPATIAL 
RESOLUTION. 
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F igu re%  R o w  (a)  a n d  c o l u m n  (b )  res idua ls  
plots to  th e  straight l ine fits to  hits in  th e  th r e e  
d e tectors o f th e  te lescope , d e m o n s trat ing th e  
s u p e r b  s p a tia l  reso lu t ion o b ta inab le . 

5  x 5  R e g i o n  C e n te r e d  o n  M a x i m u m  P ixel 

-3  -I 0  i 2  

Dc le rmin ing  th e  locat ion o f th e  p a s s a g e  o f a  p a r ticle 
th r o u g h  a  p ixel  requ i res  th e  u s e  o f a n  a lgor i thm th a L -  
m a k e s  U S C  o f th e  pu lse  h e i g h t o f th e  P E A K  pixel  ( that -  
o n e  wh ich  h a s  th e  h ighes t pu lse  h e i g h t p e r  hit) a n d  its 
n e i g h b o r  in  b o th  d imens ions .  This  a lgor i thm was  first 
d iscussed in  [3 ] a n d  wil l  b e  m c m i o n e d  a g a i n  h e r e . 
In  o u r  g e o m e u y , p a r ticles e m e r  th e  dev ice  o n  th e  
ca thode  o f th e  P IN d i o d e , th e  s ide  fa r th e s t f rom th e  
b u m p  b o n d s . Thus , m u c h  o f th e  c h a r g e  col lected m u s t 
drift across th e  e n tire d e p l e tio n  d is tance o f 3 0 0  j..tm . 
T h e  c h a r g e  c loud,  s p r e a d  by  scat ter ing o f th e  init ial 
rad ia tio n  a n d  by  dif fusion, wil l  h a v e  a  fin i te la teral  size. 
If a  p a r ticle w e r e  c loser  to  th e  e d g e  o f a  p ixel  th a n  to  th e  
c e n te r , o n e  w o u l d  expec t c h a r g e  to  b e  s h a r e d  by  ad ja -  
c e n t pixels. O n  a v e r a g e , w e  s e e  c h a r g e  s p r e a d  over  two 
to  fo u r  p ixels o f th e  n i n e  pixels in  a  3  x 3  array.  
D e ta i led  analys is  o f a  set o f p ixels n e a r  a  p a r ticle hit 
a l lows calcu lat ion o f fo u r  q u a n tities: s ignal - to-noise,  
no ise,  s ize o f th e  c h a r g e  c loud,  a n d  s p a tia l  resolut ion.  
In  Fig. 9 (a ) , a  s c h e m a tic o f a  5  x 5  r e g i o n  c e n te r e d  o n  a  

p a r ticle hit is s h o w n . T h e  p ixel  wi lh  th e  m a x i m u m  
signal ,  loca ted a t ( O ,(1), is labcl lcd “P E A K .” T h e  pu lse  
h e i g h t o f ils s igna l  is rc ferrcd to  as  P . N e a r b y  pixels arc  
located by  o l’fscts bc twcen -2  a n d  + 2 . E a c h  p ixel  in  th e  
5  x 5  r e g i o n  h a s  iLs ze ro  set by  th e  u s e  o f th e  te m p o r a l  
m e d ian  fikcr, wh ich  essen tial ly rejects p rev ious  hits. 
Fu r th e r , in  ana lyz ing  a  par l icu lar  hit, th e  o u te r  b o r d e r  0 1  
1 6  pixels is u s e d  to  d e fin e  two a d d i tio n a l  constants th a t 
arc  s u b tracted f rom th e  i nner  9  pixels to  r e m o v e  a n ! 
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(1 )  E  z l/2  I:S m a ll 
(2 )  E  --  r  B o th  S m a ll 
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F igure  9 . A  s c h e m a tic o f (a )  a  5  x 5  p ixel  r e g i o n  c e n te r e d  o n  a  p a r ticlc hit, a n d  (b )  th e  L  versus L  p lanes  
ind icat ing th e  resul t  o f var ious  h y p o th e tica l  inc ident  posi t ions o f n  p a r ticle wi th in th e  c e n tral pixel.  
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_ systematic offset that arises because of the separation in 
time between the measurement of the background 
frames and the frame containing the particle hit. In this 
last subtraction, the pixels in the first and fifth column 
are used to correct those in the third column, while 
the four pixels at the extremities of the second and 
fourth column are used to correct the second and fourth 
column. 
The direction of time in Fig. 9(a) refers to the sequence 
of the readout of the pixels. In this device, columns are 
read out in parallel; thus, the five pixels in the row 
labeled -2 at the top of the figure are read out first, with 
sequential readout, by row, from -2 to +2 on the time 
axis. FGrconvenience, the pixel just above the PEAK is 
labelled “EARLY” and its contents referred to as E, 
while the pixel just below the PEAK is labelled “LATE” 

. . and its contents referred to as L. E, P, and L are used to 
derive the E and i ratio from the relation: 
.- - E 

E = (E+P+L) 
L and L = iE+P+L) . 

-Figure 9(b) is a schematic plot in the E versus L plant 
of what should happen if a particle were to hit different 

--parts of the central pixel. Possibilities 1, 2, and 3 arc 
indicatedin the central pixel, with their corresponding 
results shown in Fig. 9(b). The position of possibility 2 
will be clo_se-EO or far from the origin, dcpcnding on the 
size of the charge cloud. 
Figure 10 is a scatterplot of the data from this test run. 
It can be seen that the trend of this data to fall near the 
axes, as explained in Fig. 9(b), is as expected. Since 
much of the careful systematic analysis of the data 
(such as gain corrections, etc.) remains to be done, 
not too much will be made of this effect at this time. 
However, an analysis of the density of points in 
this scatterplot leads to the following interpolation 
algorithm: 
For the rows, 

if Rx.< 0.3,. then dr= 1,33xR, 
if R, > 0.3, then dw = 0.5 x (R, + 0.5) 

where R, = Larger Neighbor / SUM, and 
SUM, = PEAK + the neighbors above and below. 

For the columns, the same formulae apply 
- ifR, < 0.3, then dy = 1.33 xR, 

if R, > 0.3, then dy = 0.5 x (Rr + 0.5) 

where R, = Larger Neighbor / SUMy and 
SUM&PEAK+ left and right neighbors 

Note that these algorithms bound dr and dy (the frac- 
tional distance from the center of the pixel) at 0.5, since 
R, and-R, are bounded by 0.5.‘That is, the largest 
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Figure 10. A Scattcrplot of charge sharing 
for high energy muons incident on one of 
the 256 x 256 detector planes of the tele- 
scope displaying the expected behavior. 

amount of charge to bc found in a neighbor is one half 
If it were larger it would become the PEAK. 
These algorithms can be used to establish the x and y 
position of each of the hits in each of the detectors, and 
then lit these points to straight lines. Gamma rays and 
spurious hot pixels will not participate in a straight line 
fit, and so arc eliminated here. From the plots of the row 
and column residuals in Fig. 8, it is possible to deter- 
mint a first estimate of the spatial resolution of the 
256 x 256 detector hybrids. The row rms is 3.9 I 0.4l.m~ 
and the column rms is 4.x i 0.5pm. 

SUMMARY/CONCLUSIONS/PROJECTIONS 

Three 256 x 256 Hughes arrays have been organized 
into a telescope and placed in a high energy muon beam 
at FNAL. A noise level of less than 300 e- (rms) has 
been observed at 0°C operation. Spatial resolution 01 
better than 5 pm in both the x and y dimensions has 
been measured for normal incidence. 
A number of important systematic studies remain to be 
done that will surely increase the spatial accuracy 01 
this measurement. Similarly, an analysis of the data 
involving muons traversing the silicon at other than 
normal incidence is in progress. These data promise 
interesting results. It is hoped that they will not only 
show good spatial resolution, but that they will indicate 
the capability of actually measuring the track angle by 
its passage through a single plane of silicon. The analy- 
sis is cxpcctcd to hc complctc by the end of 1992. 
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