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1. INTRODUCTION _- 

Perhaps the most outstanding problem in quantum field theory is to com- 

pute the bound state spectrum and the relativistic wavefunctions of hadrons at 

strong coupling. In quantum chromodynamics one needs a practical computa- 

tional method which not only determines the hadronic and exotic spectra, but also 

can provide non-perturbative hadronic matrix elements of the operator product ex- 

pansion, weak decay amplitudes, structure functions, and distribution amplitudes. 

In general, the computation of--hadronic scattering amplitudes requires knowledge 

of the bound state wavefunctions at arbitrary four-momentum. Lattice gauge the- 

ory has provided important tools for analyzing the lowest hadronic states of QCD, 

but detailed wave function information has been very difficult to obtain. 

Even in the case of abelian quantum electrodynamics, very little is known 

about the nature of the bound state solutions in the large Q, strong coupling, do- 

main. The Bethe-Salpeter formalism has been the central method for analyzing 

hydrogenic atoms in QED, providing a completely covariant procedure for obtain- 

ing bound state solutions. However, calculations using this method are extremely 

complex and appear to be intractable much beyond the ladder approximation. It 

also appears impractical to extend this method to systems with more than a few 

constituent particles. 

The most intuitive approach for solving relativistic bound-state problems would 

be to solve the Hamiltonian eigenvalue problem for field theories 

(1.1) 
for the particle’s mass, M, and wavefunction, I+). Here, one imagines that I$) is 

an expansion in multi-particle occupation number Fock states and that the opera- 
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_-. tors H and 3 are second quantized Heisenberg picture operators. Unfortunately, 

. this method, as described by Tamm and Dancoffl, is severely complicated by its 

non-covariance and the necessity to first understand its complicated vacuum eigen- 

solution over all space and time. The presence of the square root operator also 

- 

presents severe mathematical difficulties. Even if these problems could be solved, 

the eigensolution is only determined in its rest system; determining the boosted 

- wavefunction is as complicated as diagonalizing H itself. Fortunately, “light-cone” 

quantization offers an elegant- avenue of escape. The square root operator does 

not appear in light-cone formalism, and as we will see explicitly in Section 2, the 

structure of the vacuum does not play an important role in QED since there is no 
. 

spontaneous creation of massive fermions in the light-cone quantized vacuum. 

- 

There are, in fact, many reasons to quantize relativistic field theories at light- 

cone time. Dirac2, ’ m 1949, showed that a maximum number of Poincare generators 

become independent of the dynamics in the “front form” formulation, including the 

required Lorentz boosts. In fact, unlike the traditional equal-time Hamiltonian for- 

malism, quantization on the light-cone can be formulated without reference to the 

choice of a specific Lorentz frame; the eigensolutions of the light-cone Hamiltonian 

thus describe bound states of arbitrary four-momentum, allowing the computation 

of scattering amplitudes and other dynamical quantities. However, the most re- 

markable feature of this formalism is the simplicity of the light-cone vacuum. The 

vacuum state of the free Hamiltonian is the vacuum eigenstate of the total light- 

cone Hamiltonian. The Fock expansion constructed on this vacuum state provides 

a complete relativistic many-particle basis for diagonalizing the full theory. 

In this paper we will quantize quantum electrodynamics on the light-cone in a 

discretized form which allows practical numerical solutions for obtaining its spec- 
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trum and wavefunctions at arbitrary coupling strength (Y. Hopefully, these tech- 

niques will be applicable to non-Abelian gauge theories, including quantum chro- 

_. modynamics in physical space-time. In this paper we discuss the ultraviolet and 

infrared regularization of the theory which renders it finite. In addition to the 

momentum space regularization, we also discuss a covariant approximately gauge- 

invariant particle number truncation of the Fock basis which is useful both for 

- computational purposes and physical approximations. In this method, “Discretized 

Light-Cone Quantization,” (DLCQ)3 ultraviolet and infrared regularizations are 

kept independent of the discretization procedure, and are identical to that of the 

continuum theory. One thus obtains a finite discrete representation of the gauge 
. 

theory which is faithful to the continuum theory and is completely independent of 

the choice of Lorentz frameP 

- In a second paper5 we will discuss the numerical methods which can be used 

to solve the DLCQ system and present initial results for the positronium spectrum 

in QED(3+1) at moderate values of cr. 

The possibility of quantizing on the light cone was first discovered by Dirac.2 

The initial applications to gauge theory were given by Casher,’ Chang, Root, 

and Yany Lepage and Brodsky,s Brodsky and Ji: Lepage, Brodsky, Huang, and 

Mackenzie:’ and McCartor. llC h g as er ave the first construction of the light-cone 

Hamiltonian for non-Abelian gauge theory and gave an overview of important con- 

siderations in light-cone quantization. Chang, Root, and Yan demonstrated the 

equivalence of light-cone quantization with standard covariant Feynman analysis. 

There has also been important work on light-cone quantization by Franke,12’13’14 

Karmanov!5’16 and Pervushin.17 Detailed rules for &CD, a discussion of the Fock 

basis, and applications to exclusive processes were provided by Brodsky and Lep- 
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age. They also present a table of light-cone spinor properties in their Appendix A. 

A summary of the light-cone perturbation theory rules for QED in light-cone gauge 

and their derivation. is given in Appendix B of Ref. 9 and Appendix A of Ref. 10. 

The renormalization of light-cone wavefunctions and the calculation of physical 

observables is also discussed in these papers. The notation used in this paper will 

follow that used in these two references and is given in Table 1. A comparison of 

light-cone quantization with equal-time quantization is shown in Table 2. 

McCartor l8 has discussed how to handle the light-cone boundary at X- = cm, 

and shows for massive theories that the energy and momentum derived using light- 

--- 

cone quantization are not only conserved, but also are equivalent to the energy and 

momentum one would normally write down in an equal-time theory. A recent sum- 

mary of QCD in light-cone quantization can be found in Brodskylg and Brodsky 

20 
and Lepage. 

A mathematically similar but conceptually different approach to light-cone 

quantization is the “infinite momentum frame” formalism. This method involves 

observing the system in a frame moving past the laboratory close to the speed of 

light. The first developments were given by Weinberg.21 It should be noted that 

though light-cone quantization is similar to infinite momentum frame quantization, 

it differs since no reference frame is chosen for calculations and is thus manifestly 

Lorentz covariant . The only aspect that “moves at the speed of light” is the 

quantization surface. Other works in infinite momentum frame physics include 

Drell, Levy, and Yanf2 Susskind and Frye,23 Bjorken, Kogut, and Soperf4 and 

Brodsky, Roskies, and Suaya.25 This last reference presents the infinite momentum 

frame perturbation theory rules for QED in Feynman gauge, calculates one-loop 

radiative corrections, and demonstrates renormalizability. 
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In order to capitalize on the features of light-cone quantization, Pauli and 

._. Brodsky3 developed the method of discretized light-cone quantization and applied 

_.. it to solving for the mass spectrum and wavefunctions of Yukawa theory, &/,$, in 

-- 

one space and one time dimensions. This success lead to further applications 

including l+l QED and the Schwinger model by Eller, Pauli, and Brodskyf6 44 

theory in l+l dimensions by Harindranath and Varyf7 and l+l QCD for lVc 

- = 2,3,4 by Hornbostel, Brodsky, and Pauli. In each of these applications, the 

_ . . mass spectrum and wavefunctions were successfully obtained, and all results agree 

with previous analytical and numerical work, where they were available. Recently, 

Hiller 2g has used DLCQ and the Lanczos algorithm for matrix diagonalization 
.- - . 

method to compute the annihilation cross section, structure functions and form 

factors in l+l theories. 

- - The initial successes of DLCQ provide the hope that one can use this method for 

solving 3+1 theories. The application to higher dimensions is much more involved 

due to the need to introduce ultraviolet and infrared regulators, and invoke a - 

renormalization scheme consistent with gauge invariance and Lorentz invariance. 

This is in addition to the work involved implementing two extra dimensions with 

their added degrees of freedom. In this paper, we will present the application of 

DLCQ to 3+1 d imensional QED. 

The basic background for light-cone quantization and DLCQ is shown in Refs. 

3, 26, and Sections 2 and 3 of Ref. 30. The light-cone Hamiltonian for 3+1 

dimensional QED is given in Section 2, ultraviolet regularization in Section 3, and 

infrared regularization in Section 4. Section 3 also introduces a new method for 
.- 

maintaining tree-level gauge invariance of the ultraviolet regulator. It is important 

to maintain gauge invariance and covariance when truncating the Fock space. A 
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-- 

.- general method for preserving these symmetries while truncating the Fock space 

. basis is presented in Section 5. Renormalization in this truncated space is discussed 

-. in Section 6. The question of self-induced inertias and the equivalence of Feynman 

rules and light-cone perturbation theory results for one-loop mass counterterms is 

also presented in Section 6. A number of mathematical details are given in the 

-- various appendices, 

2. LIGHT-CONE QUANTIZATION OF QED - 
_. . 

The derivation of the light-cone Hamiltonian, HLC, from the 3+1 dimensional 

QED Lagrangian 

- 
can be carried out in the light-cone gauge A+ = A0 + A3 = 0 using the standard 

methods of canonical quantization with (anti) periodic boundary conditions. The 

procedure and notation closely follow the quantization of QCD in one-space and 

one-time. See Ref. 28. Details of this derivation for QED(S+l) are given in Section 

4 of Ref. 30. In a general frame, we write 

p-- HLC+P: - 
P+ 

so that the eigenvalues of HLC give the invariant mass spectrum M2. The result 

after using the classical equations of motion to eliminate the dependent fields, $J- 

and A-, imposing canonical commutation relations on the independent fields, T,!J+ 
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and 21, and finally discretizing these two fields by expanding in plane waves and 

imposing boundary conditions is 

HLC = Ho+Hl +H2, 
(2.2) 

-- HI = hip + hoflip 7 H2 = kstphot + ktferm , 

HO =g $ [ (y)2 + A21 a&f+ 
ii! [(y)2+m:] ~f,,bs,,+d&&z] 

(2.3) 
, 



I 

(2.5) 

,.-I 

- 

bt bt b b Sc3) 1 [k-ml - 1+ m] 
- s& t,1 SJB ts k+Lm+IL 2 

- dt, Icdl ,ds mdt,n ~$2, =+& 
,- ,- ‘- -! ; [k - ml - 1 + m] 

t t (3) 
- b, kd-s,lbt,,d-t>, &+LE+E [k + llm + 4 ,- 
+ 6: kdt,,ibs md-t n J$$!r m+n [k - mI - ’ + nl 

,- )- ‘- _ A- 

+ d:,&t,&,,b-t,, @+E+E [k - mlZ+ n] + h.c. 

+ b;,&,!bs,,d-t,, @lfm+n [k - mil+ nl + h.c. 7 -1- - - 

%stphot 

(2.6) 



-: 
{ 

+ at-2s,pa-2s,gb~,ll?bs,~ @B,g+lJP + n-47 + 4 - 

t 
- a2%P a29 ,b! rnbs E h$E *+E{P - nlq - 4 ‘- ,- ’ _ ,- 

- - P-7) 

- a2s,pa~2s,g~~,~d-s,n ($ m+El~ - ml - q + 4 -I- h.c. t - -’ --C t (3) - a2s,pa2~,&,mds,n bp e+mSEI~ - nlq + 4 + h.c. - - -‘- + a~s,pa2s,qbs,md-s,n ~~~+E+E(p - mlq + n) + kc. - - -‘- .- _ . 
(3) - a--2s,PQvlb! All &,p+q+a - - T- { +nl -q+m}+h.c. P - - 

- a--as,pws,gdfp mds,E &$+,+,(p + nl - q + m} + h.c. . - _ ,- - - 

V&p is the spin-flip amplitude for .a (anti-) fermion to emit (absorb) a photon and 

-. V noflip is the no spin-flip amplitude for this process. The familiar three-point Dirac 

QED vertex is just the sum of these two amplitudes. Two other types of vertices 

appear in light-cone quantization: a four-point instantaneous photon exchange, 

v lnstphot, and a four-point instantaneous fermion exchange, I&tferm. These are just 

the graphs needed to reproduce the usual covariant Feynman S-matrix results for 

scattering amplitudes. An example of this for Moller scattering (e-e- + e-e-) 

is shown in Appendix A. One can think of the instantaneous photon exchange 

graph in light-cone gauge as being analogous to the Coulomb exchange graph in 

Coulomb gauge. All the interactions conserve k+ and il, as they must, and are 

shown schematically in Fig. 1. 

In the above expression for HLC, g is the coupling constant, 2Ll is the size 
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_ __ .- 

of the transverse box, X is an artificial photon mass which is ultimately set equal 

to zero and, as will be explained shortly, K is related to the value of P+. The 

expression has also been normal-ordered to remove vacuum values and self-induced 

inertias (more on these in Section 6). The integers p, q, m, n, . . . are allowed to take 

on the values 

-- pi, qi, k’, l’, mi, ni = 0, fl, f2,. . . , i=1,2, 

zw=2,4,6,... , 
(2.8) 

. 

k, I, m, n = 
2,4,6,... (periodic b.c.) --C 

1,3,5,. . . (anti-periodic b.c.) . 

[nlm] and {nlm} were first defined in Ref. 26. A modified version using a method ._ _ . 
suggested by Hamer 31 based on the form of the Lagrangian, Eq. (2.1), leads to 

n,m#O 
n and m = 0 

otherwise , (2.9) 
- 

{ I nm I={ 
+L,m n 7-n # 0 , 

0 norm=0 . 

Details can be found in Section 4 and Appendix B of Ref. 30. Since the gauge 

invariant cut-off introduced in Section 3 eliminates all occurrences of [OIO], the 

value of the unknown constant, PC, can be set equal to zero. 

The free fermion and photon spinors are32 

(2.10) 
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-. 

. . 

and the fermion and photon fields have discrete momenta in the X- and xi, i = 1,2 

directions due to the boundary conditions, 

-1 

photons : k’ = ‘2 , pi = 0, fl, f2,. . . 

k+ = p? 
L ’ 

p=2,4,6 ,... , 

fermions : k’ = $f , 2 = 0, fl, f2,. . . 

k+=y, fix 
2,4,6,... (periodic b.c.) 

1,3,5,... (anti-periodic b.c.) . 

(2.11) 

.- We have chosen periodic boundary conditions for the photon field, 21, in the 
- . 

x- and Zl directions, and periodic boundary conditions for the fermion field, $+, 

in the 21 directions. $J+ may have periodic or anti-periodic boundary conditions 

in the x- direction. In the rest of this paper, anti-periodic conditions will be used. 

Note that only positive k+ are allowed. This is because the mass shell condition, 

- k- = k: + m2 
k+ ’ 

(2.12) 

only allows for k+ and k- both positive or both negative. As one does in equal- 

time considerations, the modes with negative energy (in our case, negative k-) 

are re-defined to be anti-particles (the photon is its own anti-particle). The result 

is that in light-cone quantization, one only has states with both positive k+ and 

positive k-. 

The above expression for HLC is still incomplete due to the need to include 

fermion mass renormalization counterterms (see Section 6). We also note that HLC 

is independent of the longitudinal box size, L. This last result arises because P+ 

is proportional to l/L and P- is proportional to L. 
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-- 

-. 33 Other conserved quantities in the theory include the charge, light-cone mo- 

. . mentum, and transverse momentum. The expressions for these in light-cone quan- 

-. turn mechanics after-normal-ordering to remove vacuum values are 

Q=gc [ b!,,bs,, - d:,,d,,, 1 9 S,E 
-- (2.13) 

Pi = c kia:,paX,p_ + c k’ [bS,,b,,, + d&&,E] . x 3 S,& 

The last two equations are just statements of k+ and il momentum conser- 

.- _ . vation: P+ is just the sum of the individual k+s and 21 is just the sum of the 

individual ils. These expressions are especially simple, and since they are already 

diagonal, the wavefunction, I$), can immediately be chosen as an eigenstate of 

them. For convenience we can choose P+ = 2m, and 31 = Gl corresponding to 

the positronium center of mass and obtain 

- 

{ c P a:,paX,z + c n [b&J%, + 4,&,,] } I4 = y IT4 = I-- Ia 7 
4P - s,!L - 

E P” &+Q,p + c [ ni b!,,bs,x + do,,&,, I> I4 = cl If/J> 7 - - kp_ S,E 
p= 2,4,6 ,... , n = 1,3,5,. . . (anti-periodic b.c.) , 

pi,ni =O,fl,f2 ,... . 
(2.14) 

From now on, only those expansion states satisfying these equations need be con- 

sidered. In the first expression, the integer K is defined to be the eigenvalue P+ 

times L/r, 

KT 
p+ = - 

L - 
(2.15) 
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_ ._- 
^- 

In Refs. 3 and 26, I< is called the “harmonic resolution.” 

. Finally observe that because of k+ momentum conservation and positivity of 

-. 
k+, there are no interactions involving spontaneous creation or annihilation of a 

fermion pair and a photon from the vacuum. Because of this fact, the Fock state 

vacuum (the state with no particles) is an eigenstate of the light-cone Hamiltonian 

-- with mass zero, 

HLC IO) = 0 IO) . (2.16) 
--C’ 

This immensely simplifies solving for bound states because it removes the need to 

._ constantly recalculate the vacuum. 
_. . 

We now focus on the positronium bound state problem. As in normal quan- 

tization we can apply the creation operators on the vacuum to create a complete 

light-cone Fock basis. The eigensolutions for the bound states will have the form 

n (2.17) 
= C +,t,- le+e-) + $,t,-y le+e-y) + . . . 

so that (e-‘-e-y I $) = +,t,-y(z, kl, X). The labelling of the parton momenta 

for the positronium e+e-y Fock state is shown explicitly in Figure 2. The sum 

is over all Fock states In) with constituent momenta xi and Zli. In general all 

Fock states are needed to describe the bound-system; we will discuss the errors 

introduced by a truncation later. The Fock states are eigenstates of P+, 31, and 

Ho. The Zli and xi are internal relative coordinates and are independent of the 

total momentum. The formalism is thus independent of the choice of reference 

frame. For calculational convenience, one can make the choice P+ = 2me, and 
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_ __- 
- 

31 = 61, for which 

HQ 72: k+ylCli 
-- 

) = C k’iL mB ITI, : k:,Zli) 7 

i 
- 

(2.18) 

Because we are working with a discrete representation, the light-cone bound state 

equation, 
--C 

H~cIm)=M~lm) , (2.19) 
._ _ . 

can be converted into a matrix equation for the eigenvalues, M2, and eigenvectors, 

tin, by projecting out the nth component, 

C(~IHLC Im)h&~,&di)= M2 $n(~i,~~i,Xi) . (2.20) 

m  r 
- 

For our case of positronium, the matrix equation is 

(2.21) 

Here, HLC has been split into an interacting piece, V, and a non-interacting piece, 

HO = Ci(kli+mf/xi)e m; is the mass of the ith constituent particle. For the case 

of positronium, it is either the fermion mass or the photon mass. Diagonalization 

of this equation can now be done on a computer (after implementing ultraviolet 
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- -- - 

and infrared regulators) to reveal the complete spectrum of positronium states and 

. multi-particle scattering states with the same quantum numbers, along with their 

_.. corresponding wavefunction expansion coefficients, $Y~. Solving field theory has 

now been reduced to obtaining the solution to this fairly simple equation. 

In summary, the discretized light-cone quantization procedure is straightfor- 

.- ward. The light-cone Hamiltonian is derived from the Lagrangian by a procedure 

- very similar to standard canonical quantization. The commuting operators, the 
_ -.. 

light-cone momentum P + = Kr/L, transverse momentum $1, and light-cone .~ 

Hamiltonian HLC are constructed by expanding in Fock states and are simultane- 

ously diagonalized. The expressions for P+ and ?I are already diagonal if one 
_ . 

expands in plane waves. The system is discretized by requiring periodic or anti- 

periodic boundary conditions in the light-cone spatial dimensions, and the system 

isquantized by imposing canonical commutation relations between the independent 

fields and their canonical momenta. The bound state equation HLC I$) = M2 I$) 

- is diagonalized to obtain the invariant mass spectrum and wavefunctions. Both of 

these quantities are independent of L. To recover the continuum theory, one lets 

I< and Ll approach infinity (this is equivalent to letting L, Ll + 00). 
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3. COVARIANT ULTRAVIOLET REGULATOR 

. Before continuing, a method of regulating the 21 Fock space and other ultra- 
-: 

violet divergences isnecessary. The Fock space is naturally finite in k+ because 

the total k+ is just the sum of the individual, constituent k+s. Combining the fact 

that all the individual k+s are positive, non-zero integers with the fact that there 

-- are only a finite number of ways of summing a set of positive, non-zero integers 
- 

to form a given positive number demonstrates finiteness of the k+ space. As an 

example, a Fock state with one-electron and two photons with I( = 9 can have the 

following quantum numbers (anti-periodic boundary conditions), 

-.-C 

._ Fock State 1 2 3 4 5 6 . 

Electron 1 1 1 3 3 5 

Photon 1 2 4 6 2 4 2 I 

Photon 2 I 6 4 2 4 2 2 l 

_. 

In contrast to k+, the Fock space is naturally infinite in in because in can 

- take values that are positive or negative. An ultraviolet regulator must therefore 

be introduced. 

We will discuss several possibilities for the frame-independent ultraviolet trun- 

cation of the light-cone Fock state. In the first method, which we refer to as the 

“global cut-off’, we restrict the sum of the light-cone energies (kl + m2)/z of the 

particles of each Fock state to be less than a cut-off value, A2 (see Ref. S), 

c ‘li + mS < ~2 

i 
Xi - ’ (34 

The left hand side of this equation is just the invariant mass (for a single particle 

state, the invariant mass is the rest mass) squared of the Fock state, M2 = P+P-- 
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PT. It is also the value of the light-cone Hamiltonian at zero coupling. Thus the 

. global cutoff simply requires the invariant mass squared of the individual Fock 

-: states to be less than A2. Since the invariant mass is frame independent, this 

regulator is Lorentz invariant. It should be emphasized that the variables iii and 

-- 

xi are relative internal coordinates, independent of the total momentum P+ and 
+ 
PI of the bound state. The physical momentum of the particle in any given 

- Lorentz frame is pii = Zli + xi71 and p+ = xiP+. 

Each Fock state is off the light-cone energy shell by the amount 

c k,: - P- = 
(g*i+XiT1)2+mf _ PT+M2 

i 
XiP+ 1 P+ 

(34 

P-2) 
1 

=- 
P+ [ 

c 
kli+mf -~2 

i Xi I* 
One sees immediately that the ultraviolet truncation given in Eq. (3.1) removes 

Fock states not by particle number, but because they are far off-shell. This is 

a reasonable procedure because far off-shell states give only a small contribution 

to a physical wavefunction. It is known from general considerations3* that the 

probability for high far-off-shell fluctuations of the renormalized wavefunction in a 

renormalizable theory are power-law suppressed, so that one expects convergence 

of all physical quantities as long as A is taken larger than all relevant mass scales 

of the problem. In fact, one sees from Eqs. (2.20) and (2.21) that a typical 

wavefunction in QED will have the form 

$n(Xi, zJ-iy Xi) = 
1 

M2 - Ci(kli + mf)/x; (“) 
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_ __ .- 
- 

which tends to vanish as 

. 
c k~i + rnf 

-M2+O0. -: 
i Xi 

(3.4) 

In principle, one must make A infinite to recover the full theory. In practice, one 

can take moderate values of the cut-off and study the convergence of the spectrum 

- and physical quantities as a function of A. In fact, since the binding energy is the 

- 

relevant scale, it is more 

off-shell energy. We thus 

useful in practice to only restrict the kinetic part of the 

define the “kinetic cut-off”: 

._ 
. c k~i + rnf 

i Xi 
A2 . P-5) 

where the minimum is taken over all allowed kinematic configurations. By us- 

ing the kinetic cut-off, states with high momentum constituents are cut-off, but 

fermion pair states which play an important role in Compton amplitudes are not 

preferentially excluded. 

Cutting off the photon’s momentum il is clearly not compatible with gauge 

invariance because the various graphs involved in photon exchange are cut-off in a 

different way. That is, one can imagine a situation in Moller scattering (e-e- + 

e-e-), for example, in which the exchange of a real, physical photon is cut-off 

(the relevant Fock state is the e-e-y intermediate state) but the exchange of an 

instantaneous photon is not (there is no intermediate state in this graph). 

We can avoid this problem with gauge invariance by considering the instan- 

taneous photon in the instantaneous photon exchange graph to have quantum 

numbers as if it were a real photon. One then cuts it off in a manner similar to 
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the Fock state cut-off for a real intermediate state. That is, one requires 

. 
c kzi + rn: 

-: 2 A2 
i Xi 

(3.6) 

where the sum is over the individual particles in the Fock state plus the instanta- 

neous photon. A similar procedure is taken for the instantaneous fermion interac- 

- tion so the correct Feynman S-matrix amplitudes are restored in this sector also. 

As a concrete example, consider the graphs involved in Moller scattering shown in 

Figure 3. Assume kc is larger than k, +. In the first graph, the photon’s momenta 

are fixed by momentum conservation, and the three particle intermediate state is 
.- _ . 

cut-off by 

kil + me2 k2 +mz + 21 +&A2. 
x3 x2 

In the second graph, one assign3 momenta to the instantaneous photon, Q+ = 

- kt - kz, & = &i - z31, and then requires 

(3.7) 

(3.8) 

With this requirement, whenever the instantaneous photon exchange graph occurs, 

a corresponding graph with the exchange of a real, intermediate photon occurs be- 

cause both graphs are now cut-off in exactly the same way. As shown in Appendix 

A, the sum of the graphs is simply the gauge invariant Feynman rules answer, 

l/q;. Thus, we see that this method maintains gauge invariance of the ultraviolet 

cut-off for tree-level diagrams. It is not clear if this conclusion can be carried over 

to loop diagrams.35 
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We have now completed the ultraviolet regularization of light-cone theory. All 

.- Fock states are cut-off by requiring the invariant mass squared to be less than A2, 

-1 
c kzi + rnf 

5 A2 . 
i Xi 

w9 

-- 
Graphs involving an instantaneous photon or instantaneous fermion are treated as 

if they were real particles and cut-off in the same fashion. With this inclusion, 

the Fock space is finite and the ultraviolet regulation is both Lorentz invariant 

and (tree-level) gauge invariant. We also note that this regulation procedure is 

continuum regulator: the cut-off condition is not changed by discretization. 

._ _ . In principle, the global or kinetic cut-off can be used as the sole ultraviolet 

regulator needed to define the renormalized theory. However, these regulators 

have the disadvantage that at finite A the renormalization constants will depend 

on the kinematics of the “spectator” particles in the Fock state, rather than just 

the particles participating in the UV-divergent self-energy and vertex subgraphs. 

However, one still has the option of introducing further UV regulation such as - 

massive Pauli-Villars particlesa or massive supersymmetric partners to produce 

counterterms which render these subgraphs finite. We illustrate this method in 

Appendix C. Alternatively, one can also directly regulate the matrix elements of 

the interaction Hamiltonian such that36 (nl HLC Im) = 0 if 

c 
kHi + rnf 

c 

k~i + rnf 

Xi - 
2 A2 . 

iEm iEn Xi 

When using any of these “local” cut-offs, the mass counterterms can be defined 

independently of the bound-state wavefunction, as in the standard treatment of 

the Lamb Shift in QED.” The counterterms at a specific renormalization scale 
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are chosen so that one obtains the physical values of the electron mass and photon 

mass when solving the light-cone equation of motion in the respective quantum 
38 

. number sector. 

4. COVARIANT INFRARED REGULATOR 

There are a number of potential sources of infrared singularities and divergences 

in light-cone quantized QED. These are 

.- _. 1. Singularities in Ho and the three-point interactions from fermions with 1c = 0 

(k+ = O), 

_ - 2. Singularities at x = 0 and divergences near x = 0 from photons in Ho and 

the three-point interactions, 

- 
3. The singularity from the exchange of an instantaneous fermion at x = 0, and 

4. The singularity at x = 0 and the divergence near x = 0 from the exchange 

of an instantaneous photon. 

The singularity described in item 1 can be removed by requiring anti-periodic 

boundary conditions for the fermions in the x- direction. Similarly, the singularity 

in item 3 is removed if the fermions obey anti-periodic boundary conditions and 

the photons periodic boundary conditions because the momentum exchange will 

never be zero. Recall that the instantaneous fermion interaction is proportional to 

l/q+ where 4+ = ‘zntg&g photon - Ic+ incoming fermion * 

The singularity arising from photons with x = 0 (point 2) is eliminated by the 

cut-off described in the previous section if j” # 0; because the invariant mass 
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squared of such a photon would be greater than any finite A2. That is, 

.- 
4: > A2 - 

-z X (44 
for q+ = 0. The case of ?l = 81 is dealt with below. The singularity from 

instantaneous photons at x = 0 (point 4) and f’ # 0; is eliminated because 

-- instantaneous photons are treated for purposes of the cut-off as if they were real 
- 

photons. As a result, they are also eliminated because 

& T > A2 (4.2) -- 

._ where q+ and @‘l are assigned to the instantaneous photon according to momen- _ . 

turn conservation as explained in Section 3. Again, the situation for <’ = 61 is 

described below. 

If periodic boundary conditions had been chosen for the fermions instead of _. 

anti-periodic conditions, the singularities at x = 0 for real and instantaneous 

- fermions would be eliminated by the same reasoning as for real and instantaneous 

photons. 

The divergence as x approaches 0 for real and instantaneous photons is removed 

by invoking an infrared cut-off, 

2 
QI>e. 
2 (4.3) 

All Fock states with real photons not satisfying this condition and all instantaneous 

photon interactions not meeting this criterion are removed. Once again, q+ and 

<’ for a real Fock state photon are taken to be their actual values; q+ and <’ for 

an instantaneous photon are assigned according to momentum conservation as if 

it were a real photon. 
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Note that if c is chosen to be any value smaller than (7r/L~)~ but greater than 

0, then the only effect of the infrared cut-off is to remove photons with <’ = 61. 

Since the effect of the. cut-off is identical for all c less than (~/LL)~, one may as well 

take the limit t: + 0 right away. Since the point <’ = Gl has now been removed, 

.- 

the problem of the IC = 0 singularity for real and instantaneous photons with zero 

4;1 described above has been taken care of. Another way of removing the point 

- IC = 0 when & = 81 is to imagine that the photon has a small mass X. Then x = 0 

would be eliminated for all <’ -by the ultraviolet cut-off, Eq. (3.1). 

The infrared cut-off is only necessary for numerical reasons when one uses a 

discrete measure. In the continuum the spectrum and wavefunction of positronium 

has no infrared divergence. The numerical problem is illustrated in Figure 4 which 

shows the divergent behavior of the lowest energy level in a variational calculation 

as-K is increased if one does not use an infrared cutoff. Details of this calculation 

are described in Ref. 30. An explanation for this behavior is that the integral that 

- must be reproduced to obtain the ground state energy level, 

bbotH~cI$o)= M; , (4.4) 

has an integrand that diverges like 

(4.5) 

for small x, &. Of course, the integral itself is still finite. In the continuum, the 

points near x = 0, & = 0; are a set of measure zero and give a finite contribution 
.- 

to the integral. Unfortunately, in the discrete case, any one Fock state has a finite 

measure since there are only a finite number of Fock states. Each (e+e-7) Fock 
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state contributes one point to the sum, Eq. (4.4). As a result, the Fock states with 

.- photon x near zero and <’ = 61 give a contribution proportional to l/x - K. 

-1 Thus photons with & = 61 must be removed by an infrared cut-off such as Eq. 

(4.3) to keep th e sum Eq. (4.4) finite as K + co. 

Another way to eliminate this difficulty is to add and subtract an appropriate 

term in the Hamiltonian which removes the discretized infrared divergence and 

- replaces this term at small ql and x by the appropriate continuum value. We will 

discuss this method in detail in Ref. 5. 

-- 

In summary, an infrared regulator is included by requiring that all photons, 

real and instantaneous, have invariant mass squared greater that E, ._ _ _ 

2 
QI>E. 
X (4.6) 

- 

This Lorentz invariant, (tree-level) gauge invariant regulator ensures that all in- 

frared divergences are well defined and cancel in a charge-zero system such as 

positronium. The numerical demonstration for this last statement is given in Ref. 

5 Since the only effect of the cut-off is to remove photons with & = 61 for any 

0 < E < (T+C~)~, th e lmit E + 0 can be taken immediately. Also note that this 1’ 

infrared regulator is a continuum condition: the cut-off requirement is unaffected 

by discretization. 

--C 
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5. TRUNCATED FOCK SPACE 

-. The basic program for solving 3+1 QED using DLCQ has now been given: The 
. . . 

light-cone Hamiltonian and bound state equation are given in Section 2, ultraviolet 

regularization is described in Section 3, and infrared regularization in Section 4. 

There are several problems which need to be confronted. 

.- 

_ -. 

One must choose a consistent scheme for truncating the Fock space in order to 

have a system with finite number of degrees of freedom. In the case of one-space 

and one-time theories the parameter K automatically provides this truncation. In 

the case of physical theories in three space and one time, the covariant global and 

kinetic cutoffs define in Section 3 provide a physically motivated cut-off. Unlike .- _. 
the Tamm-Dancoff’ truncation, there is no a priori fixed limit on the number of 

particles in this scheme. Such a Fock space truncation also provides a continuum 

regularization for renormalization. Unlike lattice gauge theory this cut-off can 

be performed independent of the discretization. Ideally one should use ultraviolet 

- regulators such as dimensional regularization in d21cl or a generalized Pauli-Villars 

lo scheme. The Fock space truncation of the regulated theory then has only a mild 

effect at higher A2. 

However, a more fundamental problem is that as of yet, no non-perturbative 

prescription is available for renormalization to all orders in closed form. This 

problem needs to be answered before the full 3+1 QED light-cone Hamiltonian 

can be systematically diagonalized. An example of the construction of a non- 

perturbative counter-term is presented in the next section. 

.- 
A simple non-trivial approximation to QED(3+1) which retains its all orders 

non-perturbative features is the Tamm-Dancoff’ truncation to just two classes of 

Fock states on the light cone. To be- specific, for the charge-zero sector, the Fock 
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space will be limited to just (e+, e-) and (e+, e- , 7). For the charge-one sector the 

.- only Fock states will be (e-) and (e-,7). Th e number of interactions effectively 

-: allowed in this truncated Fock space is very much reduced from the full set shown 

in Fig. 1. All graphs involving pair creation are effectively removed because the 

truncated Fock space does not allow for extra fermion pairs (diagrams 3, 6, 9, 11, 

12, 17, 18, and 19). Diagrams 14, 16, 20, and 21 are effectively removed because 

- they involve two photons in flight. Finally, diagram 10 is eliminated when it occurs 

in the presence of a spectator photon because such a situation also has two photons 

in flight. Taking all these removals into account, the only diagrams that need be 

considered are 1, 2, 4, 5, 10, 13, and 15. 

- 

Limiting the Fock space may bring gauge invariance into question. However, we 

have carefully made sure that everytime an intermediate state with real photons is 

removed, the corresponding intermediate state with instantaneous photons is also 

removed. This restores gauge invariance because photons are thus removed from 

the theory in gauge invariant sets. For example the interaction e+e- + y -+ e+e- 

is removed from consideration because the intermediate state with one real photon 

has been eliminated. To restore gauge invariance, we have been careful to drop 

diagram 9 which involves the same process, but through an instantaneous photon. 

It should be emphasized that though the Fock space is limited, the analysis 

remains non-perturbative because the allowed Fock states can be iterated as many 

times as one wishes. In particular, keeping only (e+e-, e+e-y) is similar to the 

ladder approximation in Bethe-Salpeter methods, which is an all orders calcula- 

tion. Since this approximation has been solved in Bethe-Salpeter formalism for 

the spectrum of positronium, diagonalizing the light-cone QED Hamiltonian in 

this truncated Fock space must also reproduce the positronium spectrum. In the 

27 



following paper 5 we show that the Bohr spectrum and the hyperfine splitting of 

- positronium (actually, the muonium spectrum since the annihilation channel has 

-1 been removed) at large cy N 0.3 is correctly reproduced. 

6. RENORMA-LIZATION: SELF-INDUCED 

INERTIAS AND MASS COUNTERTERMS 

Two issues are of concern regarding renormalization. First is the question of 

the self-induced inertias that appear in the theory if one does not normal-order 

the light-cone Hamiltonian. The second is whether the light-cone perturbation 

theory results for the one-loop radiative corrections agree with the usual Feynman 

-. S-matrix answers. Let us investigate the first question. 

If one begins with a Hamiltonian that is not normal-ordered and proceeds to 

normal-order, one finds extra terms arising from interchanging operators in the 

instantaneous photon and instantaneous fermion interactions. These terms have 

been referred to in Refs. 3 and 26 as “self-induced inertias” and have been the 

source of much discussion concerning their role in light-cone physics. In 3+1 QED, 

these extra terms take the form 

-. 
2a 

c 
t z x aX,p,pJP 7 

3 
JP = $ [{P-mlp-m}-{p+mIp+m}] (6.1) 

m 
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for the photon and 

-1 

In = fc {[n-m I n-m] - [n +m I n+m]} , 

m  

I(, = :C i{n-qln-q}, 

P 

(6.2) 

Mn = ic l{n+qIn+q} 
g q- 

for the fermion. Remember that for fermion anti-periodic boundary conditions and 
.- - . 

photon periodic conditions, 

P, q = 2, 4, f-5, - - - , m,n = 1, 3, 5, . . . . (6.3) 

-. The question then arises: should the self-induced inertias remain in the theory 

or should they be removed ? Simply starting with a normal-ordered Hamiltonian 

eliminates these inertias. A satisfactory answer for the truncated Fock space we 

are considering is that they are not needed, i.e. they are replaced by the mass 

counterterms below. In the case of the fermion, this counterterm happens to have 

the same continuum limit as the original self-induced inertia in the limit A + 00. 

The correct procedure for all A that properly renormalizes the fermion mass in 

the truncated Fock space requires mass counterterms equal to the one-loop light- 

..- -’ 

cone perturbation theory mass counterterms. It should be noted that this result, 

which will be detailed below, only holds in the truncated space (e+e-, e+e-y) or 

(e-7 e-7). 
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In our truncated Fock space, the full set of proper one-loop radiative corrections 

.- is shown in Figure 5 (improper graphs do not need to be renormalized). Again, 

-1 there is no vacuum polarization because the Fock space does not allow an extra 

fermion pair to be created. Mass counterterms are needed to cancel these self-mass 

diagrams. The discretized counterterms are 

SH@) = LC 

- 
.- _ . and 

Pp2 
-K - 

[ 

2 

3 La, 
q 

n2 
( 

P- <1-n 721 
> 

2+q2Pf+n(n-4) P7 1 = 
nLf l+% Cd* 

n-q 

n2 
( 

4- d~l-~ nl 
> 2+92Pf+n(n-q) P-7 

where 

me Ll ( > 2 2 

Pf= - 
e2 

7 
77 

p7+ ) 
( > 

a=z, 

n = 1, 3, 5, . . . (anti-periodic b.c.) , 

q = 2, 4, 6 7”’ 9 

nl, 4 = 0, fl, f2, . . . . 

(6.6) 

(n, Cl) are the quantum numbers for the incoming fermion and X is a fake photon 

mass that is ultimately set equal to zero. The sum is over 2 5 q 2 n - 1 and must 
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satisfy both the ultraviolet and infrared cut-offs, 

- q: + Pr + (fL - a2 + Pf < L 
-: Q n-q ( > 

s 2 _ c 4 + p ) 
-K n- m spec 

4: + PY >’ AL2 
Q ( > -I-c n- E. 

(6.7) 

.- The sum in the first equation is over the quantum numbers (m, 61) of all the 

- spectator particles (i.e. particles that go from the initial to final state without 

an interaction). The derivation of these results is given in Appendix B. Note that 

when one uses the Fock space truncation as a regulator, one must take into account 

,-w 

the unavoidable dependence on the spectator kinematics for any finite cut-off. 

Inclusion of these mass counterterms and diagonalizing the space (e-, e-7) 

reproduces the real electron mass to be one to 12 significant figures on an IBM 3090 

running 64-bit (double precision) real variables and thus verifies that this is indeed 

the correct fermion mass renormalization prescription. The numerical results are 

- shown in Section 7. If self-induced inertias are retained, the mass counterterm is 

modified to include -(self-induced inertias). This just cancels the original inertias 

and diagonalizing again reproduces the real electron mass = 1.000. . . me. 

Let us now return to the second question posed at the beginning of this section. 

The equivalence of the mass counterterms derived from the usual covariant Feyn- 

man theory and light-cone perturbation theory is discussed in Appendix C. It is 

shown there that the TOPTh, and Feynman rules results for the one-loop fermion 

self-energy in Feynman gauge are identical if one is careful to do the x integral first 

and interchange limit and integral only when allowed in the TOPTh, calculation. 
-. 

If one takes the limit first, one obtains the non-Z graph as the complete answer, 

which agrees with the usual LCPTh answer for the one-loop fermion self-energy, 
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but disagrees with the Feynman answer. The discrepancy is found in a non-zero 

. . contribution from the Z-graph in TOPTh, near z = 0. The LCPTh and Feynman 

_._ rules answers for the. one-loop fermion self-energy agree if an extra piece equal to 

the TOPTh, Z-graph is added to the diagonal part of the light-cone Hamiltonian. 
.- 

This has to be done since the Z-graph contribution to the fermion self-energy is 

not obtained from the off-diagonal matrix elements of the light-cone Hamiltonian. 

- However, since this piece is a self-energy, it is cancelled when one includes the 

corresponding mass counterterm. 

In practice the extra piece from the Z-graph can thus be ignored. It should 

be emphasized that in the above deliberations, X is only included as an infrared 
.- - . 

regulator and isat the end taken to be zero. The conclusions do not carry over to 

theories with a true massive photon. 

This completes the discussion of electron mass renormalization. Due to the ab- 

sence of pair creation, there is no renormalization arising from vacuum polarization 

in the truncated Fock space consideration. This leaves just electron wavefunction - 

renormalization, which is equivalent to simply stating that the real electron’s wave- 

function is normalized. The probability of finding the bare Fock electron inside the 

real electron is given by the expansion coefficient T,!J~- for the single electron Fock 

state shown in Eq. (2.17). Th is coefficient is just the wavefunction renormalization 

constant 6. 

To summarize, there is no photon wavefunction renormalization (charge renor- 

malization) in the truncated Fock space, (e+e-, e+e-y) or (e-, e-7). Electron 

wavefunction renormalization is automatic because the real electron’s wavefunction 

is normalized. If one is careful about the behavior near the endpoints, 5 = 0, 1, 

the one-loop self-mass corrections in TOPTh, and LCPTH agree with the an- 
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swer from S-matrix analysis. Mass renormalization is then done by inserting mass 

.- counterterms into HLC that exactly cancel the one-loop self-mass contributions. 

-. If one decides to keep the “self-induced inertias”, these are also cancelled by mass 

counterterms. Since the self-mass endpoint corrections and self-induced inertias 

are just cancelled anyway, what one effectively does is start with a normal-ordered 

Hamiltonian (i.e. without self-induced inertias) and inserts the mass counterterms 

given in Eqs. (6.4) and (6.5). Once again, this prescription is valid only in the 

truncated Fock space of one additional photon. If higher Fock states are included, 

a more general method is necessary which may in fact include the self-induced 

inertias in a crucial way. 

Since only eIementary particles require renormalization, no further renormal- 

ization needs to be done. That is, there is no positronium mass or wavefunction 

renormalization. The full light-cone Hamiltonian given by Eqs.(2.2)-(2.7) plus 

mass counterterms given by Eqs. (6.4) and (6.5) is now ready to be diagonalized. 

7. DIAGONALIZATION: CHARGE-ONE SPACE 

The prescription for diagonalizing the QED light-cone bound state equation 

Eq. (2.20) is then th e o f 11 owing. HLC is equal to Ho + HI + Hz + Hself where Ho, 

HI, and H2 were given in Eqs. (2.2)- (2.7) and Hself is the mass counterterms 

given in Eqs. (6.4) and (6.5). The Fock space is generated by keeping all Fock 

states that satisfy 

(74 
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and have photons that satisfy 

2 
QE. 
X U-2) 

-. 

These two cut-off conditions are also applied to the instantaneous fermion and 

photon interactions with the instantaneous particles treated as if they were real 

particles. D g ia onalizing gives the full mass spectrum of states and their corre- 

sponding wavefunctions as a Fock state expansion, 

Idi = C h(x, L) lb) . (7.3) 
..- -‘. 

n 

.- In principle, the true continuum theory is recovered by taking the limits K, Ll, A --+ 
_ . 

co and e --j 0. Recall from Section 4 that the results are identical for any choice of 

E less than (7r/L~)~; therefore, one is allowed to take the limit c -+ 0 immediately. 

In this paper, the Fock space is limited for various reasons discussed in Section 5 

to just (e-, e-7) for charge one and (e+e-, e+e-y) for charge zero. 

- Diagonalizing the light-cone Hamiltonian in the charge-one space of (e-, e-7) 

for any value of CY, I<, Al, A and E reproduces 

M2 = 1.000. . . rnz (7.4) 

for the ground state. Remember that as pointed out in Section 5, in this truncated 

Fock space consideration, diagram 14 must be dropped from the full set of light- 

cone diagrams in Fig. 1 . The accuracy of this result is only limited by machine 

precision. On an IBM 3090 running 64-bit real variables, this is 12 places behind the 

decimal point. This result numerically proves that fermion mass renormalization 

is being done correctly in the truncated space (e-, e-7) because the physical mass 
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of the fermion (i.e. the ground state mass, M) is equal to the bare fermion mass, 

me. 

One also obtains-the fermion’s structure function by summing the ground state 

wavefunction over all modes with a fixed x, 

f(x) = c Wn(x,~*)12 * 
n, fixed x 

(7*5) 

A typical structure function for cy = .3 is shown in Figure 6. As expected, the 

structure function is peaked at x = 1 and has a characteristic long radiative tail. 

8. SUMMARY 

-. 

Discretized Light-Cone Quantization (DLCQ) has been presented as a fully 

relativistic discrete representation of quantum field theories and has been demon- 

strated to work in principle for quantum electrodynamics in three space and one 

time dimensions. Covariant, (tree-level) gauge invariant ultraviolet and infrared 

regularization were presented in Sections 3 and 4 and a complete renormalization 

scheme in the truncated Fock space of (e-, e-y) or (e+e-, e+e-y) was outlined in 

Section 6. The numerical check of the renormalization method is the demonstration 

that the electron’s bare mass is equal to its physical mass using diagonalization. 

This is presented in Section 7. 

Most of the positronium spectrum is contained in this truncated Fock space: 

the Bohr levels, L. S coupling, the hyperfine interaction, and the part of the Lamb 

shift from the fermion self-energy diagram are all included (the results obtained in 
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this truncated Fock space will actually be for muonium because the annihilation 

. potential is not present). 

A possible method of extending this procedure to include the Fock state with 

two photons, (e+e-yy), is to include mass counterterms for the fermion self-mass 

diagrams with two photons in flight. A subset of these are shown in Figure 7. 

Including this Fock state with two photons should reproduce the full Lamb shift 

excluding the Uehling term from vacuum polarization. The Uehling term can be 

included by further extending the Fock state to include (e+e-e+e-). This extension 

can be implemented by introducing photon mass counterterms for the graphs in 

Figure 8. As explained in Appendix D and E of Ref. 30, photon mass counterterms 

are necessary because we are using a non-subtractive ultraviolet regularization 

scheme. A test of whether this is done correctly is to check that the ground 

state has M2 = 0. This would verify that the bare photon mass remains equal 

to the physical photon mass. Including this extra Fock state also puts back the 

-. 
annihilation potential needed to calculate true positronium levels. 

The method of DLCQ h as a number of important positive attributes: 

1. The technique is straightforward, non-perturbative, fully relativistic, and can 

be applied to quantum field theories in general, the most obvious candidate 

being quantum chromodynamics. Even the truncated Fock space analysis 

is non-perturbative since the Fock states that are allowed are iterated an 

39 
infinite number of times. 

2. Due to the positivity of P +, there are no interactions in the theory that create 

particles out of the vacuum. As a result, the vacuum structure is simple: the 

perturbative vacuum is the Fock state vacuum is the true vacuum, and they 

are all eigenstates of HLC with M2 = 0. The possibility that the light-cone 
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vacuum can carry topological quantum numbers in the Schwinger model and 

. . non-Abelian gauge theories is discussed in Ref. 39. 

-: 3. Diagonalization has the potential of giving the full spectrum of bound states 

and scattering states along with their respective wavefunctions. Unlike equal 

4o time theory, the structure functions and distribution amplitudes needed 

in calculations of high-energy scattering processes can be obtained directly 

from the light-cone wavefunctions. 

4. The fermions are treated--in a natural way. There are no fermion determinants 

or fermion doubling. 

.- 5. In A+ = 0 gauge, there are only two physical photon polarizations. 
_ . 

The DLCQ method clearly has many advantages for solving non-perturbative 

problems in field theory. Many technical problems have been solved on how to 

regulate and renormalize gauge the Hamiltonian form of gauge theories quantized 

on the light. The true test of this procedure will be in the numerical applica- 

-. tionsPl Results for the spectrum and bound-state wavefunctions for positronium 

at large Q will be presented in a separate paper.5 
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APPENDIX A 

- 

-Y In this appendix. the tree-level Mprller scattering amplitude (e-e- + e-e-) 

derived using Feynman’s S matrix approach is shown to be identical to that derived 

from light-cone perturbation theory (LCPTh). The rules for LCPTh are given in 

.- Appendix B in Ref. 9 and Appendix A in Ref. 10 and can be derived from the 

- light-cone Hamiltonian HLC given in Eqs. (2.2)- (2.7). 

The diagrams that must be considered in LCPTh are given in Figure 9 with 

light-cone time x + flowing from left to right and momenta assigned as shown. 

.- _ . Using P+ and 31 momentum conservation, Q and Q’ are 

Note that the photon’s 4-momentum, Q, is on mass shell. Remember that P- is 

not necessarily conserved, so 

q- # 1; - “7 # k; - k,: . (A.2) 

Using the LCPTh 1 f ru es ound in Ref.. 9 or 10 and performing the sum over photon 
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polarizations gives the following for the three LCPTh graphs, 

. 

Y’(t) = e2 U( If)ypu(Z;) E(kf)yvu(ki) $$ , 
fg 

T)f) = e2 d(q+) E(lf)Tpu(li) E(kf)rvu(ki) 

-gP” + 77pLQu + fQP 1 1 
X 

q+ q+&- - 17) - q+q- + ic ’ (A4 

.- _ . where 7’1 = (0,2,6~). Note that 7’;:) diverges like l/(q+)2 for small q+. The sum 

of these three amplitudes is 

-x 
Q’> 

q+(l; - 17) - q+q- + ie 
-. +I+) 

+ -q+(k; - “7) - q+q- + ic ’ 
(A4 

Writing out the components p, v = +, -, 1,2 explicitly, one finds after some alge- 

bra, 

[ 
rlpLrlu 

A& %+) (q+)2 + 
v!f + VVQP 1 

q+ 
q+p; - 17) - q+q- + ic 1 

=AfiBvy q+(j, -lf )lAq+q-+ [17’1(zi-zf)V+9u(Ei-Ef)‘l] . - _ 
a if5 

(A-5) 

This expression can be summed with a similar expression for the 0(-q+) term to 
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give 

. 
Tfi = e2 z(Zf)YpU(Zi) C(kf)y,u(ki) -. 

X c i- - (y (%I+> 
q+(Z; - 17) - q: - X2 + ic 

+ 
fl(-q+) 

q+(ky - k,:) - qi - X2 + ic 1 
+8(q+) @(Jib If)” + f(k- Zf)’ 1 

q+ q+(Z; - 17) - q: - X2 + it 

+ e(-4+) V(kf - Ici)’ + 77V(kf - Ici)’ 1 
. q+ q+(ky - k;) - ql - X2 + ic ’ 

(A-6) 
This result is valid for on- or off-shell electrons and does not assume P- momentum 

.- - . conservation. Note that this final expression for Tfi diverges only like l/q+ for small 

q+. The leading 1/(q+)2 b e h (1) * avior from Tfi 1s apparently cancelled by a similar 

singularity from T$f’ and T/t). 

The Feynman rules answer can be obtained by first enforcing four-momentum 

-. 
conservation (i.e. k,: + 1; = kf + ZT), 

Tfi = e2 type u(kf)rvu(k;) 
1 

x q+(Z;-zT)-q;- 1 
-gpu + 

77’(ji - Zf)” + q”(Zi - If)’ 

X2 + ie q+ 1 3 
and then requiring the electrons to be on-shell (i.e. U(Zf)( hi- hf)U(Zi) = U(kf) 

(,Zi- ,Zf)u(ki) = . +. = O), 

Tfi = -e2 U(Zf)~pu(Z;) E(kf)+/vu(k;) gpv 
qFR - X2 + ic . 

(A.8) 

q$R is defined to be Z’ - ZT = kf” - k$. This last answer is recognized as the 

familiar answer for Meller scattering using Feynman rules. Note that the above 
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analysis only holds for small X. The conclusions should not be carried over to finite 

X theories. . 

-. 

APPENDIX B 

The calculation of various self-mass diagrams is given in this appendix. The 

first to be considered is the familiar one-loop fermion self-mass diagram shown in 

Figure 10. The various momenta are .- _ . 
p= XP, ( x2pl + mz 

XP 
,x2% 7 

> 

h = YP, 
CL+ Yfld2 + x2, z* + ypi 

YP 

) 
(B.l) 1 

-. 
k2 = (&)P, 

(-in + (x - y)jQ2 + m2 + 
(x _ y)p 7 -h + (5 - YEL 

> 
* 

The light-cone perturbation theory (LCPTh) amplitude for this process is 

’ -?- 
y(x - y) D + ic ' 

iv = ~b#~(ka) ~(kW4p) , P-2) 

D= 
x2& + mz (ZL + yfQ2 + A2 (-CL + (a: - y)6~)~ + mz 

xp - 
YP - (x-YP - 

The rules for LCPTh QED are derived in Appendix B in Ref. 9 and Appendix A 
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in Ref. 10. The photon spin sum can be done by using the relation 

which holds for the spinors given in Eq. (2.10) with qp = (0,2,cl). Doing the 

numerator algebra and simplifying the denominator produces the desired answer 

2 

Tfi = -S,,I 92 

8.rr3 ’ JJ 

dy d2& ‘(‘-‘) 
l [x2k:+y2m:]+~[x2t:++-Yp2] 

x2k:+y2m9+X2x(x-y)-ic . (B.4) 

0 

S,,I is a delta function between the incoming and outgoing fermion spins. Note 

that as expected from Lorentz invariance, this answer is independent of pi. If one 

.- changes variables to z = y/x, one also finds that the answer is independent of P 
_ . 

and x. Since Tfi evidently does not depend on any of the quantum numbers of the 

incoming fermion, Tfi can be considered to be a pure mass renormalization. 

The quantities actually discretized are X, y, j’!l = $1, and 2’ = il + ypi or 

- 

-&+(x - y)pi. Th e c h oice between these last two is irrelevant. Rewriting Tfi 

in terms of these quantities gives 

2 

Tfi = -S,,l& X 
879 J s 

dy 

x2(k~-~~l)2+y2m2+X2x(x-y)-ifz 
0 

This answer is discretized by replacing 

where m/L and rn’JL1 are the P+ and $1 of the incoming fermion, respectively, 

and q = 2,4,6 ,.... A factor of l/x is also necessary because in the continuum, 
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factors of l/J f x rom external wavefunctions are conventionally associated with the 

. wavefunctions themselves; whereas in the discretized case, the factors of l/fi are 

-: absorbed into P-. These steps give the result 

Tfi = -&, K $ c 2n(‘-q) - -qpi--fiq2 
* q,!T1 +q2Pf+n(n-q) P, 

.- - 

where ,L?f = (mLJs)2 and pr = (XL~/~F)~. The photon mass, X, has been set 

equal to zero in the numerator-in this last expression. 

Ultraviolet and infrared regulators are implemented by requiring that the in- 

.- _ . termediate state in Fig. 10 satisfy 

c 
kii + mf < A2 

Xi - 1 
(& + Ylu2 + x2 > E 

1 
i Y 

P-8) 

which in terms of the discrete variables given above reads 

6 + Pr + (nl - fd2 + Pf < L 2 2 _ x rn: + p , 

Q n-q ( > -I( Ii- m spec 

4: + Pr >L LA2 
P.9) 

!l ( ) -K T E* 

Here, ,0i is equal to (m;Ll/r)2. The sum is over any spectator particles that 

might occur during the process. The correct mass counterterm that should be 

inserted in HLC to ensure that the fermion’s bare mass is equal to its physical 

mass is the negative of Eq. (B.7) where the sum is over q” = 0, fl, f2,. . . and 
.- 

q=2,4,6,... ,n - 1 that satisfy Eq. (B.9). 

The next self-mass diagram to consider is shown in Figure 11. The momenta 
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I 

are assigned to be 

. 
-. 

(4 + (x - ~)FL)~ + mz 

._ and the answer in LCPTh is - . 

(B.lO) 

- 4F.. 
> 

D= 

S 

x2& + me2 _ (ZL + y&)2 + A2 
- (-i* + (x - y)fQ2 + mz + ie 

2 Y X-Y 

X 
x2pf + mz (I; + @J2 + X2 - 

Y - 

(-I; + (x - ~)pi)~ + mz + it: 
X X-Z I* 

(B.ll) 

The numerator algebra is done by using the photon spin sum relation Eq. (B.3), 

applying symmetric integration to eliminate various terms proportional to k” and 

1” (upon simplification, the denominator turns out to only involve kf and I$), and 

making use of the spinor properties shown in Appendix F. The answer for the 

numerator, 

.- N = 8Pm2 2 
e x 

S 9s , (B.12) 

turns out to only have a contribution from the spin-flip interaction of HLC. The 
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complete answer is then 

x2ki + y2mz + X2x(x - y) - ic 
. (B.13) 

I 

2 

Y 

Again, changing variables to z = y/x demonstrates that this result is independent 

.- of x, P, and $1 and is therefore a pure mass renormalization. 

Next, consider the case of N one-loop fermion self-mass pieces all connected 

by instantaneous fermions shown in Figure 12. As above, momenta are assigned 

and the LCPTh answer is written down for Tfie The numerator and denominator 

.- - . are both factorizable, giving an answer of 

1 
N-2 

_ T(N) = 
fi 

Tj;) (B.14) 

- where T$) is the answer for the diagram in Fig. 11. Using 

Co 

c 

1 =- 
N=2 

l-x 
(B.15) 

and substituting in Eq. (B.13) for Tjf) yields 

mz &&%Jd2h [ 
2 

Y 

Tfi = b,gs’ 
x2k~+y2m~+X2x(x-y)-ic 1 

’ + S so” dY S d2zl x2k:+y2mf~$x(x-y)-ic 
(B.16) 

as the amplitude for the process shown in Figure 13. Similarly to above, this result 

is discretized by re-writing in terms of x, y, pi = ~$1, and p I = il + ypi and 
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making the substitutions in Eq. (B.6) to give 

l2 

Tfi = &,,I K 

s c,,,-, !7 
2 

n2 
( 

{L-+L) +q2Pf+n(n-q)P7 1 
(B.17) 

This answer is subject to the same regularization conditions as above, Eq. (B.9). 

The mass counterterm necessary in HLC is the negative of Eq. (B.17) subject to 

the conditions, Eq. (B.9). A combination of the mass counterterms, Eq. (B.7) and 

Eq. (B.17), provides the full mass renormalization needed in the truncated Fock 

.- _ . space (e-,e-7) or (e+e-,e+e-y). 

APPENDIX C 

The equivalence of answers derived using Feynman’s S-matrix analysis and 

using infinite momentum frame time-ordered perturbation theory (TOPTh,) is 

demonstrated in this appendix for the one-loop fermion self-energy diagram in 

Feynman gauge. Since it is believed that light-cone perturbation theory (LCPTh) 

and TOPTh, are mathematically equivalent, this demonstration makes the equiv- 

alence of LCPTh and Feynman rules results for one-loop radiative corrections plau- 

sible. The analysis for the fermion self-energy is done in Feynman gauge for con- 

venience, though the analysis should be similar in light-cone gauge in the limit 

x + 0. 

First, the Feynman rules answer for the fermion self-energy graph shown in 
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Fig. 14 is described briefly. We start with the familiar result 

* 2 
Tfi = -(i”,,4 

J 
d4k 

B(P)7’l($F bt + me)7p”(P) 

[(p - k)2 - rnz + ic] (k2 - X2 + ic) . 
(C-1) 

A factor of -i has been included to facilitate comparison with TOPTh,. Doing the 

numerator algebra, combining denominators, changing variables to qp = kJ‘ - xpp, 

.- and eliminating terms proportional to qp by symmetric integration gives 

1 

Tfi = -Ssst * &q 
J J 

dx 
4mz(l t x) 

[27r)4 
0 

[q2 - u2 + ie12 F.2) 
- u2 = mtx2 + X2(1 - x) . 

The delta function is between the spin of the incoming and outgoing fermion. 

Doing the q” integral by contour integration and then the q3 integral by standard 

methods results in 

- 
Tf; = &,I 92 

1 
2mz (1 t x) 

87r3 
d241 

ql+ x2mz + X2(1 - x) - ic ’ (C.3) 

0 

This answer diverges like log qi for large &; it is therefore necessary to introduce 

a regulator such as subtracting a Pauli-Villars contribution. 

Now consider the same process in TOPTh,. The TOPTh, rules for QED 

in Feynman gauge are given in Ref. 25. Two graphs need to be considered, the 

usual time-ordering and the Z-graph. These are pictured in Fig. 15. Momenta are 

assigned to the various legs of the usual time-ordering contribution, 

p = (E, 0;) P) , kl = (El, il, .P) , k2 = (Ez, -h, (1 -+=) 1 
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. AZ, = ki + X2 , m:=k:-t-rnz. 

The time-ordered perturbation theory answer for this graph is 

2 
co 

Tfi = 4(;71)3 P 
J J 

dx d2& 1 
N 

- - (A + A) ) 
ElE2 D+ic 

--oo 

W) 

(C-5) ..- -,. 

.- - . 
D=E-El-E;!. 

A Pauli-Villars contribution has been subtracted for ultraviolet regularization. The 

TOPTh, answer is gotten by letting P approach infinity, and the numerator is 

evaluated with the help of the relation 

w-9 
which holds in Feynman gauge. This gives the result 

co 

Tfi = p”rnW SSSl Z- 
+ 87r3 J J 

dx d2zl [1(X, P) - I(A, P)] , 

for the usual time-ordering in TOPTh,. Note that all the square roots are assumed 

to be positive. 
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The usual procedure is then to take the limit P + 00 inside the integral to 

simplify 1(X, P). Th is is valid as long as one is not near the points z = 0, 1, which 

-Y are singular for P = 00. It is necessary to do a more detailed analysis near these 

two points. The integral is split into three regions: x < 0,O < x < 1, x > 1. 

1. In the first region, E + P [l + $(?)“I, El + -xP [l + +(%)“I, and ~2 + 

(1 - x)P [l + $(-$$)2] as P + 00. 1(X, P) approaches 

1 ~(l-x)~+~~-2$ - o, 

-x(1-x) - 2x P-CCJ 
F.8) 

,-- 

which is non-singular. Therefore, taking the limit before doing the x integral 

is allowed, giving the result .- _ . 

Tj;) = 0 . (C.9) 

-2. In this region, E + P [l + +(?)“I, El + XP 11 + &,“] ) E2 -+ 

(1 - xc>p [l + &~:)p~2] apd 
-. 

1(X, P) + l 
(1 - x>m: + q’$ - 4m: 

x(1 - x) m; _ k:+X2 - “‘;‘r’ 
z + ic 

1 (1 - x)&Z + /q + 7722 - 4m31 - x) 

= l-x x(1-x) rnz - (1 - x)(kf + X2) - x(lcf + mz) + ic 
(C.10) 

as P -+ co. 1(X, P) h as a singularity near x = 1. The integral for region 2 is 

split again into two parts 

Tjf) = lim lim SSSt 
r+O P-co 

d2& [1(X, P) - I@, P)] . 

(C.11) 

(a) In the region 0 < x < 1 - E, we are away from the singularity so the 
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(b) 

limit P + 00 can be taken inside the integral to produce the answer 

1-c 

Tjt”) = lim 6,,tz J 
(I-z)mZ+ “q’$ -4Tn; 

C--*0 87r3 dx d2hs & J - (A + A). 

0 
m$- k:+X2 k2 +mz 

X - is2 +ic 

(C.12) 

The non-singular part of 1(X, P) is expanded in powers of (1 - x) to give 

the form 

1(X, P) = A,(& P) (1 - x)~ (C.13) ..- -- 

for 1(X, P). The contribution to Tf; is then 

1 

T(2b) = lim lim 6 g2 
fi c-0 p+cxl ss’ gp J J dx d2il 

1-c (C.14) - 

~~~IA~(h~P)-An(h~p~l(l-~)D - - 

Since X and A appear in I only as X/P and A/P, it must be that 

&(A, P) - &(A, P) app roaches zero at least like l/P as P + 00. One 

can expand A, in powers of l/P to see this. As P + co, the most 

divergent x integral is 

,: dx J&-y J dog (c+Jy) ---&log%. (C.15) 

The final answer as P + 00 is then 

T$*) -+ ; log P + 0 . (C.16) 
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3. Finally, in the third region, x > 1, 

V,P) - 1 
P-m0 x(1 - x) ’ 

(C.17) 

which is singular near x = 1. As above, the integral is split into two pieces, 

one for 1 < x < 1 + c and one for 1 + E < x < 00. In the first region, the 

non-singular part of 1(X, P) is expanded in powers of (x - l), similarly to 

Eq. (C.13). Ag ain, we find that A,(X, P) - An(A, P) + l/P as P + 00 and 

that the x integrals diverge at most like log P. Thus, this region gives a zero 

contribution to Tf;. The limit P + co can be taken inside the x integral for 

.- 1 + E < x < 00 since we are away from the singularity to give _ . 

Tc3) = lim 
fi 

S 
C-+0 

ss/ $ &jd2L [x(llx) - x(lyx,1 =o. (~18) 

1+c 

The contributions from the three i regions are now summed to give the final answer 

-. for the usual time-ordering, one-loop fermion self-energy diagram, 

1 

Tfi = Sss~~ JJ dx d2il ’ 
8x3 

(1 - x)mZ + “q’_y’ - 4m: _ (x 

X(1 - X) + _ k21+x2 _ "';-r' + ir 
+ 

A) 

0 X 

1 
(2 - 2x - 2x9-r-L~ - q 

= s g2 ss’jjp JJ dx d2iL -!- 
1 - 2 Ici + x2mz + (1 - x)X2 - ic 

_ (x j A) 

0 
(C.19) 

Note that this result diverges like A2 for large A. A term 

1 = /q + x2m,2 + (1 - x)X2 
ICI + x2,; + (1 - x)X2 

(C.20) 

can be added to the first term in the integrand and an analogous term with X 
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replaced by A subtracted from the second term to give 

. 
Tf; = &,I 92 

1 

JJ dx d2& 
2m,2 + X2 

87r3 A$ + x2mz + (1 - x)X2 - ic 
- (A + A). (C.21) 

0 

Now turn to the Z-graph contribution. A procedure similar to the above for 

the usual time-ordering is applied. The momenta are assigned to be 

.- 
p = (E, Cl, P) , ICI = (El, ZL, -xP) , k2 = (E2, 4, -(I- .,p) , 

(C.22) 

The TOPTh, result for the Z-graph including Pauli-Villars regularization is 

g2 P 

co 

Tfi = lim ~ J J dx d2& 
1 N 

P+ca 4(2~)~ - - - (A + A), 
ElE2 D + ic 

-CO 

D=-E-El-E:!. 

Doing the numerator algebra gives 

Cm 

Tfi = J$w 6ssfL 
8a3 J J dx d2il [I(& P) - I(A, P)] , 

--oo 

(C.23) 
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Again, we find potential singularities in 1(X, P) near x = 0,l. The integral is again 

. split into three regions: x > 1,0 < x < 1,x < 0. 

1. For x > 1, E -+ P [l + 3(y)“], El + xP [l + $( $)2], and E2 + 

(x - l)P [l + +(Cl~i)p)2] as P + co and 

q&p) - 
1 

P+ca x(x - 1) 

+1)$+i(x3P2 -2$ ---) o) (c25) 

2x 
. 

which is non-singular. The limit P + 00 can be taken inside to give 

.- - . $1 = 0 . (C.26) 

-2. In the second region, 

I(& P) - I ) 
P+cxJ x 

which is singular near x = 0. The integral is split into two pieces, 

Tjt) = lim lim S 
6’0 P-r00 

ss& [~dx t !dx] J$zl [I(v) -I(w)] . 

(C.28) 

(a) The non-singular part of 1(X, P) is expanded in powers of x for the region 

0 < x < E to give 

(C.27) 

I(& P) = 2 An(X,P) xn - (C.29) 

n=O 
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FOCUS specifically on the contribution of the term A0 to Tfi, 

[,,(A,p)log (:d$y) -(A-N]. 
(C.30) 

.-. 
As P + co, Ao(X, P) and Ao(A, P) both approach one and the log 

approaches log m. 2’p Using these relations, we find 

T(y’o) = bss, 92 
.- fc 8T3 _ . J I All 2 

d2cl log Ix,l = &,I & J d2& log 
kj- + A2 

ki + X2 - 

(C.31) 

Analysis of the other terms An,n = 1,2,3,. . . reveals that their contri- 

bution to Tf; all approach zero as P + 00. So, the complete answer for 

the region 0 < x < c is 

Tt2’) = Sss, & J d2zl log 
kp + h2 

fi 3 ICI + X2 * 
(C.32) 

(b) For c < x < 1 the integrand is non-singular, so the limit can be taken 

inside the integral to give 

(~33) 

3. For x < 0, the results are similar to 0 < x < 1. There is a singularity 

in 1(X, P) near x = 0. Expanding I in powers of -x for --E < x < 0 

reveals a contribution identical to Eq. (C.32) from the term Ao. All other 

contributions vanish as P --+ 00. 
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Summing contributions from x > 1, 0 < x < 1 and x < 0 gives the total result 

2 J ki + A2 
-. T’i = bssl 5 d2gL log 

kf + X2 
(C.34) 

for the Z-graph contribution to the one-loop fermion self-energy diagram. This 

answer can be re-written as 

Tfi = ~5ssl 92 

1 

87r3 JJ dx d2& 
-X2 + 2rnz x 

kf + x2mz + (1 - x) X2 - ic 
- (A + A) . (C.35) 

..- -< 
0 

Note that this answer disagrees with the Z-graph answer using a naive application 
.- - . of the tree graph rule for including backward moving particles given in Refs. 25 

and 8. Of course, their rule continues to remain valid for tree graphs. 

- Summing this result with that for the usual time-ordering Eq. (C.21) yields 

an answer identical to the Feynman rules answer Eq. (C.3), demonstrating the 

equivalence of using TOPTh, and Feynman rules for the one-loop fermion self- 

energy. The final answer in TOPTh, is just the Feynman rules answer. 

Summarizing, the usual time-ordering gra.ph gives an answer in TOPTh, that 

diverges like A2 and is equal to the usual LCPTh answer for the fermion self-energy. 

There are no contributions to this graph from the regions near x = 0 or 1. The 

Z-graph contribution in TOPTh, only has a contribution near J: = 0 and sums 

with the usual time-ordering graph to give the familiar Feynman rules answer. 

This final answer diverges like In A because the leading A2 divergence cancels. In 

order to reconcile the LCPTh and Feynman rules answers for the one-loop fermion 

self-energy, an extra piece equal to the TOPTh, Z-graph must be added to the 

light-cone Hamiltonian and the LCPTh rules. 
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One final note: it should be noted that the method of implementing a Pauli- 

.- Villars ultraviolet regulator in Feynman gauge used above is not appropriate in 

I light-cone gauge unless a modification is made. The problem in light-cone gauge 

is that the transverse degrees of freedom are mass dependent, but the longitudinal 

degree (i.e. the instantaneous interaction) is not. Consequently, the Pauli-Villars 

counterterm has (up to a sign) exactly the same instantaneous piece as the true pho- 

ton, and (at least at tree-level) a suppressed transverse piece for large A. Therefore, 

the counterterm cancels the instantaneous piece and leaves the transverse piece un- _ 

modified as A + 00. The full answer at tree-level would be just the transverse 

interaction, which is incorrect and not gauge invariant. 

This problem can be remedied by introducing a dynamical longitudinal photon 

with derivative coupling proportional to the photon mass squared. However, since 

the photon mass is used here only as an infrared regulator and is ultimately sent 

to zero, no consequences of significance arise from the improper treatment of the 

-. 
photon mass term-in this work. Implementing a Pauli-Villars regulator in light- 

cone gauge would, however, require the addition of heavy longitudinal 
42 

photons. 
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APPENDIX D 

A set of useful spinor properties is given in this appendix. 

T+T T-4 

c( k, s) . . . u( k, s’) k-+5 (s’ + s) I-4 

iiU 

.- 7P/‘“U 

ii-/+-/-U 

-- 
UY Y+u 

ii+/+y’U 

E-p/+U 

.- - . Tip/+y-U~ 

?i.-p/+-/“U 

iif-/+Y-U 

iiyiy+yj, 

2m 
2kp 

4me 
4me 

0 

0 

8 [qq 

4 [k’ F i&jkj] 

4 [k’ f i&kj] 

2k+ [@j f i&j] 

0 

0 

4 [fk’ + ik2] 

4 [Fk’ - ik2] 

2k+ [fSil + iSi2] 

2k-f [@?l - ibi2] 

0 

4m, [fSil + iSi 

4m, [@‘l - iSi 

0 

v(k, s)v(k, s’) = -2m,Sss~ 

v(k, s)yb(k, s’) = 2kV,,~ 

v(k, s)u(k, s’) = u(k, s)w(k, s’) = 0 

;zs;( k, s) [y~yvyu + y”yvyp] u( k, s’) = v( k, s) [ypyvyu + y”yvyp] w( k, s’) 

= [4g’l” k” - 4gpla k” + 4gVa k”] S,,~ 

v( k, s)y’lyvyuv( k’, s’) = u( k’, s’)y”yvy%( k, s) 

i=j = 1,2 p,~,a=0,1,2,3or+,-,1,2 
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TABLE CAPTIONS 

- 1: Definitions in light-cone quantization. 

2: A comparison-of light-cone and equal-time quantization. 

FIGURE CAPTIONS 

.- 1) Light-cone diagrams for QED interactions. 

2) Decomposition of positronium into Fock states. 

3) Light-cone perturbation-theory graphs contributing to Moller scattering. kt .%-- 

is assumed to be larger than kt . 

-- 4) Comparison of ground state energy with (Y) and without (N) infrared cut-off. 
.- _ . 

5) One-loop LCPTh radiative corrections to fermion line. 

6) Fermion structure function from diagonalization. Q = 0.3, K = 17, Ll = 

lo&, A = 2.3m,. 

7) Some fermion mass counterterms needed to include the (e-‘-e-yy) Fock state. 

8) Photon mass counterterms needed to include the (e+e-e+e-) Fock state. 

9) Three graphs that occur in LCPTh for tree-level Moller scattering. 

10) One-loop fermion self-mass. 

11) One-loop fermion self-mass diagrams joined by instanta.neous fermion. 

12) N one-loop fermion self-mass pieces chained by N - 1 instantaneous fermions. 

13) Sum of N chained one-loop fermion self-mass diagrams. 

14) One-loop fermion self-energy. 

15) One-loop fermion self-energy contributions in time-ordered perturbation the- 

ory. The right graph is typically referred to as the Z-graph. 
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Table 1 

Definitions in light-cone quantization. 

Variables 

7 = light-cone time = Z+ = x0 + x3 

X- = light-cone position = x0 - x3 

i!J- = (xl, x”) 

Covariant notation Ap = 
( 

A+, A-, 2, 
) 

‘0 2 0 0 ’ 

Metric (gPy = 2 O O O 
0 0 -1 0 

0 0 0 -1, 

Dot product X-Y = XQL”Y u - - 3 (x+y- + x-y+> - 21. yi 

Mass shell condition P+P- = 2:+iw 

a+=&, & = .L 
ax- ’ t3i = $$ 

Derivative 

a+ = 2x ) a- = 28, ) di = -ai 

: = (x-, 21) , b = (k-, il) 

Underscore notation 

Ic- g = +k+x- - il. & 
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Table 2 

A comparison of light-cone and equal-time quantization. 

Instant Form Front Form 

Hamiltonian H = j/G+v P- = p’;m2 +v 

Conserved quantities 

Momenta 

Bound state equation 

Vacuum 

E, 3 I P-, p+, 31 

P*<>O 

H1C, = E$ 

Complicated 

P+ > 0 

P+P-$ = A!@ 

Trivial 
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