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ABSTRACT 

A measurement of the average lifetime of hadrons containing bottom quarks 

is presented. The b-hadrons are produced in e+e- annihilation at 29 GeV, 

and the lifetime is determined from the impact parameters of high transverse 

momentum electrons produced in the decay of the b-hadrons. A b-lifetime of 

rb = 1.17+~:$ (stat.) Tz:$ (sys.) psec is determined from a maximum likelihood 

fit to the impact parameters. Particular care has been taken to describe the 

experimental resolution correctly in the fit. 



1. Introduction 

In the standard model weak decays of hadrons containing bottom quarks 

indicate the mixing of the b-quark with the lighter d- and s-quarks. This 

mixing is parameterized by the Kobayashi-Maskawa (K-M) matrix.’ Because 

of this, the average lifetime of the b-hadrons provides a constraint on some of 

the elements of the K-M matrix. The b-lifetime measurement reported here is 

based on the impact parameter method? Hadrons containing bottom quarks are 

identified in hadronic events produced in e+e- annihilation by the presence of 

an electron with a large component of its momentum transverse to the sphericity 

axis. Because this method of identifying b-decays cannot distinguish between the 

various b-hadrons (B +, B”, Ab, etc.), this measurement is an average weighted by 

the unknown production ratios and the unknown semileptonic branching ratios 

of the various states. While the “average” value of rb which is reported here is 

not necessarily the same “average” measured by experiments which use another 

method of tagging b-decay: this difference is expected to be small? The present 

analysis, which supercedes a previous analysis based on a partial dataset: uses 

a maximum likelihood fit to estimate the b-lifetime from the impact parameters. 

Great care has been taken to ensure that the detector resolution is described 

correctly in this fit. The assumption of a Gaussian shape for the detector 

resolution, which was used in the previous analysis, has been replaced with a 

more general description. 

The remainder of this paper is divided into seven major sections. The first 

two provide brief reviews of the DELCO detector and of the analysis of the 

inclusive electron spectrum.. The next section discusses the definition of the 

impact parameter and the errors affecting its measurement. The following section 
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describes the maximum likelihood fit used to estimate the b-lifetime as well as 

several checks done to test the fit. The next section describes a measurement of 

the tau lifetime performed as a check. The last two sections discuss the systematic 

errors affecting the b-lifetime and the constraints which this measurement places 

on elements of the K-M matrix. 

2. The Detector 

The DELCO detector recorded a total luminosity of 214 pb-l at a center of 

mass energy of 29 GeV at the PEP e+e- storage ring. The detector has been 

described previously: and only a brief review of the systems most important 

to this analysis will be given here. A cross section of the detector is shown in 

Fig. 1 . Charged particle tracks are reconstructed in a system of drift chambers 

in a magnetic field. This field is produced by two coils and an iron flux return. 

The field at the center of the detector is 3.3 kG and the total integrated bending 

strength is 1.8 kG-m. Three separate drift chambers provide a total of 22 layers of 

tracking. The inner drift chamber (IDC) h as six layers in a cylindrical geometry. 

These layers are located between 12 cm and 20 cm in radius. This chamber 

achieved a resolution of approximately 170 pm on a typical layer. The central 

drift chamber (CDC) h as ten layers which are also arranged in a cylindrical 

geometry. They are located between 27 cm and 49 cm in radius and achieved a 

typical resolution of 200 pm. The planar drift chambers (PDC’s) are arranged in a 

hexagonal geometry at a radius of approximately 1.5 m and achieved a resolution 

of approximately 450 pm. This tracking system achieved a momentum resolution 

of F = [(0.02 . p)2 + (0.06)2]i, where p is the momentum in GeV. 
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Particle identification is provided by an atmospheric-pressure Cerenkov 

counter which is located between the CDC and the PDC’s. This counter was 

run with either isobutane (147 pb-‘) or nitrogen (67 pb-l) as a radiator. It 

provides electron identification at momenta up to the threshold for pions to 

produce Cerenkov radiation (2.5 GeV in isobutane or 5.5 GeV in nitrogen). The 

identification provided by the Cerenkov counter is supplemented by information 

from a system of lead/plastic-scintillator shower counters. These counters are 

located outside the PDC’s. The solid angle covered by both tracking and particle 

identification is approximately f0.62 in cos 8, where 0 is the polar angle. 

The position of the beams in the storage ring is determined on an event- 

by-event basis by two beam position monitors located 3.7 m either side of the 

interaction point. The errors associated with the beam position monitors are 

small compared to other errors affecting the tracking. 

3. The Electron Analysis 

The electron sample used in this analysis was obtained as part of the DELCO 

inclusive electron analysis and has been described previously.7 Only a synopsis of 

that analysis will be given here. Hadronic events produced in e+e- annihilation 

at 29 GeV are characterized by large multiplicities and large charged energies. 

In this analysis hadronic events are identified by requiring at least five charged 

tracks in the event and a total charged energy of at least 6 GeV. In addition 

each event is divided into two hemispheres according to the sphericity axis, and 

each hemisphere is required to contain at least two charged tracks. Electrons are 

identified in these events by the Cerenkov counter in conjunction with the barrel 

shower counter. The electron analysis includes an explicit requirement that all 
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tracks have a distance of closest approach to the beam center of less than 0.3 

cm. This is necessary in order to reduce the number of electrons from photon 

conversions in the beam pipe and the inner wall of the IDC. The effect of this cut 

is explicitly accounted for in the fit to the impact parameters which is described 

below. 

The resulting electron spectrum is fit as a function of the momentum (p) 

and the momentum transverse to the sphericity axis (pt) to obtain average 

semileptonic branching ratios and fragmentation parameters for bottom and 

charmed quarks. The fit accounts for electrons produced by the semileptonic 

decay of b-hadrons (b), the decay of b-hadrons into charmed hadrons followed 

by the semileptonic decay of these charmed hadrons (bc), the semileptonic 

decay of charmed hadrons produced directly (c), and the various backgrounds 

(bkg). The backgrounds consist primarily of electrons from photon conversions 

and misidentified pions. The electron distributions used to fit the data are 

obtained from a full detector simulation Monte Carlo calculation. The Monte 

Carlo uses the Lunds” generator with a modified fragmentation function.” The 

pion background is measured from real hadronic events using a track flipping 

algorithm.” A by-product of the fit to the electron spectrum is a model- 

dependent measurement of the relative contributions of the various sources to 

the electron signal as a function of p and pt. These numbers are used in the 

lifetime analysis. 

To display the purity of the electron signal, it is convenient to divide the p,pt 

plane into two regions: a “b-region” (pt > 1 GeV) in which most of the tracks are 

electrons from b-decay, and a “c-region” (p > 1 GeV, pt < 1 GeV) in which most 

of the electrons come from direct c-decay. The contributions to these regions 
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from the various sources are shown in Table 1. The numbers in this table are 

calculated from the results of the fit to the electron spectrum. The high purity of 

the signal in the b-region (the direct and cascade decays of b-hadrons contribute 

almost 80%) is due to the clean electron identification provided by the cerenkov 

counters. 

4. Impact Parameters 

This analysis, like many previous analyses, uses the impact parameter 

method.2 The impact parameter 6 is the distance of closest approach of the 

track to the nominal beam center. The magnitude and the sign of the impact 

parameter are calculated in the plane perpendicular to the beams as is shown in 

Fig. 2. The sign is determined by the point at which the electron track crosses 

the path of the parent hadron. This is done in a manner such that a positive 6 

corresponds to the parent hadron traveling a positive distance before decaying. 

In this analysis the path of the parent hadron is assumed to originate at the 

center of the beam ellipse, and the direction of the parent hadron is assumed to 

be along the sphericity axis as determined from all charged tracks in the event.12 

Typical errors due to the latter approximation are about 15’. These errors are 

caused by the inclusion of charged particles which did not come from the decays 

of the b-hadrons, by the exclusion of neutral particles produced in the decays, 

and by gluon radiation. 

This definition of 6 gives rise to a substantial dependence of the impact 

parameter on p and pt. This dependence is displayed in Fig. 3. Because the clean 

identification of electrons provided by the cerenkov counter makes it possible to 

use electrons with momenta as low as 1 GeV, and because the pion threshold in 
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the Cerenkov counter places an upper limit on the electron momentum of either 

2.5 GeV or 5.5 GeV, most of the electrons in the b-region are near the peak in 8 

shown in Fig. 3. This gives rise to an average impact parameter which, for the 

same lifetime, is larger than that observed by other experiments. l3 Additional 

cuts have been applied to the tracks obtained from the electron analysis. They 

ensure that the tracks are well measured and minimize the possibility of errors 

due to confusion between tracks. These cuts consist primarily of requiring that 

many drift chamber wires are associated with the track, that the residuals after 

fitting are small, that the z-coordinate of the track origin is consistent with the 

z-coordinate of the event as determined from all tracks, and that the electron is 

isolated from all other tracks in the event by at least 50 mrad in 4. (The z-axis is 

parallel to the beams and 4 is the azimuthal angle.) The result of applying these 

cuts is to reduce the number of tracks in the b-region from 164 to 113 and the 

number of tracks in the c-region from 783 to 449. Because the tracks eliminated 

are predominantly ones which were poorly measured, these cuts have a negligible 

effect on the statistical significance of the signal. The resulting impact parameter 

distributions for the b- and c-regions are shown in Fig. 4. The average impact 

parameter for the b-region is 8 = 259 f 49 (stat.) pm, and for the c-region it is 

8 = 146 f 28 (stat.) /J m. Both of these numbers are inconsistent with zero by 

more than five standard deviations. 

Two other data sets have been checked for average impact parameters greater 

than zero. The first of these consists of events from the two-photon process 

e+e- -+ e’e-e+e-. In th is case events are selected in which two electrons are 

tracked in the drift chambers and identified as electrons using the Cerenkov 

counters. The “parent direction” for these events is taken to be the direction of 
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the vector sum of the two particles’ momenta.14 The average impact parameter 

for such tracks, which pass all the tracks quality cuts applied previously and 

have momentum greater than 1 GeV, is 5 = -0.8 f 6.7 (stat.) pm. This is 

consistent with zero as expected. The second data set considered consists of all 

tracks in hadronic events. These tracks are required to pass all of the cuts in 

the electron analysis except those which specifically deal with the response of 

the Cerenkov and shower counters.15 In this case one expects to find an average 

impact parameter which is greater than zero, but which is small compared to 

the average impact parameter for electrons from b-decay. This is because a 

substantial fraction of the tracks in hadronic events come from the decay of long- 

lived particles. After applying the same track quality cuts which were used above, 

the average impact parameter of the tracks in the b-region is 8 = 46f5 (stat.) pm 

and in the c-region it is 8 = 42 f 2 (stat.) pm. A full detector simulation Monte 

Carlo calculation has been done to check that these numbers are consistent with 

the b-lifetime measured here and with the known value of the charm lifetime.? 

The result of this calculation is $M.c. = 38 f ll(stat.) pm for the b-region and 

ij~.~. = 43 f 4(stat.) pm for the c-region. In both cases the data are consistent 

with the Monte Carlo calculations. 

Because the shapes of the impact parameter distributions shown in Fig. 4 are 

heavily influenced by the detector resolution, and because a maximum likelihood 

fit is used to estimate the b-lifetime, care has been taken to understand the errors 

which affect the measurement of 6. These errors result from the drift chamber 

resolution, the beam size, and the multiple coulomb scattering in the material in 

the detector. The width of the “Gaussian core” of the error distribution can be 

written in the form: 
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0; = o&.~. + 0: - sin2 4 + ai . cos2 C$ + 
A2 

p2 sin3 8 ’ (4.1) 

The first term, OD.C., is the contribution of the drift chamber resolution. The 

next two terms account for the horizontal (a,) and the vertical (oy) beam size. 

The drift chamber resolution and the beam size are measured using tracks from 

Bhabha events. The results of these measurements are summarized in Table 

2 for the various run blocks.18 The last term in Eq. (4.1) accounts for the 

multiple scattering in the beam pipe and the drift chambers. The form is 

motivated by the well known expression for the Gaussian core of the multiple 

scattering distribution lg and by the cylindrical geometry of the beam pipe and 

the drift chambers. The constant A is measured using the electrons from the 

previously described two-photon events. The results of these measurements are 

also summarized in Table 2. 

The accuracy of this prescription for calculating 06, as well as the level of the 

non-Gaussian tails, can be checked by histogramming the quantity $ for tracks 

from events with no long-lived particles. This distribution will be referred to as 

the resolution function P’f. In the simplest case the resolution function would 

be a Gaussian distribution centered on zero with unit width. The resolution 

function obtained from Bhabha events is shown in Fig. 5(a) and the resolution 

function obtained from the two-photonevents is shown in Fig. 5(b). In both cases 

the central core is well approximated by a Gaussian, but there are substantial 

non-Gaussian tails. 

The previous discussion does not account for the degradation in resolution 

expected in hadronic events., Such a degradation can be caused by confusion 

between tracks at the track reconstruction stage or by cross-talk in the drift 
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chambers or associated electronics. It is not possible to address this problem 

directly by histogramming -& for tracks from hadronic events. This is because 

of the large number of KS’s and A’s in these events which populate the tails of 

the impact parameter distribution and also because of the substantial fraction 

of these events which contain heavy hadrons. The distribution of $ for tracks 

from hadronic events is shown in Fig. 6(a), and the effects of the long-lived 

particles are clearly evident. These effects have been removed using the unfolding 

procedure described in the Appendix. The result is shown in Fig. 6(b). The 

unfolding procedure requires a model for the production and decay of long-lived 

particles in hadronic events. The same Monte Carlo generator was used for this 

as was used in the electron analysis. The resolution function obtained from the 

unfolding procedure has been symmetrized “by hand” to remove a small residual 

asymmetry which probably reflects an inadequacy in the Monte Carlo calculation 

of the contribution of long-lived particles to the original distribution. The 

difference between the symmetrized and the unsymmetrized resolution functions 

will be included as a systematic error on the final value of the b-lifetime. The 

resolution function which results from the unfolding is similar to that obtained 

from the two-photon events, although it has slightly larger tails and is slightly 

wider. The effect of this difference in resolution on the b-lifetime will also be 

included as a systematic error. The unfolding is not sensitive to the value of rb 

used in the Monte Carlo.20 

In summary, the resolution obtained in measuring the impact parameter 

is described in the following manner. The quantity ag is calculated for each 

track from Eq. (4.1). Th is accounts for the dependence of the resolution on 

the beam size, the drift chamber resolution, and the multiple scattering. The 
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errors affecting 6 are understood to be distributed according to the symmetrized 

resolution function (Fig. 6(b)) after this distribution has been scaled to have a 

width 06. 

5. The Fit 

This analysis uses a maximum likelihood fit to estimate the b-lifetime. This 

type of fit makes it possible to account for the substantial differences in resolution 

from one track to the next and also the substantial variation in 8 with p and pt. 

It also makes it reasonably straightforward to do a two-parameter fit for both 

the bottom and charm lifetimes as a check of the fitting procedure. Finally, in a 

21 certain sense such fits are the best one can do. The likelihood function used in 

this fit has the following form: 

In this expression the summation is over the tracks in the fit. The 1:‘s 

(a: = b, bc,c, bkg) are the probabilities that the ith track came from any of the 

four sources of “electrons” which were enumerated in the section on the electron 

analysis. The f$‘s depend on p and pt and are obtained from the fit to the 

electron spectrum. The P:(b)‘, are the impact parameter distributions for the 

various sources of electrons. They account for the detector resolution and for the 

effects of long-lived particles. The Pj(S)‘s have the form: 

(5.2) 

i.e., they are the convolution of two other distributions.22 The first of these, 

Yf, is the resolution function discussed in the previous section. It is scaled 
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on a track-by-track basis by ai. The second of these, P$exact, accounts for the 

influence of particles with finite lifetimes on the impact parameter distribution. 

These distributions are determined by Monte Carlo calculations for 0.5 GeV 

square bins in p and pt. The dependence of these “exact” impact parameter 

distributions on the relevant lifetime is introduced by scaling the distributions 

according to s = 2, where r0 is the lifetime for which the distribution was 

originally generated and rZ is the desired lifetime. This scaling procedure is used 

only for Pl and Pj. It is not necessary for the background distribution since it 

does not depend on either rb or r,, and it is not possible for the cascade process 

because this source of electrons does not have any simple scaling properties. In 

the latter case the distribution is put into the fit with fixed values of rb and rc, and 

then new values of rb and rc are determined from the data and new distributions 

generated. Since the contribution to the signal from this process is a relatively 

small part of the total, this procedure converges quickly. The factor of & in Eq. 

(5.2) is calculated so that the normalization is preserved, i.e., 

co 

J 
P;(6)& = 1. (5.3) 

-CO 

This is necessitated by the S,,, = 0.3 cm maximum impact parameter cut. 

Because of the small backgrounds in the b-region, the overall systematic 

uncertainty on the b-lifetime is minimized by fitting just the tracks in this region. 

The loss of statistical precision resulting from not including the tracks in the 

c-region in the fit is small (see below). The result of such a fit (with rc fixed to 

0.64 psec l6 ) is rb = 1.17+0,:;: (Stat.) psec. 

Numerous checks have been performed to verify that the fit has been done 
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properly. The result of a two-parameter fit to all the tracks in both the b- 

and c-regions is shown in Fig. 7. This figure is a contour plot of L as 

a function of rb and rc. It has a minimum at rb = 1.12+$;: (stat.) psec 

and re = 0.81’$~~ (stat.) psec. This value of rc is consistent with previous 

16 measurements which average to rc = 0.64 psec. 

In Fig. 4 the smooth curves are the result of a Monte Carlo calculation 

of the impact parameter distributions for the two regions. These calculations 

are based on rb = 1.17 psec and rc = 0.64 psec, and were calculated using the 

impact parameter distributions and the detector resolution used in the fit. The 

means of these distributions, ~M.c. = 222 f 6 (stat.) pm for the b-region and 

z~..c. = 101 f 3 (stat.) pm for the c-region, are consistent with the data.23 It 

is clear from the figures that the number of particles in the tails of the data is 

consistent with the number of particles expected. The x2’s for these figures have 

been calculated 24 and are 7.1 for 7 degrees of freedom for the b-region and 6.6 

for 10 degrees of freedom for the c-region. In both cases the data are consistent 

with the Monte Carlo calculations. 

Another goodness of fit test uses the value of the function L at its minimum. 

In the case of a Gaussian distribution, Lmin is simply related to x2 by 

x2 = Lin - 5 log (2W”) . 
i=l 

In the present case the distributions are not Gaussian, but it is possible to define a 

similar quantity, “x 2”, by an analogous expression. The expected distribution of 

“x2” for the one parameter fit has been obtained from a Monte Carlo calculation 

and is shown in Fig. 8 along with the value obtained from the data. The value 
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of ux2n obtained from the data is consistent with the Monte Carlo calculation at 

the 84% confidence leve1.25 

Two more tests can be done by introducing free parameters into the fit. In the 

first case a parameter, E, is introduced which scales all of the errors in the fit, i.e., 

a~ + E . ag. For its nominal value of E = 1.0, the fit reduces to the previous case. 

By leaving E a free parameter in the fit, some sensitivity is obtained to errors 

in the overall scale of the (~6’s. Fig. 9 shows a contour plot of the likelihood 

function versus q, and E. The fitted values of ?-b = 1.27 psec and E = 0.81 are 

consistent with q, = 1.17 psec and with the nominal value of E. A similar test 

involving the introduction of a flat background into the fit has also been done. 

It yields a value of the flat background consistent with zero.26 

The last test that will be described takes advantage of the fact that the S,,, 

cut is explicitly accounted for in the fit. Because of this, the measured b-lifetime 

can be plotted easily as a function of 6,,,. This is shown in Fig. 10. The 

“sawtooth” shape can be understood as follows. As S,,, is made smaller, the 

correction to rb increases. This gives rise to the slope of the curves. At distinct 

values of S,,, p articular tracks are dropped from the fit. This results in the 

discontinuities. Because the gradual changes offset the discontinuities, this figure 

provides additional evidence that the fit is not being pulled by the tails of the 

data.27 

15 



6. The Tau Lifetime 

An analysis similar to that of the b-lifetime has been done to measure the 

lifetime of the tau lepton. Since this lifetime has been measured previously with 

high precisionf8 and since the tau events suffer from tracking confusion problems 

which are similar to those in hadronic events, this analysis serves as a useful check 

on the b-lifetime measurement. Because taus decay predominantly into either one 

or three charged particles, tau pairs produced in e+e- annihilation at E,, = 29 

GeV have a clean signature in the form of events with one charged track recoiling 

against three charged tracks. In such events the large velocity of the taus in the 

laboratory frame (7 M 8) results in very clear separation of the decay products 

from the two taus. The cuts primarily responsible for identifying these events are 

as follows. Each event is required to have four well measured tracks whose charge 

sums to zero. The charged energy of each event is required to be between 6 and 

24 GeV and the thrust greater than 0.97. Each event must have three tracks in 

one hemisphere of the event and one track in the 2g other. The three track side 

of the event must have a charged energy of at least 3 GeV and an invariant mass 

consistent with a tau decay. 

The result of these cuts is a data set of 1357 events. Monte Carlo calculations 

indicate that there should be backgrounds of 31 hadronic events and 12 Bhabha 

events. The latter arise from radiative Bhabha events in which the photon 

converts to produce an electron-positron pair. Both of these backgrounds are 

negligible compared to the statistical uncertainty of the final answer and are 

neglected in what follows. After applying the same track quality cuts used in the 

electron analysis and requiring a momentum of at least 1 GeV, there are 2177 

tracks. The impact parameter distribution for these tracks is shown in Fig. 11. 
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The mean of this distribution is 8 = 56.8 f 9.3 (stat.) pm. This number can be 

related to the tau lifetime by a simple Monte Carlo calculation. The result of 

such a calculation is $M.c. = (3.2f7.7)pm+ I(204 f 21)=] .r7, where the errors 

3o are from the limited statistics of the Monte Carlo calculation. This implies a 

lifetime of r7 = 0.26 f 0.05 (stat.) psec. 

It is also possible to estimate the tau lifetime by a maximum likelihood 

technique similar to that used to estimate the b-lifetime. In this case the fit 

is simplified somewhat because there is only one source of tracks. The fit is 

done as a function of the tau lifetime and E. The parameter E was introduced 

previously and scales all the errors in the fit. A contour plot of the likelihood 

function in the r7, E plane is shown in Fig. 12. The value of E obtained here, 

E = 0.96 f 0.02, is not inconsistent with the nominal value of 1.03' Since this 

fit uses the resolution function obtained from the hadronic events, and since the 

multiplicities in tau events are somewhat lower than in hadronic events, it is 

reasonable that the resolution in the tau events might be slightly better than 

that in the hadrons. The value of the tau lifetime obtained from this fit is 

r7 = 0.30f~:~~ (stat.) psecT2 Both this value and the value inferred from 5 are 

consistent with the “known value” of r7 = 0.286 f 0.016 (stat.) f 0.025 (sys.) 

28 psec. 

17 



7. Systematic Errors 

There are two major sources of systematic error in this analysis. The first 

arises from the limited statistics of the electron analysis, and the second from 

the uncertainty in the resolution function used in the fit. In addition to these 

sources of uncertainty, there is a minor error introduced into the analysis by the 

modeling of the sphericity axis in the Monte Carlo calculations. The uncertainty 

associated with this is estimated to be +‘*03 -o o. psec. The value of 7b obtained from 

the fit is insensitive to the average charm lifetime usedf3 

The limited statistics of the electron analysis introduce uncertainties into the 

b-lifetime analysis by two routes?4 The first of these is by way of the relative 

contributions of the various sources of electrons (the fi’s in Eq. (5.1)). The 

second is by way of the fragmentation functions used in the generation of the 

exact impact parameter distributions used in the fit. The fragmentation functions 

have been adjusted to produce the same mean value of z = e as is observed 

in the data. The correlations between these errors are known from the electron 

analysis and have been taken into account in determining the uncertainty on ‘rb. 

The result of this calculation is that this systematic error is dominated by the 

uncertainty in the b-quark fragmentation. This contributes an uncertainty to rb 

of +0.07 
-0.12 P-f5 

The second major source of systematic uncertainty in this analysis is the 

detector resolution. The resolution function used in the fit was obtained by 

symmetrizing the resolution function unfolded from the hadrons. The result 

of fitting the data with the unsymmetrized resolution function is a value of ?-b 

which is 0.04 psec smaller than the nominal value of rb = 1.17 psec. The value 

of rb obtained using the resolution function from the two-photon events is 0.07 
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psec greater than the nominal value. This is included as a systematic error to 

account for the small possibility that the degradation in resolution observed in 

the hadronic events does not affect the electrons. A conservative estimate of the 

total systematic error is obtained by adding linearly all the systematic errors 

listed above. The result of this is ‘i:$ psec. 

8. Conclusions 

A measurement of the average lifetime of hadrons containing bottom quarks 

has been presented. It is based on a sample of 113 high pt electrons produced in 

e+e- annihilation at a center of mass energy of 29 GeV. The value of ?-b obtained 

from a maximum likelihood fit to the impact parameters of these tracks is 

rb = 1.17 T:‘ii (stat.) ‘i*:i (sys.) psec. 

This value of ?-b is consistent with a recent world average? The fit used here 

accounts for the various non-b-decay sources of tracks in the data sample, the 

non-Gaussian tails on the detector resolution, and the fO.3 cm maximum impact 

parameter cut. 

This measurement can be used to put constraints on elements of the 

K-M matrix.’ This matrix describes the mixing of the various generations of 

quarks. Various calculations have been presented which relate the experimentally 

observed decay rates to elements of this matrix. 37’38 The calculation used here3’j4’ 

is based on a constituent-quark model. It predicts a total decay rate of 

1 

- = I7 = BW 

1 
[0.58 - /&,I2 + 1.18 - Ivub12] - 1014 set-‘, (84 

rb + eX) ’ 

where BR(b --+ eX) is the bottom quark semileptonic branching ratio. The 
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most precise single measurement of this is BR(b + eX) = 0.12 f 0.007 (stat.) f 

0.005 (sys.)? The constraints placed on l&l and Iv&l by this measurement 

of rb are shown in Fig. 13. Also shown in this figure is a constraint on the 

non-charm branching fraction obtained from the endpoint of the lepton spectrum 

42 in b-decay. From this figure it is clear that the b + u transition makes a small 

contribution to the total rate. If this contribution is neglected entirely, then l&l 

is constrained to be 

IV&l = 0.042+~‘~~~ (stat.) ~~‘~~~ (sys.) 
. 

where the systematic error reflects only the systematic uncertainty associated 

with rb and not any uncertainty associated with Eq. (8.1). 
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APPENDIX 

This appendix contains a brief description of the unfolding procedure used to 

obtain the resolution function from the distribution of -& for tracks in hadronic 

events. The procedure used here is similar to one described previously. 43 The 

predicted distribution of & in the data is given by 

co 

Pi = 
J 

3Y) * Ci(Y>dY. (1) 

Pi is the probability that -& for a track in a hadronic event will fall into the ith 

bin. The functions Ci(y) describe the probability that a track which would have 

had $ in the interval [y, y + dy] will, because of long-lived particles, have a -& 

which falls into the ith bin. Because the relevant lifetimes are known, the Ci(y)‘s 

are known functions. The resolution function, Prf(y), is represented by a sum 

of other functions: 

P’f(Y) = &zj .Pj(Y). 
j=l 

(2) 

The pj(y)‘s are cubic b-splines as suggested in Ref. 43. These functions are shown 

in Fig. 14. The aj’s are constants to be determined from the data. Substituting 

P’f from Eq. (2) into Eq. (1) and interchanging the order of integration and 

summation makes it possible to write 

pi = 5 Cij . C&j 
j=l 

(3) 

where 

Cij = 
s Pj(Y) . Ci(Y)dY. (4 

-CO 

Because the Cij’s depend only on the b-splines and the Ci(y)‘s, they can be 
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obtained from a Monte Carlo calculation. It is then straightforward to estimate 

the values of the aj’s by fitting the Pi’s to the measured data. The unfolded 

resolution function shown in Fig. 6(b) is obtained by integrating Eq. (2) over 

the relevant bins and then symmetrizing the resultP4 
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FIGURE CAPTIONS 

1. A cross section of the DELCO detector. Charged particle tracking is 

provided by three sets of drift chambers in a magnetic field. Electrons are 

identified by a system of gas Cerenkov counters and a system of lead/plastic- 

scintillator shower counters. 

2. The definition of the impact parameter. This figure lies in the plane 

perpendicular to the beams. A b-hadron is produced at the point marked 

primary vertex. In this figure the b-hadron is shown decaying into three 

charged tracks. Tracks one and three intersect the sphericity axis at spots 

which correspond to the b-hadron having traveled a positive distance from 

the center of the beam ellipse before decaying, and they therefore have 

6 > 0. Track two has 6 < 0. In this figure this arises because the 

primary vertex is not coincident with the center of the beam ellipse. Impact 

parameters less than zero are also produced by tracking errors and because 

the sphericity axis may not reflect the true direction of the b-hadron. 

3. The average impact parameter as a function of p and pt for electrons from 

the decay of b-hadrons. This figure is the result of a Monte Carlo calculation 

with rb = 1.0 psec. The dashed line shows the p = pt limit. 

4. The impact parameter distribution for the b-region (a) and the c-region 

(b) defined in the text. The points are the data and the smooth curves 

are the expected distributions based on rb = 1.17 psec and rc = 0.64 psec. 

Both distributions are clearly shifted in the direction of positive impact 

parameters as is expected in the presence of long-lived particles. 

5. The distribution of $ for tracks from Bhabha events (a) and two-photon 
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events (b). In these figures the histogram is the data and the smooth 

curve is a Gaussian distribution with a mean of zero and a width of unity 

included for purposes of comparison. In both cases the data agree well 

with the Gaussian distribution inside of about f2 standard deviations, but 

there are significant non-Gaussian tails outside of this region. These tails 

are taken into account in the fit. (See the text.) 

6. The distribution of $ for tracks in hadronic events (a) and the same 

distribution after correcting for the long-lived particles in these events 

(b). In these figures the histogram is the data and the smooth curve is 

a Gaussian distribution with a mean of zero and a width of unity included 

for purposes of comparison. The distribution in part (b) is obtained from 

the unfolding procedure described in the text. The maximum likelihood fit 

for the b-lifetime uses the distribution in part (b) as a description of the 

detector resolution. 

7. The result of a two-parameter fit for the bottom (rb) and the charm (rc) 

lifetimes. All electron tracks with p > 1 GeV are used in this fit. The figure 

is a contour plot of L (see Eq. (5.1)) versus rb and rc. The minimum of 

L occurs at rb = 1.12 psec and re = 0.81 psec. Contours are shown at the 

one, two, and three CJ levels. The values of rb and rc obtained from this fit 

are consistent with the value of rb obtained from the one parameter fit and 

with previous measurements of r,. 

8. The distribution of “x2” expected for the one-parameter fit to the tracks 

in the b-region. (See the text for the definition of ‘(x2” .) The distribution 

shown here is the result of a Monte Carlo calculation. The small arrow 

shows the value of “x2” obtained from the fit. The value obtained is 

31 



consistent with the Monte Carlo calculation. 

9. The result of a two-parameter fit for the bottom lifetime (rb) and the 

parameter which expands the errors used in the fit (6). This plot uses only 

the data in the b-region. The figure is a contour plot of L (see Eq. (5.1)) 

versus rb and E. Contours are shown at the one, two, and three 0 levels. 

The value of E obtained is consistent with the nominal value of E = 1. 

10. The fitted b-lifetime (rb) versus the largest impact parameter used in the 

fit (bmaz). Th e s a e of the curve is explained in the text. h P 

11. The impact parameter distribution from tracks from tau decays. The points 

are the data and the smooth curve is a Monte Carlo calculation based on 

a tau lifetime of 0.3 psec. 

12. The result of a two-parameter fit for the tau lifetime (rr) and the 

parameter which expands the errors (E). The minimum occurs at r, = 

0 30fE*z: (stat.) psec and E = 0.96’i.i; . (stat.). Contours are shown at the 

one, two, and three 0 levels. 

13. constraints on Ivubl and Iv&l. The solid curved line comes from rb = 1.17 

psec. The dashed lines near it are the limits due to the statistical errors. 

The dotted lines are the limits due to adding the statistical and systematic 

errors linearly. The solid straight line comes from a limit on the ratio 

gE%j < 9% (90% confidence limit)? 

14. The twenty cubic b-splines used in the unfolding of the resolution function. 

Each spline is a single “bump” extending over a finite interval. 
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TABLE CAPTIONS 

1. The fractions of tracks from various sources for the b-region and the c-region 

defined in the text. These numbers are obtained as part of the fit to the 

electron spectrum. 

2. A summary of the resolution obtained for three separate run blocks. Eq. 

(4.1) expresses the total error on the impact parameter in terms of the 

quantities in this table. The contribution from the drift chamber resolution 

is given by aD.C, the horizontal and the vertical beam sizes are given by oZ 

and oY respectively, and the multiple scattering contribution for a 1 GeV 

track is given by A. 
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I region 1 b 1 bc 1 c I bk I 

I 0.70 1 0.09 1 0.17 1 0.04 I 
I C I 0.15 0.15 0.56 0.14 I 
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run block 0D.C. (Pm) 

#l 212$-z 

#2 241T; 

#3 220-t; 

oz (fin-4 

459 '; 

367'; 

320:; 

OY (pm> A (pm - GeV) 

0 +68 
-0 246:; 

22+24 -22 263'; 

56 +' -10 198-I; 

35 



TOF COUNTERS 
5 in PHOTOTUBE 
MAGNET COIL 

l-LA1 MIKKUK- 

PLANAR DRIFT 
CHAMBERS 

POLE -TIP SHOWER 
COUNTER 

IO- 82 

- - _ - - - - - _ _ _ _ _ - - - -----_ - ___- ----__ - _____ _- ___________ 

INNER DRIFT A 

-a .- . ..---s 

/ 
IDAL MIRROR L 

1 METER 
438988 

Fig. 1 



t leam tllipse 

0 
8-86 0 

Fig. 2 



0 

8-86 

2 3 

p (GeV) 5488A4 

Fig. 3 



60 

40 

20 

0 

I50 

100 

50 

0 

8-86 

I I I I 

0 (a) 

-0.3 -0.2 -0.1 0 0.1 0.2 0.3 
8 (cm) 5488A5 

Fig. 4 



IO0 

10-l 

IO-* 

lO-3 

10-l 

lO-2 

I o-3 

I i 

(a) 

-10 -5 0 5 IO 

8-86 5488A6 

Fig. 5 



IO0 

10-l 

lo-2 

lo-3 

10-l 

lo-2 

lo-3 

t I I I 3 

-10 -5 0 5 IO 

8-86 
Shy 5488A12 

Fig. 6 



0 

7-86 

I .o I.5 
Tb (psec) 

548,8Al 

Fig. 7 



80 

80 

8-86 

-950 ‘900 -850 

” x2” 5488A9 

Fig. 8 



I .4 

1.2 

1.0 
E 

0.8 

0.6 

0.4 

8-86 Tb (psec) 5488A8 

I I I I 

: !: 
0 

+ 

I I I I 
0 I 2 

Fig. 9 



2.0 

I .5 

I .o 

0.5 

.  l 

. . 
- . . 0. 

. * *. l . 
. . -*. --0.. . . 

l -•***.-•.............. 
l . -0. 

l . . . . 
l ****.... 

l . .*..a... 
a.**.... 

0. I 

8-86 

0.2 

8 max (Cd 

0.3 

5488AlO 

Fig. 10 



300 

0 

8-86 

I I I I I 

++ 
- 

- 

1 
-02 . 0 02 . 

8 (cm) 5488All 

Fig. 11 



I.1 

I .o 

E 

0.9 

0.8 

8-86 

0.2. 0.4 0.6 

r, (psed 5488A7 

Fig. 12 



0.05 

0.04 

- 0.03 
P 

0.02 

0 

8-86 

I I I I I I 

- 

0.04 

I I V cb 

0.06 

5488A14 

Fig. 13 



0.6 

0.4 

0.2 

0 
-10 -5 0 5 IO 

8-86 Y 5488A13 

Fig. 14 


