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ABSTRACT 

A high precision measurement of the differential cross section for Bhabha 

scattering (e+e- -+ e+e-) is presented. The measurement was performed with 

the MAC detector at the PEP storage ring of the Stanford Linear Accelera- 

tor Center, at a center of mass energy of 29 GeV. Effects due to electroweak 

interference are observed and agree well with the predictions of the Glashow- 

Salam-Weinberg model. The agreement between the data and the electroweak 

prediction rules out substructure of the electron up to mass scales of 1 TeV. 

PACS numbers: 13.1O.+q, 12.15.Mm, 12.50.Ch, 12.20.F~ 
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I. INTRODUCTION 

This paper presents results from a high precision measurement of the differ- 

ential cross section for Bhabha scattering (e+e- -+ e+e-), at a center-of-mass 

energy (Ecm) of 29 GeV, from the MAC detector operating at the PEP stor- 

age ring. Bhabha scattering is a fundamental process which can be calculated 

within the framework of electroweak theory,r and precision measurements can 

therefore be used to test the theory and determine its parameters. Bhabha scat- 

tering is also widely used in e+e- physics as a luminosity monitor, giving added 

importance to a complete understanding of this process. 

The interference between the vector and axial-vector components of the elec- 

troweak current leads to the well known charge asymmetry in e+e- -+ P+/J-,’ 

the study of which has provided high precision measurements of the product of 

the electron and muon electroweak theory axial-vector couplings (gzg&‘). The 

electroweak interaction also leads to a modification of the total cross section for 

muon pair production which could, in principle, be used to determine a value 

for the product of electroweak vector couplings, g:gc. Unfortunately, this mod- 

ification is too small to be measured to a useful precision due to experimental 

systematic errors involved in measuring the total cross section. 

The situation is different in electroweak Bhabha scattering.3 The QED space- 

like diagram dominates and gives the e+e- + e+e- cross section a charge asym- 

metry of essentially lOO%, totally obscuring any weak asymmetry effects. How- 

ever, the presence of the weak diagrams leads to a modification of the cross 

section as a function of momentum-transfer-squared (q2), resulting in a maxi- 

mum deviation from pure QED of about 2% for favored values of the coupling 
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constants. It should be noted that the vector and axial-vector couplings modify 

the Bhabha differential cross section in a similar manner; this is in sharp contrast 

to the p+p”- case noted above. Furthermore, since the final state is the same as 

the initial state, it is possible to extract the actual coupling constants for the 

electron, rather than the product of the electron and muon couplings. Finally, a 

comparison of results from Dee- scattering with the present measurement allows 

the sign of the couplings to be determined. 

As the electroweak effects are small, it is essential to understand the system- 

atic errors. This analysis used data collected over a contiguous, high luminosity 

run at PEP with no changes in the configuration of the machine or detector hard- 

ware. The large uncertainties introduced by charge misidentification in the MAC 

detector, especially at small scattering angles, made it necessary to measure the 

angular distribution without attempting to identify the charge of the particles, 

resulting in some loss of sensitivity. In the following, 1 cos 81 refers to the abso- 

lute value of the cosine of the polar angle4 and the measured cross section is 

g(Icosel) = ~(cod) + -g(-cod). 

II. THE MAC DETECTOR 

The MAC detector has been described in detail elsewhere.5 The elements 

which are essential to this analysis are the central drift chamber (CD), the elec- 

tromagnetic shower calorimeter (SC) and the trigger hardware. A brief overview 

of the detector, as well as a more detailed description of the SC, are given in the 

preceding paper on e+e- --+ ~7.~ 

The cylindrical drift chamber (CD) consists of 833 drift cells arranged in 10 
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concentric cylindrical layers inside a common gas volume filled with a 90% Ar- 

10% CH4 mixture. Each cell consists of two closely spaced sense wires, held 

together by small epoxy beads, centered in an electrostatic cage created by 12 

field wires and connected to discriminators followed by time-to-digital converters 

(TDC’S). The use of a double sense wire resolves the left-right ambiguity in hard- 

ware, simplifying the track reconstruction software. Six of the layers are tilted 

with respect to the beam axis in order to allow measurement of the z position of 

the track crossing with stereoscopic techniques. The drift chamber is surrounded 

by a solenoid coil with a central magnetic field of 0.57 Tesla, providing momen- 

tum analysis as well as tracking of charged particles. Representative resolutions 

are 0(1/p) = 0.065 sin e(GeV/c)-l, a($) = 0.2’ and a(0) = 0.7’,where p is the 

momentum of the particle, 8 is the polar angle measured with respect to the 

direction of the incoming positron beam and r#~ is the azimuthal angle. 

Segmented scintillation counters are imbedded in the hadron calorimeter sur- 

rounding the SC, in the form of a hexagonal prism, to provide trigger and time- 

of-flight information. Each sextant of the central section has a plane formed from 

12 counters and each endcap has a hexagonal wall formed from 36 counters. The 

individual phototube signals are split to feed an ADC, a TDC, and a discrimi- 

nator for each counter. The thresholds on the discriminators are adjusted such 

that they detect minimum ionizing particles with nearly 100% efficiency. 

Bhabha events were obtained from two orthogonal triggers: 

a) The Scintillator trigger uses signals from the scintillation counter discrim- 

inators and the CD cell discriminators. Logical OR combinations of the 

individual scintillator discriminators are used to form signals correspond- 
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b) 

ing to 4 azimuthal quadrants in each endcap and 6 sextants in the central 

section. A coincidence of opposite quadrants or sextants is required. The 

trigger is further refined by requiring a rough azimuthal coincidence be- 

tween the scintillators causing the pattern above and at least 3 CD cell 

discriminators. 

The Energy trigger uses signals from partial energy sums provided by the 

preamplifiers in the proportional wire chamber system, which are summed 

further to form nine signals: six sextants of SC, one total sum of the cen- 

tral hadron calorimeter and one sum each for the two endcap calorime- 

ters. These sums are fed into Timing Energy Discriminators’ with typical 

thresholds of 3 GeV. In order to reduce noise effects, the central hadron 

and endcap calorimeter energy sums are required to be in coincidence with 

the logical OR of all scintillator counter signals in the appropriate region 

of the detector. 

III. CANDIDATE EVENT SELECTION 

Ideally, events from Bhabha scattering would have two very distinct signa- 

tures: 

l Two oppositely directed charged tracks in the CD which emerge from the 

beam interaction volume; and 

l Energy deposition of approximately E,, in the electromagnetic shower 

calorimeters. 

In the real detector, less restrictive requirements must be made in order to 

account for resolution, beam noise and electronic crosstalk effects. After extensive 
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visual scanning of Bhabha event candidates, the following criteria were developed 

to define a two-prong event: 

1. Two CD tracks, only one of which is fitted as emerging from the interaction 

point (IP); or 

2. Two CD tracks, both fitted as emerging from the IP; or 

3. Three CD tracks, two of which emerge from the IP and the third one has 

fewer than 5 (out of a maximum possible of 10) drift cells in the track fit; 

or 

4. Three CD tracks, two of which emerge from the IP and the third one has 

momentum less than 500 MeV; or 

5. Three CD tracks, all emerging from the IP, where any two tracks are very 

close together (IA41 < 5’). 

Case 2) represents the ideal situation. Case 1) allows for tracks where reso- 

lution or noise hits distort the track away from the IP. Cases 3) and 4) accept 

events with an extra track produced by an accidental coincidence of noise hits, 

as well as events with photon conversions into an asymmetric e+e- pair. Case 5) 

accepts events where a companion track is generated by cross talk induced by the 

signals of a real track. In events satisfying cases 3) or 4), the third track was ig- 

nored in further analysis; in events satisfying case 5), only the higher momentum 

track of the track pair with [A$1 < 5’ was kept. 

Due to the differences in energy resolutions and trigger elements between the 

SC and the endcap (EC) ca 1 orimeters, and the presence of uninstrumentedregions 

between the EC calorimeter modules, it is convenient to divide the detector into 
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two regions: 

Region I : Both CD tracks have I cos 81 < 0.80, and 

Region II: Any CD track has I cos 81 2 0.80. 

The following cuts were applied to the two-prong candidates: 

1. The noncollinearity angle of the CD tracks must be less than 10’; and 

2. In Region I, the total energy observed in all calorimeters must be greater 

than iEcm; or 

3. In Region II, the ratio of the energy observed in the electromagnetic shower 

calorimeters (Esc) to the energy observed in all calorimeters (E) must 

satisfy + > 0.70. 

Cut 1) rejects e+e- + e+e-e+e- events, which have predominantly non- 

collinear tracks. Cut 2) rejects e+e- + e+e-e+e-,p+p-, r+r- events, which 

have predominantly low energy deposition. Cut 3) rejects e+e- -+ ~.J+/J- and r+r- 

by requiring the energy deposition to be consistent with that of electromagnetic 

showers. 

IV. EFFICIENCY AND BACKGROUND CORRECTIONS 

The measured angular distribution must be corrected for detector effects 

and backgrounds. In addition, the theoretical calculation of the predicted cross 

section must incorporate higher order effects. The calculation of these corrections 

to the accuracy needed to match the small statistical errors of the data is quite 

difficult; in particular, calculating the corrections using only the full detector 

simulations is impossible given a reasonable amount of computer time. 
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A variety of different methods were used to determine the corrections: 

l Study of distributions from the data itself; 

l Study of Monte Carlo electron-positron pairs with full detector simulation; 

and 

l Study of events from the Berends and Kleissg (BK) event generator for 

e+e- --+ e+e- (7)) with CD angular resolutions simulated by a simplified 

Gaussian approximation Monte Carlo. The BK program, which incorpo- 

rates a consistent calculation up to order 03, is the most complete one 

available in a form useful for experimental corrections. 

A. Efficiencies 

The MAC trigger is highly efficient for Bhabha scattering events. Most events 

were accepted by both the Energy and the Scintillator triggers. The Energy 

trigger has a high efficiency in Region I, since the Bhabha electrons deposit 

an amount of energy in the calorimeters which is far above the discriminator 

threshold. The Scintillator trigger has a relatively low efficiency in Region I, 

due to the fact that the counters are placed after the 14 radiation lengths of 

the SC; nevertheless they provide a moderately efficient backup trigger. The 

situation is reversed in Region II, where the Energy trigger efficiency is affected 

by the dead spaces in the EC but the scintillation counter efficiency-is very high 

because the counters are placed 8 radiation lengths deep, which is near the depth 

of largest energy deposition and lateral spread for a 14.5 GeV electromagnetic 

shower (- 6.5 radiation lengths). 

Table 1 shows the probability of a Scintillator trigger (PST) for events satisfy- 
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. 

0.55 0.9986 0.3155 0.9991 f 0.0002 0.984 f 0.001 0.998 0.992 f 0.005 

0.65 0.9993 0.1330 0.9994 f 0.0002 0.984 f 0.001 0.998 1.015 f 0.005 

0.75 0.9983 0.1714 0.9986 f 0.0002 0.977 f 0.001 0.996 1.054 f 0.005 

0.85 0.9908 0.9380 0.9994 f 0.0001 0.991 f 0.0002 0.997 1.166 f 0.008 

Table 1: Summary of corrections to the e+e- + e+e- data, as described in 
the text. 

ing the Energy trigger, and the probability of an Energy trigger (Pm) for events 

satisfying the Scintillator trigger, both as a function of I cos 81. The overall trig- 

ger efficiency (ET) d erived from these probablities does not show any significant 

dependence on I cos 81 and has an average value of 0.9990 f 0.0005. 

Dead spaces between the calorimeter modules caused some events to have 

anomalously low detected energy; these events were lost when energy cuts were 

applied. In order to study this inefficiency, the azimuthal angle distributions of 

the data for the different I cos 8) b ins were examined. These distributions were 

found to be flat with small dips at the known positions of the dead spaces. From 

these distributions the efficiency of the energy cut (~4) was estimated to have the 

values listed in Table 1. The average efficiency in region I was found to be 0.980 

with a standard deviation of 0.004. A study of e+e- t 77 events, where a much 
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lower energy cut was applied, predicted an efficiency of 0.975 f 0.002, in good 

agreement with the value above. An overall systematic uncertainty of 0.5% was 

assigned to ~4. 

As was previously mentioned, the two-prong criteria for the CD were designed 

to be highly efficient. An independent check of the efficiency of the CD two- 

prong criteria was made with data from the reaction e+e- + p+p-. Events were 

selected which have two tracks reconstructed in the MAC muon spectrometer 10 

with the following properties: 

l Noncollinearity angle less than 10"; 

l Momentum of both tracks greater than 4 GeV; 

l The extrapolation of the tracks must point to a scintillation counter hit; 

and 

l Time-of-flight information consistent with a p+p- hypothesis. 

Such events would be expected also to satisfy the CD two-prong criteria. The 

efficiency was measured to be eCD = 0.995f0.0005 (statistical error only), with no 

significant angular dependence, in good agreement with the value of 0.996f0.001 

predicted by the detector simulation. An overall systematic error of 1.0% was 

assigned to ECD. This uncertainty was due to two sources: 

l The Monte Carlo simulation of the CD did not reproduce exactly the fre- 

quency distribution at which the CD tracking criteria were satisfied in the 

data, and 

l The behavior of muons traversing the beam pipe and central drift chamber 

is slightly different from that of electrons, due to the difference in their 
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masses. 

B. Backgrounds 

Bhabha scattering is the dominant process in e’e- collisions by a large factor; 

therefore, backgrounds from other processes are inherently small. The two largest 

sources of background are the reactions e+e- + r+r- and e+e- + e+e-e+e-. 

In order to study these backgrounds, Monte Carlo events were generated for 

both reactions,‘l’12 propagated through the detector simulation and processed 

through the the analysis programs. The estimated backgrounds are very small, 

as can be seen from the purity fractions fb listed in Table 1, where fb = &, 

with S representing the true signal and B the background. The background is 

dominated by r pair production at large scattering angles and by the two-photon 

process at small scattering angles. 

C. Radiative corrections 

Radiative corrections are important at high energies, since the probability of 

energetic initial or final state radiation is quite high. The calculation of these 

corrections was performed using the BK event generator for e+e- + e+e-(r), 

which incorporates a complete calculation to order a3, including bremsstrahlung, 

vertex and vacuum polarization corrections. The contributions to the cross sec- 

tion of diagrams with order cy4 and higher are expected to be negligible at our 

energies. l3 The 4-vectors generated for the e+ and e- were smeared in rj and 8 

using Gaussian approximations for the CD resolution functions. The widths of 

the Gaussians (as a function of I cos el) were obtained by analyzing e+e- events 

processed through the detector simulation program. 

Since the angular cross section varies more than one order of magnitude over 
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the acceptance of the detector, the calculation must be performed in several 

overlapping pieces, each of which has different restrictions on the range of 1 cos 01 

over which the events are generated. The radiative correction function 6( 1 cos 01) 

is defined as 

dc+ 
- = $(I + s(l cos el)) 

dSt 

and it is listed, for our particular selection criteria, in Table 1. The statistical 

uncertainty in the function value is about 0.5% for all values of I cos 01. The 

systematic error introduced by the uncertainty in the overall normalization for 

each Monte Carlo run is less than 0.1% . 

The sensitivity of the radiative corrections to the selection criteria has been 

studied by varying the values of the cuts. Only the region with I cos81 > 0.8 

was found to be sensitive, leading to an additional systematic uncertainty in the 

overall normalization of 1% . 

V. THE e+e- -+ e+e- CROSS SECTION 

The experimentally observed angular cross section was obtained from the 

expression 

do 1 -=- fb(x) N(x) 
da 27rAx~(x)(l + 6(x)) j. Cdt’ 

where x = IcosBI, fb(x) is the purity fraction, N(x) is the number of events in each 

x bin, obtained by giving each track a weight of l/2, E(X) is the overall efficiency, 

(1 +6(x)) is th e radiative correction function, 27rAx is a solid angle factor and 

1 Ldt = (127.6 f 1.1 f 1.6) pb-’ ’ IS the integrated luminosity obtained from the 

measured cross section of the process e+e- -+ 77, presented in the preceding 
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Table 2: Summary of the observed e+e- + e+e- cross section and errors. 

paper. 6 The overall efficiency is the product of the efficiencies described earlier, 

namely c(x) = q(x)q(x)c~~. 

The resulting differential cross section, illustrated in Figure la and listed in 

Table 2, can be compared directly to the predictions of lowest order QED or 

electroweak theory. The overall normalization agrees well with the predictions 

of QED or the electroweak model for a wide range of parameters (since the 

normalization is mostly sensitive to the number of events at small angles, which 

is nearly independent of electroweak effects). The ratio of the observed total 

cross section to the QED prediction is 

oexp ~ = 0.99 f 0.001 f 0.015 f 0.015 
OQED 

where the first error is statistical, the second is the systematic error in the num- 
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ber of e+e- + e+e- events due to systematic uncertainties in the efficiencies 

and radiative corrections, and the third error is the systematic error due to the 

uncertainty in the luminosity measured with the process e+e- -+ 7-Y. 

VI. TESTS OF ELECTROWEAK THEORY 

The prediction of lowest order QED for the Bhabha scattering angular dis- 

tribution is l4 

u2 + s2 2u2 -=- - 
t2 + ts + 

where (s, t,u) are the standard Mandelstam variables, l5 given by s = E&, 

t = -iE:,(l - cos 8) and u = - kE&(l + cos 0) in the center-of-mass frame 

with the approximation T + 0 (m, is the mass of the electron). Since the cross 

section varies by more than one order of magnitude from I cos 81 = 0.0 to 0.9, it is 

better to present the data as the ratio s, which can be displayed on a linear 

scale as shown in Figure lb. The data exhibit a systematic dip as I cos 81 + 0 and 

are not well described by the pure QED prediction (dotted line in Figure lb). 

The electroweak theory predicts a deviation from pure QED, due to the 

diagrams where a Z” boson is exchanged. The electroweak differential cross 

section for e+e- --+ e+e- is given by the expression3 

15 



090 jrlllllllr . -l 
0 0.2 0.4 0.6 0.8 1.0 

5-86 I cose1 5412Al 

Figure 1: (a) The experimentally observed e+e- + eSe- differential cross sec- 
tion (points) compared to the prediction of electroweak theory (solid 
line). The uncertainty on each point is smaller than the dot repre- 
senting the measurement. (b) Th e ratio of the observed cross section 
to that predicted by QED (points with error bars). The dotted line 
is the prediction of QED and the solid line is the prediction of elec- 
troweak theory, as described in the text. 

. 
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4s da -- = 
a2 di-l 

+ 2v2 (3 + x2) 
((3 + x)Q - x(1 - x)R) 

(1 - x)2 

- 2a2 
(7 + 4x + x”)Q + (I+ 3x2)R 

(1 - 4 

+ (v2 - u2)2 81Q12 
(1 - x)2 

+ i(v2 - u2)2 IRl2(1 - x)2 

+ $14 (1 + x)2, 

where 

v=2g~,a=2g~andz=cos8, 

s = E,2,, q2 = -is(l - x) , 

Q =@(x(q2)), R =$4x(s)), 

Fl = (2Q/(l - x) - R)2, F2 = v4 + 6v2a2 + u4. 

The function x(s) is the propagator for the Z” boson, given by 

1 GF x(s) = -- 
S 

27rra fipmz s - ml + imzrz 

1 S 

= sin2 8w COST 8w (1 - A) s - rng + irnzrz 

where GF is the Fermi weak interaction constant and p is a parameter which 

sets the ratio of the strengths of the charged and neutral weak currents. The 

quantities mz and Tz are the mass and width of the Z” boson respectively. 

The second form of the expression for x(s) is obtained from the Glashow-Salam- 

Weinberg (GSW) model,’ where p and mz are assumed to be given in terms 
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of the Weinberg angle (ew) and the mass of the W* bosons (mw) through the 

expressions 

mtv and m& = z 
1 

P= rn; ~052 ew figs sin2 Bw (1 - A) . 

The factor of (1 - A), with A = 0.07, arises from the self-energy correction to the 

Z” propagator. l6 In the GSW model, where p = 1, gi = -$ and g: = -$(l - 

4 sin2 ew), the world’s average value of sin2 8w = 0.22 leads to mz = 93 GeV 

and g: = -0.06. 

The experimentally measured differential cross section was fitted to the elec- 

troweak prediction by minimizing a x2 derived from a likelihood function which 

treats separately the shape of the angular distribution and the overall normal- 

ization, and includes all systematic errors. l7 The electroweak couplings were 

allowed to vary, with constant values sin2 8w = 0.22 and mz = 93 GeV used to 

calculate x(s), giving the values 

(g;)2 = 0.33 f 0.24, (g;)2 = 0.09 f 0.14 

(with x2/d.o.f. = 3.2/7). Th e result of the fit is displayed as the solid line in 

Figure lb; as can be seen, the data are described extremely well by the elec- 

troweak function. The uncertainties in the values of the weak couplings quoted 

above include all correlations and were obtained, in the standard way, by finding 

the value of parameter zj for which the x2 changed by 1 unit after minimization 

with respect to all other parameters (xi, i # j).‘* This is important, since (gz)” 

and (gG)2 are strongly correlated with each other (correlation coefficient=O.g) as 

well as with the efficiencies and the integrated luminosity. 
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Figure 2: Covariance ellipses in (gp)2 - (g:)” space, as described in the text. 

The results may be presented more completely as the la and 20 covariance 

ellipses in (gz)2 - (gG)2 space, as shown in Figure 2. As can be seen in the 

figure, the solution corresponding to pure QED (g: = gz = 0) lies near the 

20 contour, whereas the solution corresponding to the nominal GSW couplings 

((gz)2 = 0.25, (gG)2 N 0) lies on the 0.80 contour. 

A more rigorous statistical treatment can be accomplished by using the like- 

lihood ratio test. lg The likelihood ratio, Q, is simply defined as 

Q= 
Likelihood of hypothesis 1 
Likelihood of hypothesis 2. 

Under rather general assumptions, the quantity -2 In& is expected to have a 

x2 probability distribution, allowing the assignment of a confidence level to one 

hypothesis over another, without use of the Gaussian distribution assumptions 

needed to obtain the covariance ellipse. The two hypotheses compared are QED 

and the GSW model with sin2 0~ = 0.22. The log-likelihood ratio obtained, 
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-2 In& = 3.5, corresponds to a confidence level of 94% for GSW being the pre- 

ferred hypothesis. 

Additional fits were performed to extract various parameters under more 

restrictive assumptions. The value 

(g;)2 = 0.05 f 0.06 

was obtained under the further assumption (gE)2 = 0.25. This assumed value 

is supported by experimental data on e+e- --+ ,X+/J-, r+r- 20 (assuming lepton 

universality) and neutrino scattering. In the context of the GSW model, where 

rnz is a function of sin2 8w, the value 

sin2 8w = 0.24~~*~~ 

was obtained, corresponding to 0.01 < sin2 8~ < 0.55 at the 95% confidence 

level. It should be noted that the x2 function is rather badly behaved in this 

parametrization, and that artificially small errors can result if the fit to the data 

prefers negative values of (g:)“. 

High precision data on the process e+e- + eSe- is limited; the most recently 

published values for the weak couplings extracted by the the HRS group at 

PEP and the TASS0 group at PETRA are compared to the MAC values in 

Table 4. Comparison of the individual parameters is difficult because of the 

high correlation between (gz)2 and (gt)2. All experiments are consistent with 

the expectations from the GSW model. The MAC result, which includes a full 

account of systematic errors and a rigorous analysis of the statistical significance 

20 



I Ewerimend (gi)” 1 kt)” 1 

Table 4: Comparison of electroweak parameters with those of other experi- 
ments. 

of the measurements, indicates the presence of electroweak effects at the 95% 

confidence level. 

The measurement of electroweak effects in Bhabha scattering can be com- 

bined with measurements of the reaction Dee- + Dee- to obtain an unambiguous 

precision measurement of the electroweak coupling constants of the electron. 

The two reactions used involve only the leptons which form the first weak isospin 

doublet; therefore, the couplings may be determined without assumptions about 

universality among lepton families or complications from hadronic interactions. 

The elastic scattering cross section for Dee- + pee- is measured with p’e beams 

from nuclear reactors. The total cross section,23 in terms of the laboratory 

antineutrino energy (ED), is given by 

G$m, ED 
a(D,e-) = 2~ 

This expression has linear as well as quadratic dependence on the couplings, as 

opposed to the e+e- + e+e- cross section, for which the dependence is strictly 

quadratic. Since the neutrino cross section above depends on two parameters, a 

measurement of a(o,e-) constrains the parameters to lie along some path in the 

gi - g: plane; furth ermore, from the algebraic symmetry of the formula, the path 
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will have a reflection symmetry about the gi = gt line. This is illustrated in Fig- 

ure 3, where the dashed lines represent the 68% confidence level contour allowed 

by the measurements of the Dee- + Dee- total cross section.23 Superimposed as 

solid line contours in the figure are the la and 20 contours of the measurement 

reported here, obtained by unfolding the covariance ellipse with the assumption 

that gi and g: are real numbers. These contours have obvious symmetries about 

the gz = 0 and g: = 0 lines, since the angular distribution depends quadratically 

on the couplings. The complementary nature of the measurements is now clearly 

seen; the combination of the Bhabha and antineutrino scattering data selects a 

unique solution for the electroweak couplings of the electron. A combined fit of 

both data sets results in 

g; = -0.48f0.12 , g; = -0.05 f0.09 

(with x2/d.o.f. = 4.4/9), in excellent agreement with the expectations of the 

GSW model. This value of g: implies sin2 8w = 0.23 f 0.05, in good agreement 

with the world average. 

VII. TESTS OF COMPOSITE MODELS OF THE ELECTRON 

It has been proposed that the leptons and quarks might in fact be composite 

objects. 24 Such internal structure leads to additional interactions generated by 

constituent exchange. Although there is no general consensus on the precise 

theoretical model describing composite leptons and quarks, it has been pointed 

out that any such model contains flavor-diagonal, helicity-conserving contact 

22 



1.0 I I I 

e+e-- e+e’ If7 *a 0.5 - 

aI> CT o- ‘-3 

$Nf: 

/ .’ 0 0’ 

-0.5 -h /‘y 
68OhC.L. / ,/ 

G8e--i; e-1 c/ / 
-1.0 , / I I 

-1.0 -0.5 0 0.5 1.0 
6-86 a”, 6412A3 

Figure 3: Contour plots in gz - gz space from e+e- --$ e?.e- and D,e- + P,e- 
measurements, as described in the text. 

interactions, 25 with a Lagrangian of the form 

where the subscripts L and R refer to left and right-handed helicities, g is an 

effective coupling constant for the interaction that binds the composites into 

fermions, and A* is the characteristic energy scale of that interaction. The qij 

are used to select the helicity properties of the interaction and the subscript f 

refers to the sign of ILL. The normalization of Reference 25 was used, where A 

is defined such that g2/4?r = 1 and the largest Iqij( = 1. 

The modified e+e- + e+e- cross section, obtained by adding the contact 
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interaction to the usual electroweak Lagrangian, can be written as 

4s da -- 
(~2 dR 

= 4A. + A-(1 - cose)2 + A+(I + cose)2, 

where 

Ao= ; 0 2 1+ QRSL t -- + ‘i’RLt 2 
e2 t, cxA2 ’ 

A-= l+y:+“RLs2, 
sz aA2 

with sz = s - rni + irnZl?Z, t, = t - rn% + irnzrz, gR = e tan Bw and gL = 

-e cot 28w (e is the electron charge). 

The important observation is that the modified e+e- + e+e- differential 

cross section given above contains interference terms of order q2/aA2 relative to 

the GSW model contribution. This effect masks the order q2/A2 effects due to the 

more traditional propagator form factors, 26 such as those used in the analysis 

of e+e- + 77. 

Fits of the data to the modified cross section (with sin2 Bw = 0.22 fixed) 

were performed for several choices of vij, as seen in Table 5. All the results are 

consistent with a null effect and the limits on A are in the 1 TeV range. These 

limits are similar to those obtained by other experiments22 and indicate that 
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Interaction 

Left-Left 

Left-Left 

Vector 

Vector 

Axial-vector 

Axial-vector 

VRL 

-1 

+1 

-1 

Table 5: Limits on the energy scale for electron substructure from e+e- -+ 
e+e-. Due to the symmetry in the contact interaction Lagrangian, 
the Right-Right interaction result is identical to the Left-Left result. 

electrons are point-like at least up to energy scales 10 times greater than the 

electroweak energy scale. 

VIII. CONCLUSIONS 

A high precision measurement of the e+e- -+ e+e- differential cross section 

has been presented. A statistically significant deviation from pure Quantum Elec- 

trodynamics is observed, providing evidence for electroweak interference effects 

in this reaction. The values obtained for the electroweak couplings of the electron 

are in good agreement with the expectations from the Glashow-Salam-Weinberg 

model and previous measurements. This measurement is complementary to fi,e- 

elastic scattering experiments and the combined results allow an unambiguous 

determination of the electroweak couplings of the electron. The agreement be- 

tween the data and the electroweak theory prediction is used to put limits on 

substructure of the electron up to mass scales on the order of 1 TeV. 
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