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ABSTRACT 

High precision measurements of electron positron annihilation into final states 

of 2, 3 and 4 photons are presented. The data were obtained with the MAC 

detector at the PEP storage ring of the Stanford Linear Accelerator Center, at 

a center of mass energy of 29 GeV. The measured e+e- + 77 differential cross 

section is used to test the validity of Quantum Electrodynamics (QED) in this 

energy range; it agrees well with QED, and the limit on cut-off parameters for 

the electron propagator is A > 66 GeV. The measurement of e+e- + 777 is used 

to test the QED calculations of order o3 and to search for anomalies which would 

indicate the existence of new particles; the agreement with QED is excellent and 

no anomalies are found. Two events from the reaction e+e- -+ 7777 are found, 

in agreement with the QED prediction. 

PACS numbers: 12.20.F~ 
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I. INTRODUCTION 

The study of electron-positron annihilation into photons provides a very clean 

test of validity of Quantum Electrodynamics (QED) at high energies. This paper 

presents results from the MAC detector operating at the PEP storage ring of the 

Stanford Linear Accelerator Center, at a center-of-mass energy (E,,) of 29 GeV. 

The measurements include a high precision determination of the e+e- -+ 77 

differential cross section; determination of the total cross section for e+e- an- 

nihilation into 3 energetic photons and a study of the kinematic characteristics 

of this process; and the first published report of annihilation into 4 energetic 

photons, a process of order 04, where CLI is the QED fine structure constant. 

The reaction e+e- --+ 77 is described by one of the simplest interactions in 

QED, the electron-photon vertex coupled with the electron propagator.’ This 

reaction provides a particularly clean way to test the point-like behavior of the 

electron for two reasons: 

l Unlike the photon propagator, the electron propagator does not need vac- 

uum polarization corrections. 

l There are no weak interaction corrections in first order perturbation theory. 

Also, the study of e+e- + 77 can provide a high precision measurement of the 

integrated luminosity (s Ldt) , a 11 owing the accurate determination of absolutely 

normalized cross sections for other processes. 

As the center-of-mass energy increases, the average energy of photons emit- 

ted in initial and final state radiative processes increases, since the photon energy 

spectrum in these processes is quite similar to a bremsstrahlung spectrum. Since 
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most general purpose detectors are unable to detect photons with energies below 

a few hundred MeV, direct measurements of QED processes of order cy3 and a4, 

such as e+e- + 777 and e+e- + rrrr, are possible only at the high energies 

available at PEP and the similar machine PETRA at DESY. The measurements 

presented here provide yet a new way to test the validity of QED. These tests 

are not only important in their own right, but also serve to check on the calcu- 

lational techniques used to obtain radiative corrections for other processes, such 

as e+e- + e’e- and e+e- + p+p-. 

II. THE MAC DETECTOR 

The MAC detector (Figure 1) has been described in detail elsewhere.’ A brief 

description follows, with emphasis on the components essential to the analysis 

presented here. 

Immediately surrounding the storage ring beam pipe is a 1.9 meter long cylin- 

drical drift chamber (CD), consisting of 10 layers of double sense wire drift cells 

in a 0.57 T axial magnetic field. Six of the layers are tilted 3’ with respect to the 

beam axis to allow measurement of the polar angle through stereoscopic tech- 

niques. The drift chamber provides tracking and momentum analysis of charged 

particles, with typical resolutions of 0(1/p) = O.O65sinB(GeV/c)-‘, ~(4) = 0.2’ 

and a(6) = 0.7”, where p is the momentum of the particle, 6 is the polar angle 

measured with respect to the direction of the incoming positron beam and 4 is 

the azimuthal angle. 3 

Surrounding the CD is an ensemble of finely segmented total absorption 

calorimeters, scintillation counters and outer drift chambers, arranged in a hexag- 

onal prism with endcaps. For 1~1 < 1.2 m and progressing radially outward, the 
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Figure 1: Section through a sextant of the central part of the MAC detector, 
l 

illustrating the detector components described in the text. 
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calorimeter consists of: 

1. An electromagnetic shower counter assembled of 32 layers of 2.54 mm thick 

lead alloy plates (14 radiation lengths) interleaved with planes of propor- 

tional wire chambers (PWC’S)~ whose wire groups are read out at both 

ends by low impedance preamplifiers in order to determine the z coordinate 

by current division. Typical resolutions for electrons in this calorimeter are 

a(E) N 0.2fl, a(+) N 0.6” and a(e) N 1.2’, where E is the particle energy 

in GeV; 

2. A plane of segmented scintillation counters, used for triggering and time of 

flight measurement; 

3. A hadron calorimeter assembled from 24 layers of 25.4 mm thick steel inter- 

leaved with PWC’s, with typical resolutions for pions of a(E) 11 0.750, 

a(4) N lo and a(0) II 2’; and 

4. Four planes of cylindrical drift tubes, used to track muons. 

For 1~1 > 1.2 m the construction is similar except the endcap electromagnetic 

calorimeter (EC) consists of 9 layers of 25.4 mm steel plates interleaved with 

PWC’s with typical resolutions of a(E) N 0.40, a(4) N 2’ and ~(0) N 1.5’. 

The iron calorimeter is magnetized by toroid coils and forms a muon spectrometer 

in conjunction with the outer drift tubes. 

The two detector elements crucial to the analysis presented here are the Elec- 

tromagnetic Shower Calorimeter (SC) and the Energy trigger hardware. The 

actual energy and position resolutions of the SC for high energy electron and 

photon showers were measured by analyzing Bhabha scattering events, which 
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provide a source of electrons of known energy. Averaged over all the data sets 

collected in two years, the energy resolution for the SC, away from module bound- 

aries and after corrections for time dependent effects such as gas gain, is 6% at 

E = 14.5 GeV. A detailed Monte Carlo simulation5 of the detector predicts 

21%/e resolution (5.5% at 14.5 GeV), in good agreement with the observed 

value. The energy resolution is slightly worse when the module boundaries are 

not excluded; this is due to the small uninstrumented regions between sextants 

and the presence of a small number of dead channels. 

The position resolution has been measured with Bhabha electrons, by com- 

paring the angles measured in the CD to those obtained from calorimeter energy 

clusters, where the cluster angles are obtained from the energy weighted aver- 

age of the position information of individual hits. The results for the SC are 

a4 = 0.6’ and 0 0 = 1.2’. The 4 resolution is roughly a factor of 3 better than the 

hardware segmentation and reflects the fact that the electron shower is shared 

among several hardware segments. The polar angle resolution is dominated by 

noise and systematic uncertainties in the calibration of the current division elec- 

tronics. 

The MAC Energy trigger uses signals from partial energy sums provided by 

the preamplifiers in the PWC system. These are summed further to form nine 

signals: six sextants of SC, one total sum of the central hadron calorimeter and 

one sum each for the two endcap calorimeters. These sums are fed into timing 

energy discriminators 6 with typical thresholds of 3 GeV. The logical OR of all 

scintillation counter signals in the appropriate region of the detector is required 

to be in coincidence with the central hadron and endcap calorimeter energy sums, 
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in order to reduce noise effects. The coincidence of any two of the nine signals 

causes readout of the detector electronics. 

III. CANDIDATE EVENT SELECTION 

Although the detailed criteria for photon identification vary depending on 

the final state, the general technique used is to require no charged tracks in the 

CD and an energy deposition pattern in the calorimeters corresponding to that 

expected for an electromagnetic shower, with most of the energy deposited in the 

SC. Candidate events for e+e- -+ photons were selected by applying the following 

cuts to the triggered events accepted by the MAC offline filter program:7 

1. No charged tracks must be observed in the CD with an origin consistent 

with the interaction point (IP); 

2. The ratio of the energy measured in the SC (Esc) to the total energy 

measured in all the calorimeters (E) must satisfy q > 0.70; and 

3. The energy flow thrust axis8 must have polar angle 30’ < OthrUst < 150’. 

Requirement 1) selects neutral candidates, accounting for the fact that the 

presence of a small amount of material between the IP and the CD (beam pipe and 

inner CD wall, 0.03 radiation lengths at normal incidence) will cause a fraction of 

the photons to convert into an e+e- pair or to Compton scatter with an atomic 

electron. If a photon interacts in the material, the point of origin of the charged 

tracks will not be consistent with the IP. Requirement 2) selects candidates whose 

energy deposition is characteristic of electromagnetic showers. Requirement 3) 

puts a loose cut on the polar angle of the showers in the event; for angles closer 

than 30” to the beam axis, the CD tracking inefficiency is large enough to create 
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serious background problems from Bhabha scattering events. This first pass 

yielded about lo5 candidates from the raw data accumulated during a 133 pb-’ 

exposure. 

The candidates were then processed through a clustering algorithm9 which 

gathers the individual calorimeter energy hits into shower clusters. The metric 

used in the clustering was the space angle between the hits, with the assumption 

that the shower originated at the IP; it was also required that individual clusters 

be separated by at least 4’ and contain at least two hits. All further analysis is 

based on the cluster information. 

IV. THE REACTION e+e- + 77 

In order to extract collinear 77 events, the cluster summary information was 

analyzed requiring: 

a) At least 2 and no more than 5 shower clusters; 

b) The energy profile of the two highest energy clusters (primary clusters) to 

satisfy 9 > 0.70 individually; 

c) The noncollinearity angle (I) b e ween the primary clusters to satisfy e < t 

10’; and 

d) At least 90% of the clustered energy to be contained in the primary clusters. 

Some of the criteria above were developed by studying Bhabha scattering 

events, which are copious and have electromagnetic shower characteristics which 

are virtually identical to the ones for e+e- -+ 77. Design of the cuts was also 

guided by the study of simulated 7-y events, as described below. Figures 2 and 3 

illustrate some of the characteristics of the events passing these cuts. Figure 2 
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shows the distribution of the measured noncollinearity angle (histogram) com- 

pared to the expectation of QED theory and the angular resolution of the SC 

(solid curve). Figure 3 shows a correlation plot of the energies of the primary 

clusters, showing that the energy is typically concentrated, as expected, in two 

showers with E = +E,,. 

In order to have a meaningful comparison with theory, effects such as efficien- 

cies and backgrounds must be taken into account; furthermore, at high energies, 

the theoretical calculations must incorporate higher order effects. The lowest 

order (crr2) cross section for e+e- + 77 can be written as 10 

a2 1 f co2 8 
=;&cos2p 

where s, t, u are the standard Mandelstam variables l1 given by s = E&, t= 

- 1E2 2 cm (1 - cos 0) and u = - $E& (1 + cos 0) in the center-of-mass frame with the 

approximation y -+ 0 (m, is the mass of the electron). This reaction corresponds 

to a final state of two collinear (e = 0) photons, each with an energy equal to 

LE 2 cm- As shown in Figure 2, the data has a substantial number of events with 

e > 0, indicating contributions from higher order graphs where the incoming e+ 

or e- radiates a photon. The most complete higher order calculation available 

in a form useful to experimentalists is the Berends and Kleiss l2 (BK) generator 

for e+e- --+ ~$7). The BK program uses a consistent calculation up to terms 

of order cz3, including virtual corrections and bremsstrahlung. The contributions 

to the collinear cross section of diagrams with order a4 and higher are expected 

to be negligible at our energies.13 
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Figure 2: Distribution of noncollinearity angle for e+e- + 77 events. The his- 
togram represents the data and the solid curve shows the prediction 
of QED with the angular resolution of the detector folded in. 
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Figure 3: Correlation between the energies of the primary clusters in e+e- + 
77 events, as described in the text. 
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Figure 4: Detection efficiency for e+e- + 77 events as a function of polar _ 
angle. 

Approximately 269 pb-’ of e+e- ---t 77(7) events were generated using the 

BK generator. Experimental resolutions, triggering criteria and analysis effi- 

ciencies were simulated on a 34 pb-’ subset with the MAC detector simulation 

program, 5 which produces output with a format identical to actual MAC digital 

data, allowing the Monte Carlo data to be analyzed with the same programs 

as the real data. Figure 4 shows the angular dependence of the efficiency c(0) 

obtained using this procedure; for polar angles away from the 6thrUst cut, the 

efficiency predicted by the simulation has a typical value of 0.94 f 0.01. Most of 

the events lost fall into one of the following categories: 

1. Events with charged tracks in the CD from pair conversions in the beam 

pipe and inner CD wall; 

2. Events with photons aimed at uninstrumented regions of the calorimeter 
. 
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which have very low total observed energy; and 

3. Events with anomalous shower development patterns due to fluctuations or 

non-uniformities in the calorimeter. 

Additional studies of the efficiencies were performed using the data itself and 

comparisons of distributions of cut variables between the data and the detector 

simulation. Good agreement with the predictions of the simulation was observed 

with the following exceptions: 

l A direct check of the trigger efficiency, from a 35 pb-’ subset of the data 

obtained with a less restrictive Single Photon Trigger, 14 showed a value of 

0.993 f 0.002, as opposed to 1.000 in the simulation. 

l The efficiency for requiring that at least 90% of the clustered energy be 

found in the primary clusters was found to be 0.980 f 0.005, as opposed to 

1.000 in the simulation. 

Both of these differences are found to be caused by instrumental problems which 

are not treated exactly in the detector simulation software, such as the presence 

of a small number of dead channels in the SC and the effect of multiple track 

crossings on the SC current division hardware. An overall uncertainty of 1.2% in 

the absolute value of the efficiencies was estimated from the level of agreement of 

the data with the Monte Carlo and from studying the sensitivity of the efficiencies 

to the exact placement of the cuts. , 

It is convenient to correct the data such that it can be compared directly 

to the prediction of lowest order QED. The total observed cross section can be 
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written as 

doas da&z 
- = -&I + s(e)) 

dR 

where 1 + 6 (e) is the radiative correction function which is calculated using the 

Monte Carlo data. Since the efficiencies of all the cuts have been determined 

separately, it is sufficient for the purposes of this calculation to simulate only the 

angular resolution functions of the detector. The angular resolution functions of 

the SC for 40' < 0 < 140’ are simple Gaussians with widths a4 = 0.6’ and 

a$ = 1.20, so the angular distribution for this angular range can be calculated 

with a simplified (and less CPU intensive) Monte Carlo. This allows the full 

use of the 269 pb-’ of BK events, minimizing statistical errors. The resulting 

angular distribution is quite insensitive to changes in the widths of the resolution 

functions. A change of f0.5’ alters the contents of each bin by f0.5%. For 

angles closer than 40’ to the beam axis the angular resolution function is quite 

complex, due to the fact that the energy is shared by the SC and EC shower 

calorimeters, which have different angular segmentations and energy resolutions; 

the result of the full detector simulation was used for this angular range. Table 1 

summarizes the values of the radiative correction function obtained. 

Three possible sources of background have been studied, namely: 

l Events coming from random noise in the calorimeters; 

l Cosmic rays which shower in the detector; and 

l Bhabha scattering events which are misidentified in the CD. 

In order to study possible random noise effects, the 4 distribution of events 

with low total energy (E < 14.5 GeV) was examined. These events were found 
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6 Events s Ldt( pb-‘) 

37.5 906 1 33.94 26.69 

~ 42.5 7501 1 268.9 27.88 30.93 0.901 0.010 

26.73 0.902 0.011 

23.38 0.895 0.012 

20.67 0.884 0.013 

47.5 

t 52.5 -E&z- 24.12 

20.93 

18.27 57.5 4915 I 268.9 

4420 1 268.9 16.43 18.50 0.888 I 0.013 ~ 62.5 

67.5 

72.5 

16.79 0.895 0.014 

15.47 0.875 0.014 

14.50 0.877 0.015 

13.88 0.882 0.015 

15.03 

13.54 

12.71 77.5 3419 1 268.9 

82.5 3293 ( 268.9 12.24 

87.5 3209 1 268.9 11.93 13.57 0.879 0.016 

Table 1: Summary of radiative correction calculation for e+e- + 77 as ob- 
tained from Monte Carlo events. These corrections are specific to 
the analysis cuts used by this experiment. 

to be concentrated at the dead spaces between calorimeter modules, where the 

detected energy is expected to be anomalously low; the events away from the 

cracks can be explained by the presence of a few dead electronic channels around 

the SC calorimeter. Of the 1.37% of events with E < 14.5 GeV, 90% were found 

to be either within 5’ in 4 of a calorimeter dead space or within 2 azimuthal 

segments of a dead electronic channel, leaving a possible noise contamination of 

N O.l%, quite small compared to the statistical errors. 

In order to estimate the cosmic ray contamination, the e+e- + 77 candidates 

were analyzed requiring a loose coincidence between a cluster of hits in the CD, a 

scintillator and a cluster of hits in the Outer Drift chamber system. In a 59 pb-’ 
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subsample, 354 events were accepted by the cosmic ray criteria. These events 

were visually examined, revealing 12 showering cosmic rays and 342 events with 

accidental coincidences between a real e+e- + 77 event and cosmic ray tracks or 

random noise hits in the Outer Drift chambers. Extrapolating to the full sample 

yields a background of 0.1% , again very small. 

A potentially serious source of background results from the reaction e+e- t 

e+e- (Bhabha scattering). The signature of this process in the calorimeters is 

virtually identical to e+e- + 77 events. To study this background, a subsample 

of the candidates (68 pb-‘) was analyzed requiring the presence of at least one 

charged track in the CD. The resulting 54 events were visually examined and 

classified as 46 ey, 6 e + -, e 1 77 and 1 77 with a noise CD track, implying 

a background of 0.4%. In addition, the detector simulation program was used 

to estimate the probability of a Bhabha event giving zero tracks (in the region 

30’ < 6 < 150’) to be less than 10m5, so this background is negligible. The total 

background was estimated as (0.6 f 0.2)%. 

The experimentally observed differential cross section can be calculated from 

all the quantities described above. This includes the radiative correction function, 

such that the experiment can be compared to the predictions of first order QED. 

The corrected cross section is given by 

da 1 fbv) 
Xi = 2dc0se qe)Et (1 + s(e))J Ldt ’ 

where N(6) is the number of counts in a 6 bin, fb = 0.994 is the fraction of the 

data that is not background, s Ldt = 132.5 pb-’ is the integrated luminosity 

measured by the MAC small angle luminosity monitor2 , e(6) is the angular 
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Table 2: Summary of the observed e+e- + 77 cross section and errors. 

dependent efficiency in Figure 4, ct=0.973 is the overall analysis and trigger 

efficiency, 1+6(e) is th e radiative correction function given in Table 1 and A cos 6 

is a solid angle factor for each 6 bin. 

The results of this calculation are summarized in Table 2 and displayed in 

Figure 5. The statistical error quoted in the table is obtained from the number 

of counts in each bin using the Poisson distribution. The systematic errors are 

the contributions from the errors in c(6) and 1+6(e) added in quadrature. The 

total point-to-point errors shown in Figure 5 are obtained by combining the 

previous two errors in quadrature. In addition, there is an overall normalization 

uncertainty of &1.2% arising from the errors in fb and Et. The top part of the 
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Figure 5: (a) The measured e+e- + 77 differential cross section (points with 
error bars) compared with the prediction from QED (solid line). (b) 
The ratio of the measured distribution to that of QED (points with 
error bars) compared to the ratios for modified QED with r] = 1 and 
A = 65 GeV (dashed lines), as described in the text. 
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figure shows the corrected angular cross section g (points with error bars), 

compared to the prediction of first order QED (solid line); the normalization has 

been adjusted as described below. A better way to display the result is shown in 

Figure 5b, where we have formed the ratio of the observed cross section to the 

QED prediction. The agreement with theory is clearly quite good. The overall 

normalization was adjusted to fit QED and resulted in a value of 

oexp ~ = 0.96 f 0.009 f 0.012 f 0.034 
OQED 

(with x’/d.o.f. = 7.8/10), where the first error results from the point-to-point 

systematic and statistical errors, the second from the overall normalization un- 

certainties affecting all data points and the third error is the systematic error in 

the luminosity measured by the MAC small angle monitor. The value is clearly 

consistent with 1.0, the QED prediction. 

In order to derive quantitative limits on the validity of QED, it is customary 

to fit the data to the modified cross section given by15 

where w is the QED differential cross section, s = E&, A* is a parameter 

and 7 is a function as described below. The subscript on A refers to the choice 

of sign in the equation above. The interpretation of this modification depends 

on the sign taken and r] as follows: 

l q = 1, sign = + : Exchange of a heavy electron with mass 

M and charge Q, where A2 = M2 (6) 

and e is the electron charge. 
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rl sign 95% confident Normalizatio x2/d.o.f. 

limit on A ej at minimud 

1 + >66 GeV 0.938 7.0619 

1 - >67 GeV 0.938 7.06/9 

i + cos2e + >62 GeV 0.931 6.9919 

i + COSTS - >64 GeV 0.931 6.9919 

Table 3: Limits on QED modification parameters for e+e- + 77. 

l q=l, sign=-: No interpretation. 

07 = 1 + ~08~ e, sign = f : The electron propagator itself is mod- 

ified, indicating a non-pointlike cou- 

pling between the electron and the pho- 

ton; this would arise if the electron had 

a substructure. 

Fits for A were performed using both 7 functions. The modification affects 

the overall normalization as well as the shape of the angular distribution; to 

account for this we use a x2 function which treats separately the point-to-point 

errors and the normalization errors. l6 The results of the fit are summarized 

in Table 3 and the modified cross sections are illustrated by the dashed lines 

in Figure 5b. No evidence for a breakdown of QED is seen up to -65 GeV, 

which means that the electron-photon coupling is pointlike down to distances of 

N lo-l8 meters and that heavy electrons are not likely to exist with a mass less 

than 65 GeV. Similar limits for the cutoff parameter have been obtained by other 

experiments, as shown in Table 4. The values obtained by this experiment are 

the highest limits, due to the high accuracy of the measurements and the large 
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Experiment Limit on A+ Limit on A- 

MAC 66 GeV (a) 67 GeV (a) 

HRS” 59 GeV (a) 59 GeV (a) 

TASS018 61 GeV (b) 56 GeV (b) 

JADEl’ 61 GeV (b) 57 GeV (b) 

Table 4: Comparison of QED cutoff parameter results with other experi- 
ments. (a) indicates v = 1 was used, (b) indicates 71 = 1 + cos2 8. 

solid angle coverage of MAC. 

V. THE REACTIONS e+e- -+ 777 AND e’e- + 7777 

In order to search for a signal from e+e- annihilation into more than two 

photons, events having three or more clusters were examined in more detail. A 

92 pb-r subsample of data was used, for which the offline filter had a high 

efficiency for these classes of events. Visual examination of a random set of these 

events showed two large sources of backgrounds which were not associated with 

the beam: 

l Showering cosmic rays, and 

l Electronic noise in the SC. 

In general, both of these backgrounds are characterized by uncorrelated values 

of total energy (E) and energy imbalance (IE), defined as 

IE = CL Smbs(tii))4 
CL 4 ’ 

n T number of clusters 

where $i is the angle between the ith cluster and the thrust axis of the event and 

Ei is the energy of the ith cluster. These features are illustrated in Figure 6, where 
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Figure 6: Energy vs Imbalance correlation plot for data events with 3 or more 
clusters. Events from e+e- --) 777 are expected to cluster at E N 
29 GeV and IE N 0. 

the correlation between E and IE is displayed. The narrow band at imbalance 

near 1.0 is due to electronic noise whereas cosmic rays populate the zone of 

moderate imbalance and low total energy. Events from e+e- + 777(7) should 

ideally have E = 29 GeV and IE = 0; the requirements: 

1. 14.5 GeV < E < 40.0 GeV, and 

2. IE < 0.90 

eliminate the backgrounds listed above. Another source of background was due 

to e+e- + 77 events in which an extra cluster was found, arising from noise, 

dead channels or occasional malfunctions of the current division hardware. This 

background manifests itself as an excess of events with A4 N 0 and c N 0, 

where Ad is the minimum azimuthal separation between clusters in an event and 
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c is the noncollinearity of the two primary clusters. In order to suppress this 

background, the additional requirement 

3. Ad > 2.5’ or E > 10.0’ 

was made. 

The 808 events that passed the cuts were inspected visually and classified as 

506 background events, 300 events from e+e- + 777, and 2 from e+e- + 7777. 

The background events are mostly e+e- + 77 events with additional energy 

clusters due to noise, coincidence with a cosmic ray, or errors in the software 

clustering process; the balance of the background events are showering cosmic 

rays. 

Events with 3 identified photons were fitted to the e+e- + 777 hypothesis 

using the kinematics program SQUAW, with the measured energies and angles 

of the photons as input. About 2/3 of the events satisfied a 4-constraint fit with 

confidence level above 5% . The remaining l/3 of the events were fitted with 

three constraints, after removing the measurement with the largest contribution 

to the x2. Of the total of 300 fitted events, 284 events had fits with a confidence 

level better than 5% . Monte Carlo events from the BK e+e- + 77(7) event 

generator were processed through the detector simulation and analyzed in exactly 

the same manner as the real events. All of these Monte Carlo events give fits 

with confidence level above 5% , due to the fact that some resolutions are slightly 

underestimated in the simulation. 

The measured total cross section for e+e- -+ 777 into the analysis acceptance 
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is 

0;; = (3.2 f 0.2 f 0.1) pb, 

where the first error is statistical and the second error is due to the uncertainty 

in the integrated luminosity. The prediction from QED is (3.5fO.l) pb. In order 

to remove the dependence of the result on the acceptance of the detector, it is 

best expressed as the ratio of experiment to QED, 

of;: = 0.91 f 0.06 f 0.04, 
a777 

where the systematic error includes the statistical error in the Monte Carlo es- 

timation. The total cross section is in good agreement with the predictions of 

QED and with other measurements.20 

The predictions of QED were checked in more detail by examining various 

kinematic variables. All the data distributions were in excellent agreement with 

QED. Two examples of kinematic distributions are shown in Figures 7 and 8, 

with the data represented by points with error bars and the QED prediction as 

the solid histogram. Figure 7 shows the invariant mass distribution of photon 

pairs; no anomalous deviations with respect to QED are observed. Figure 8 

shows the distribution of momentum transfer squared (q2 = EcmE7[l - cos e,]), 

in good agreement with the QED prediction. The kinematic variables plotted for 

both the data and the Monte Carlo events are calculated from the results of the 

SQUAW fit. 

As mentioned above, two events with four photons in the final state were 

observed. The parameters of the events are given in Table 5; also shown are the 

24 



0 IO 20 30 

4-66 mYY (GeV) 
6394A7 

Figure 7: Invariant mass distribution for every combination of 2 photons in 
e+e- + 777 events (3 entries per event). The points with error bars 
represent the data and the solid histogram is the QED prediction. 
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Figure 8: Momentum transfer squared distribution of the photons in e+e- + 
777 events (3 entries per event). The points with error bars repre- 
sent the data and the solid histogram is the QED prediction. 
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angles and energies resulting from a SQUAW fit. Both events give acceptable 

values of x2/d.o.f. (0.63/4 and 3.51/4, respectively) in a 4-constraint fit using 

all the measured quantities. The energy of the third photon in event 6728- 

4951 has a large contribution to the x2 and a 3-constraint fit using all but that 

value yields a substantially better fit (x2/d.o.f. = 0.8/3); the energy of the 

third photon was probably overestimated because of noise in the electromagnetic 

shower calorimeter. The fitted values quoted in the table correspond to the 

4-constraint fit in event 6084-8012 and the S-constraint fit in event 6728-4951. 

The two observed events correspond to a cross section into the acceptance 

of 0.02 pb. It is, of course, impossible to study the distributions of kinematic 

variables with only 2 events. The QED prediction has been estimated by gen- 

erating Monte Carlo events with the matrix element of Berends, Kleiss, et.al. 21 

and applying to them the full detector simulation and analysis. The predicted 

number of events into the analysis acceptance is 6 events. The uncertainty on 

this predicted number of events is dominated by a systematic error which is diffi- 

cult to determine, since the theoretical cross section strongly favors events having 

at least one photon with small polar angle and/or very low energy, where the 

detector modeling is most uncertain. As the 90% confidence level upper limit on 

2 events is 5.3, the observed number of events is in reasonable agreement with 

the prediction of QED and rules out production of 4-photon final states from 

anomalous sources. 

VI. CONCLUSIONS 

Electron positron annihilation into photons is well described by QED at PEP 

energies. The e+e- --+ 77 angular distribution and cross section agree well with 
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Run 

6084 

6728 

Measured SQUAW fit 

Event Photon 4 8 E 4 8 E 

8012 1 79.2 139.9 12.2 79.2 138.3 11.2 

2 243.4 74.0 9.4 243.4 73.2 10.1 

3 16.8 36.6 6.8 16.8 36.3 6.8 

4 174.1 88.0 0.9 174.1 88.0 0.9 

4951 1 29.2 51.9 14.0 29.3 52.4 13.7 

2 222.9 135.9 9.0 222.9 136.4 8.9 

3 223.2 157.4 5.0 223.2 157.4 1.9 

4 187.9 91.2 3.7 187.8 91.3 4.4 

Table 5: Characteristics of the observed e+e- + 7777 events. The angles 
are in degrees and the energies in GeV. 

the theory when radiative corrections up to order o3 are included. The absence 

of any deviation from QED sets limits of greater than 67 GeV on the mass scale 

for QED breakdown. Annihilation into 3 energetic photons also agrees well with 

QED in both kinematic distributions and overall rate, providing a check of the 

theory away from the soft bremsstrahlung region. Two events with four photons 

in the final state are observed, consistent with the QED prediction. 
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