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Abstract

Interaction of a high-intensity optical laser with a solid target can generate an ionizing radiation hazard in the form of high-energy ‘hot’ electrons and bremsstrahlung, resulting from hot electrons interacting with the target itself and the surrounding target chamber. Previous studies have characterized the bremsstrahlung dose yields generated by such interactions for lasers in the range of \( 10^{17} \) to \( 10^{22} \) W cm\(^{-2}\) using particle-in-cell code EPOCH and Monte Carlo code FLUKA. In this paper, electron measurements based on a depth-dose approach are presented for two laser intensities, which indicate a Maxwellian distribution is more suitable for estimating the hot electrons’ energy distribution. Also, transmission factors of the resulting bremsstrahlung for common shielding materials are calculated with FLUKA, and shielding tenth value layer thicknesses are also derived. In combination with the bremsstrahlung dose yield, the tenth value layers provide radiation protection programs the means to evaluate radiation hazards and design shielding for high-intensity laser facilities.

This material is based upon work supported by the U.S. Department of Energy, Office of Science, under Contract No. DE-AC02-76SF00515.
Introduction

The current count of high-intensity laser facilities worldwide numbers upwards of 69 with 19 based in North America, 32 in Europe, and 18 in Asia (ICUIL; https://www.icuil.org/activities/laser-labs.html). Experimenters at these facilities focus multi-terawatt and petawatt optical laser beams to micrometer spot sizes to achieve laser intensities in excess of $10^{17}$ W cm$^{-2}$. One such laser facility is the Matter in Extreme Conditions (MEC) instrument at SLAC National Accelerator Laboratory (Nagler et al. 2015). These high-intensity lasers can be focused onto solid foils to study warm dense matter physics (Fletcher et al. 2015), pressure-driven shock waves in solid materials (Kraus et al. 2016, Wehrenberg et al. 2017), and conditions inside giant planets like Jupiter and Neptune (Davis et al. 2016, Kraus et al. 2017). With gas jets or cells for targets, high-intensity lasers can even be used to produce energetic beams of protons (Gauthier et al. 2016) and electrons and betatron X-rays (Albert et al. 2013). In the coming years, many high-intensity laser facilities worldwide, including the one at MEC, are planning upgrades to achieve even higher laser intensities and pulse repetition rates, which will permit scientists to achieve higher pressure and temperature conditions for their experiments.

These laser facilities present a unique health physics challenge: ionizing radiation generated from optical laser light. The interaction of a high-intensity optical laser with a solid foil target in vacuum creates a plasma on the surface of the target, and subsequent interactions between the laser pulse and the plasma can accelerate plasma electrons to tens and even hundreds of MeV in energy (Tajima and Dawson 1979, Wilks and Kruer 1997). The electrons in this laser-plasma source term are commonly referred to as ‘hot’ electrons and their interactions with both the solid foil and the target chamber wall will generate bremsstrahlung photons (Guo et al. 2001, Chen et
The bremsstrahlung dose generated by a high-intensity optical laser can present an ionizing radiation hazard to personnel in the vicinity.

Over the years, radiation dose measurements from laser facilities such as at the Laboratory for the Use of Intense Lasers (Borne et al. 2002), Rutherford Appleton Laboratory’s Vulcan facility (Clarke et al. 2006), Lawrence Livermore National Laboratory’s Titan facility (Bauer et al. 2011), and SLAC National Accelerator Laboratory’s MEC facility (Liang et al. 2017a) have reported radiation dose levels that require radiation shielding to mitigate direct exposure to personnel at these laser facilities. In addition, the radiation dose scales with laser intensity and is also proportional to the number of laser shots taken on target. From a health physics perspective, understanding the radiation source terms and designing adequate radiation shielding for high-intensity laser facilities such as the aforementioned ones are crucial, especially in light of future upgrades for pre-existing laser facilities and plans for new ones worldwide.

In this paper, the hot electron source term and subsequent bremsstrahlung dose yield from laser interactions with solid targets are reviewed. In addition, an analysis of electron measurements based on a depth-dose approach is presented for two laser intensities. Transmission factors of the resulting bremsstrahlung for common shielding materials are calculated with Monte Carlo code FLUKA (Ferrari et al. 2005, Böhlen et al. 2014), and shielding tenth value layer (TVL) thicknesses are then derived for laser intensities in the range of $10^{17}$ to $10^{22}$ W cm$^{-2}$. Therefore, health physicists may use the bremsstrahlung dose yield and the calculated TVL thicknesses to design radiation shielding for high-intensity laser facilities.

**Hot Electron Source Term**

A previous study at SLAC National Accelerator Laboratory (SLAC) characterized the hot electron source term for laser interactions with solid targets for the purpose of radiation protection
(Liang et al. 2017b). The study used the particle-in-cell (PIC) code EPOCH (Arber et al. 2015) to characterize the energy distribution, angular distribution, and laser-to-electron conversion efficiency of hot electrons. In addition, a bremsstrahlung dose yield parameter was defined as the ambient dose equivalent of bremsstrahlung photons from hot electrons and normalized to the laser pulse energy delivered onto the solid target for laser intensities between $10^{17}$ and $10^{22}$ W cm$^{-2}$. In this way, the bremsstrahlung dose generated from a high-intensity laser-solid experiment could be estimated from laser-optics parameters and the number of laser shots during the experiment.

The key parts of the hot electron source term for the purpose of radiation protection are summarized in this section. The hot electron energy spectrum has been found to fit the Maxwellian distribution given as,

$$f(E) \sim E^{1/2} \exp \left[ -\frac{E}{T_h} \right],$$

(1)

where $E$ is the electron energy and $T_h$ is the hot electron temperature that characterizes the ‘slope’ of the distribution. Fig. 1 shows an example of the hot electron energy distribution calculated using EPOCH for a laser intensity of $10^{20}$ W cm$^{-2}$, where $T_h$ has a fitted value of 2.1 MeV.

Other studies have used the relativistic Maxwellian distribution in Equation 2 below to approximate the hot electron source term.

$$f(E) \sim E^2 \exp \left[ -\frac{E}{T_h} \right].$$

(2)

Both the Maxwellian (Equation 1) and relativistic Maxwellian (Equation 2) have been used to model the hot electron source (Wilks and Kruer 1997, Ledingham et al. 2000, Borne et al 2002). For example, the radiation protection paper by Hayashi et al. (2006) utilized the relativistic Maxwellian distribution for the hot electron source for estimating radiation doses generated by high-power lasers (Hayashi et al. 2006). However, this method using a relativistic Maxwellian has been found to be overly conservative and can overestimate the measured bremsstrahlung dose.
generated by hot electrons by up to two orders of magnitude for laser intensities greater than $10^{19}$ W cm$^{-2}$ (Liang et al. 2017a).

For a laser wavelength of 0.8 μm, the hot electron temperature $T_h$ in MeV scales with laser intensity $I$ in W cm$^{-2}$ as,

$$T_h = 1.05 \times 10^{-10} I^{0.514}.$$ \hfill (3)

In Fig. 2, this $T_h$ scaling is compared with results based on PIC code from studies by Wilks (Wilks and Kruer 1997) and Kluge (Kluge et al. 2011).

The angular distribution of the hot electron emission generated from a high-intensity laser was analyzed using EPOCH and was approximated with a simple Gaussian distribution as,

$$f(\theta) \sim \exp\left[-\frac{\theta^2}{2\sigma^2}\right],$$ \hfill (4)

where $\theta$ is the polar angle of the hot electron emission and with a standard deviation $\sigma$ of 45°. This assumption for the source term results in a more forward-peaked hot electron emission. Other studies (Moore et al. 1995, Yang et al. 2017) have also simply modeled the hot electrons’ emission angles as a function of their energy using the relativistic mass factor $\gamma$ of the hot electron as,

$$\theta = \tan^{-1}\left(\frac{\sqrt{2}}{\sqrt{\gamma^{-1}}-1}\right).$$ \hfill (5)

In addition, the ratio of hot electrons emitted in the laser’s forward direction versus backward direction (or downstream versus upstream from the laser’s target) must also be considered. This ratio was calculated using EPOCH to scale with laser intensity as,

$$r(I) = 2.8 \times 10^{-9} I^{0.46},$$ \hfill (6)

where $I$ is the laser intensity in units of W cm$^{-2}$. At higher laser intensities, the hot electron emission and the subsequent bremsstrahlung dose generated will be much more forward-peaked. For radiation protection, more radiation shielding would be needed in the laser’s forward direction compared to the 90° directions.
The fraction of the laser pulse’s energy converted into hot electrons’ energy is the laser-to-electron conversion efficiency $\eta$. Fig. 3 plots the values of $\eta$ from EPOCH calculations and indicates the conversion efficiency scales with laser intensity from about 10% at $10^{17}$ W cm$^{-2}$ up to a maximum of 60% starting at $10^{21}$ W cm$^{-2}$.

Electron Depth-Dose Measurements

Electron depth-dose measurements were performed with a simple ‘spectrometer’ design during two high-intensity laser-solid experiment at SLAC’s MEC laser facility (Liang et al. 2017a). One experiment was performed at a laser intensity of $10^{19}$ W cm$^{-2}$ ($I_1$), which used metal foils of 100-μm-thick pure Cu ($I_1$-Run1) and 15-μm-thick pure Ni ($I_1$-Run2). Another experiment at $7.1 \times 10^{19}$ W cm$^{-2}$ ($I_2$) was performed parasitically to another experiment. Therefore, there was no control over when the target chamber was opened, when spectrometers (and dosimeters) inside could be replaced, or what target types were used. $I_2$-Run3 used a 15-μm-thick pure Ni foil, and $I_2$-Run4 used an assortment of foils: 10 μm Al, 5 μm Au, 5 μm Cu (all pure metal), and 4 μm CH$_3$ plastic.

Spectrometers were deployed inside the target vacuum chamber at various angles relative to the laser beam direction and at a distance of 30 cm from the laser’s target. They measured dose from both electrons and bremsstrahlung photons inside the target chamber, but the dose deposited in the spectrometer is dominated by the electrons that stream from the laser-solid interaction location without being attenuated by the thin micrometer foils. Fig. 4 shows the layout inside the MEC target chamber from the $I_1$ experiment at $10^{19}$ W cm$^{-2}$. The approximate locations of the $I_1$ spectrometers are indicated with a ‘star’ symbol. Care was taken to ensure the front face of the spectrometers had direct line-of-sight to the target foils at the center of the chamber.
The electron spectrometer’s design in Fig. 5 consisted of alternating layers of Landauer nanoDot dosimeters (2-mm-thick) and Plexiglas (3-mm-thick, 1.18 g cm\(^{-3}\)). The nanoDot’s geometry was simulated in FLUKA as a 0.5-mm-thick aluminum oxide (Al\(_2\)O\(_3\), 3.95 g cm\(^{-3}\)) ‘wafer’ with radius of 2.5 mm that is contained within a plastic polyethylene (C\(_2\)H\(_4\), 0.93 g cm\(^{-3}\)) pouch with wall thickness of 0.75 mm (total wall thickness of 1.5 mm). The thickness of the air gaps between the Al\(_2\)O\(_3\) and the plastic walls of the nanoDot were considered negligibly thin and not included in FLUKA simulations. The Plexiglas layers will attenuate the incident radiation from high-intensity laser-solid interactions. Fig. 6 plots the results from electron depth-dose measurements taken during the I\(_1\) (Run1 and Run2) and I\(_2\) (Run3 and Run4) experiments for spectrometers deployed at different angles relative to the laser direction. The measured absorbed dose is normalized to the number of laser shots taken on target during each Run (mGy per shot) and is then plotted as a function of depth of attenuating material (g cm\(^{-2}\)). The uncertainty in the measured doses is less than 10% and is not plotted in Fig. 6 to avoid visual clutter.

As expected, the (absorbed) dose per shot is higher from I\(_2\) compared to I\(_1\) because a higher laser intensity is both correlated with an increase in the energy of generated hot electrons (Equation 3) and an increase in the laser-to-electron conversion efficiency (Fig. 3). For I\(_1\) the dose per shot measured by the first dosimeter (0 g cm\(^{-2}\)) is about 10-15 mGy per shot and decreases by about three orders of magnitude to 0.01-0.03 mGy per shot at the last dosimeter (about 1.8 g cm\(^{-2}\)). For I\(_2\) the decrease is two orders of magnitude starting from 20-30 to 0.2-0.3 mGy per shot. This indicates that the energy of the hot electrons for I\(_1\) is lower (and more readily attenuated) than I\(_2\). The spread of data for all I\(_1\) Runs is within about a factor of 2, which shows the systematic uncertainty of the measured absorbed dose to different target types and detector angles. The factor
of 2 spread in the I₁ dose per shot data for different detector angles also suggests that the angular distribution of hot electron emission is semi-isotropic for I₁ (10¹⁹ W cm⁻²).

The depth-dose response of the electron spectrometers was benchmarked with FLUKA simulations. PRECISIO was used as the defaults for the simulations. The hot electron source was generated by sampling primary electrons’ energies according to a Maxwellian distribution (Equation 1) with FLUKA’s custom SOURCE subroutine. The hot electron temperature \( T_h \) that characterizes the slope of the energy distribution was calculated from Equation 3 based on the experiments’ peak laser intensities. The angular distribution of the electron primaries were sampled according to a Gaussian distribution (Equation 4) with \( \sigma \) of 45° also with SOURCE. Transport and production of electrons and photons were all set at 1 keV threshold. To match experimental conditions in the FLUKA simulation, primary electrons first interacted with a target matching the ones used during the I₁ and I₂ experiments. In addition, the simulated spectrometer was located with the same angle as from the experiment inside a simplified cylindrical model of the experimental chamber: 1 m radius, 1.2 m height, 2.54-cm-thick Al walls.

Additional FLUKA simulations were also performed where the hot electron source term was instead sampled according to a relativistic Maxwellian (Equation 2). For health physics applications, it is necessary to identify the more appropriate energy distribution to model the hot electron source term because this directly affects the magnitude of the estimated radiation hazard and also the design of the radiation shielding needed to mitigate said hazard.

The FLUKA simulations scored the energy (absorbed dose) deposited in the layers of the spectrometer, and depth-dose curves were generated after normalizing the FLUKA results to the same metric as from Fig. 6: dose per shot (mGy per shot) as a function of depth of attenuating material (g cm⁻²). Fig. 7 plots the FLUKA-calculated depth-dose response for the I₁ experiment at
$10^{19}$ W cm$^{-2}$, which used 100-μm-thick Cu (Run1) and 15-μm-thick Ni (Run2) as targets. The ‘dashed’ curves indicate the depth-dose response was calculated from a Maxwellian (Max.) distribution for the hot electron source term, while the ‘solid’ curves indicate the response was from a relativistic Maxwellian (rel. Max.) source term. The uncertainty in the FLUKA-calculated dose results is less than 1% for the first dosimeter and increases with each subsequent dosimeter in the spectrometer stack up to about 15% for the last dosimeter. The spread within the data in Fig. 7 (from either a Maxwellian or relativistic Maxwellian source term) is within about a factor of 2, which is similar to the systematic uncertainty observed from the measured data (Fig. 6) for different detector angles and target types. In comparison, the statistical uncertainty in the $T_\text{h}$ from Equation 3 used in the FLUKA simulations for either a Maxwellian or relativistic Maxwellian is less than 10% and would not cause the depth-dose response curves to shift more than a factor of 2.

As observed in Fig. 7, the FLUKA-calculated dose per shot for $I_1$ is higher at increasing depth of attenuating material from primary electrons with a relativistic Maxwellian energy distribution than a Maxwellian because the spectrum is harder (and more penetrating through material), and the average energy is also higher: $3T_\text{h}$ vs. $1.5T_\text{h}$, respectively. Also because of this, the decrease of the dose per shot from a Maxwellian source term is more rapid (steeper ‘slope’ of the response curve) for the softer energy spectrum. For both electron source terms (Max. and rel. Max.), the response curve for the spectrometer located at $+36^\circ$ is higher than the other angles by at most a factor of 2, which corresponds to the forward-to-backward emission ratio of hot electrons (Equation 6).

Comparing the measured results (Fig. 6) against the FLUKA-calculated results (Fig. 7) for $I_1$ ($10^{19}$ W cm$^{-2}$), the depth-dose response curves generated from a Maxwellian energy distribution
fit the measurement data better than from a relativistic Maxwellian. To further demonstrate this, the measured dose per shot from each data point (and from each Run) was compared versus its corresponding simulated dose per shot. This ‘ratio’ is plotted in Fig. 8 for FLUKA dose per shot from a Maxwellian source term and in Fig. 9 for dose per shot from a relativistic Maxwellian source term. A similar analysis between measured and simulated dose was also performed for the I$_2$ experiment (7.1×10$^{19}$ W cm$^{-2}$), and the results have also been included in Figs. 8 and 9. The ‘line of equality’ indicating where the ratio between measured versus FLUKA-calculated dose is a value of 1 is plotted as a visual guide. Data from both Figs. 8 and 9 were also curve fitted to a power function. Although the fit is not ideal for Fig. 9 (coefficient of determination R$^2$ = 0.806), the fitted curves f(x) demonstrate visually that the measured data is better predicted with calculations using a Maxwellian source term as seen in in Fig. 8 (R$^2$ = 0.936). Also the ‘slope’ of the fitted power functions has a value of 1.09 for a Maxwellian source term and 0.686 for a relativistic Maxwellian source. Comparing these values against the line of equality (slope of 1), this further supports that a Maxwellian source term is more appropriate for predicting the measured data.

Comparison between Figs. 8 and 9 showed that measured data has a more 1:1 ratio with the simulated results from FLUKA and better predicted using a Maxwellian source term (Fig. 8). This comparison between source terms can be further examined by calculating the mean squared errors (MSE) between the measured data and the simulated results for the two source terms, which is given in Equation 7 as,

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (M_i - S_i)^2.$$  \hspace{1cm} (7)

This method provides a quantitative index for evaluating of the quality of an estimator (the type of source term in this case). Note that it is necessary to take the logarithm of the data and results because their values span a range of 4 orders of magnitude. The MSE between all measured data
and simulated results using a Maxwellian source term (Fig. 8) is 0.183 and using a relativistic Maxwellian source term (Fig. 9) is 0.428. The value of the MSE is smaller for a Maxwellian source, which again supports the use of a Maxwellian distribution to model the hot electron source term and to predict the measured data.

The depth-dose response curves calculated from a Maxwellian source term describe the I₁ and I₂ experiments’ measurement data better than the curves calculated from a relativistic Maxwellian source term. From a health physics perspective, it is an improvement and a more accurate representation to model the energies of the hot electron source as a Maxwellian distribution. Otherwise, both estimation of secondary bremsstrahlung dose generated from hot electrons and design of shielding with a relativistic Maxwellian source term would be overly conservative.

Bremsstrahlung Dose Yield

FLUKA can be utilized to calculate the bremsstrahlung dose yield generated from the hot electron source (primary electrons) described previously using FLUKA’s custom SOURCE subroutine. The energies of primary electrons were sampled according to a Maxwellian distribution (Equation 1) with exponential slope described by $T_h$ (Equation 3). The angular distribution of primary electrons were sampled according to a Gaussian distribution (Equation 4) with $\sigma$ of 45° and forward-to-backward emission ratio (Equation 6). The resulting bremsstrahlung dose calculated by FLUKA can be normalized to the laser-to-electron conversion efficiency (Fig. 3). Fig. 10 shows the estimated bremsstrahlung dose yield at 1 meter distance (Liang et al. 2017b) from a high-intensity laser interaction with a solid target for laser intensities between $10^{17}$ and $10^{22}$ W cm⁻². The dose yield curves in Fig. 10 already account for attenuation by a simple cylindrical target chamber with uniform 2.54-cm-thick aluminum walls. The dose yield (mSv J⁻¹) parameter
is the ambient dose equivalent (mSv) of bremsstrahlung photons generated from hot electrons and normalized to the laser pulse energy on target \( (J) \).

In reality, target vacuum chambers for high-intensity laser experiments often have a complex geometry. Fig. 11 visualizes with SimpleGeo (Theis et al. 2006) the full geometry of MEC’s target vacuum chamber, which has a chamber radius of about 1 meter and wall thicknesses of about 2.54-cm-thick aluminum. A large number of glass view ports around the chamber give experimenters access to the vacuum chamber with their instruments.

The hot electron source term can also be paired with a full target chamber geometry in FLUKA to simulate the bremsstrahlung dose generated from individual high-intensity laser experiments, especially if laser-optics and laser target parameters are known. For example, the I1 experiment at MEC achieved a peak laser intensity of \( 10^{19} \) W cm\(^{-2}\) with a pulse energy of 0.7 J and a pulse length of 50 fs. The laser system operated at a 1 Hz repetition rate and delivered high-intensity laser shots onto 100-μm-thick Cu foils. The associated source term (primary electrons) was modeled using a Maxwellian energy distribution with a \( T_h \) of 0.61 MeV, a Gaussian angular distribution with \( \sigma \) of 45°, a forward-to-backward emission ratio of 1.3, and a laser-to-electron conversion efficiency of 0.51. Fig. 12 plots the bremsstrahlung dose generated per laser shot delivered onto the target foil (mSv per shot) as calculated with FLUKA using the hot electron source term described above. Either the dose yield curves in Fig. 10 or the direct calculation of bremsstrahlung dose with FLUKA using an experiments’ parameters and geometries may be used to estimate the dose to personnel from high-intensity laser-solid experiments.

**Tenth Value Layers for Bremsstrahlung Photons**

High-intensity laser-solid experiments need radiation shielding to mitigate the bremsstrahlung dose hazard generated by the hot electrons. A systematic study with FLUKA used
the hot electron source term modeled with a Maxwellian energy distribution and with $T_h$ derived from laser intensity to calculate transmission factors of several common shielding materials. Transport and production of electrons and photons were all set at 1 keV threshold. The tenth value layer (TVL) thicknesses can then be derived from the transmission curves. In this study, TVL is the thickness of the material needed to reduce the ambient dose equivalent of the incident radiation (bremsstrahlung from hot electrons) by a factor of 10. Previous shielding studies for high-intensity laser facilities have focused primarily on glass, concrete, and lead (Qiu et al. 2006, Yang et al. 2017). While those materials are also included, this study contains TVL thicknesses for other materials not available elsewhere as a function of laser intensity from $10^{17}$ to $10^{22}$ W cm$^{-2}$: Pyrex glass* (2.23 g cm$^{-3}$), Portland concrete† (2.3 g cm$^{-3}$), aluminum (2.7 g cm$^{-3}$), iron (7.87 g cm$^{-3}$), lead (11.34 g cm$^{-3}$), and tungsten (19.25 g cm$^{-3}$).

This variety of shielding materials provides health physicists flexibility when designing radiation shielding for high-intensity laser facilities. For example, as many of these facilities receive upgrades to their laser power and intensity, the generated ionizing radiation hazard will also increase (Fig. 10). For pre-existing facilities, it may be impractical both financially and time-wise to demolish and rebuild the facility housing when the wall shielding is no longer sufficient to mitigate the increased hazard. Instead, radiation protection programs may choose to deploy local shielding inside the target vacuum chamber and in close proximity to the laser-solid interaction. When space is limited, lead (Pb) is a commonly chosen shielding material, but it comes with other hazards: chemical toxicity, potential for activation by high-energy bremsstrahlung, and out-gassing that may compromise the vacuum’s integrity. Therefore, a discerning health physicist may choose tungsten (W) or steel (Fe) for local shielding instead. Earlier, Fig. 4 showed the layout inside of the target chamber at MEC for the $I_1$ experiment with laser intensity at $10^{19}$ W cm$^{-2}$. 

---

* Pyrex glass
† Portland concrete
During this experiment, stainless steel plates amounting to a thickness of 12 cm were used as local shielding in the 0° and 180° directions relative to the laser direction to mitigate the bremsstrahlung dose to personnel outside the facility.

Shielding calculations with FLUKA utilized a spherical geometry. For a chosen laser intensity, primary electrons with energies sampled according to a Maxwellian distribution (Equation 1) and with temperature $T_h$ (Equation 3) were emitted isotropically from the center of a Cu sphere. The Cu sphere ‘target’ served as the electron-to-bremsstrahlung converter, and its radius was optimized to give the highest bremsstrahlung yield from hot electrons. For example, the optimum radius of the Cu sphere target was 2.5 mm at $10^{20}$ W cm$^{-2}$. A spherical shell of the shielding material of interest was located at 10 meters (outer radius) from the source point to attenuate the generated bremsstrahlung photons. The ambient dose equivalent was scored at the same radial distance outside the shield without and with shielding to generate transmission factors for varying shielding thicknesses.

Fig. 13 plots the transmission factors for Portland concrete (CC) as a function of shielding material thickness for selected laser intensities between $10^{17}$ and $10^{22}$ W cm$^{-2}$. The uncertainties of the estimated transmission factors were at most less than 3%. Increasing thicknesses for the shielding were selected for increasing laser intensities because the average energy of the hot electrons (and resulting bremsstrahlung) increases as well. A material’s photon mass attenuation coefficient decreases with increasing photon energy, which means more material thickness is needed to achieve the same attenuation factor for higher energy bremsstrahlung by the same factor.

Also in Fig. 13 at higher laser intensities where the energy of hot electrons is also higher, a buildup factor is observed where the transmission curve experiences a change in slope or a ‘kink’ for $3 \times 10^{21}$ and $10^{22}$ W cm$^{-2}$ (at 14 and 16 cm, respectively). At these intensities, the hot electron
source has energies in the 10’s of MeV and greater. The TVLs of concrete can be derived from the transmission curves for concrete for the selected laser intensities by taking the concrete thicknesses corresponding to a bremsstrahlung transmission factor of 0.1 and 0.01 (Fig. 13). The transmission of bremsstrahlung dose decreases as more shielding material is added to attenuate the incident bremsstrahlung. TVL₁ corresponds to the material thickness required to reduce the incident bremsstrahlung dose by a factor of 10. TVL₂ is the thickness needed to reduce the dose by an additional factor of 10. As observed in Fig. 13, TVL₂ is also the equilibrium tenth value layer (TVLₑ), which is the thickness for each subsequent TVL after TVL₁ where the directional and spectral distributions of the radiation field in the material are practically independent of thickness.

Fig. 14 provides the transmission curves for Pb, which is a higher Z and higher density material than Portland concrete, and the thickness of lead required to achieve a transmission factor of 0.1 and 0.01 is much less than for concrete at any selected laser intensity. At lower laser intensities especially around $3 \times 10^{18}$ W cm⁻² and below, the transmission factor curves for Pb has a dramatic first drop due to strong filtering of lower energies by Pb.

The values of Portland concrete TVL₁ and TVLₑ for bremsstrahlung photons generated by a hot electron source are plotted in Fig. 15. TVL₁ is significantly greater than TVLₑ at laser intensities greater than $3 \times 10^{21}$ W cm⁻² due to buildup. At these higher laser intensities, the Maxwellian energy distribution of the hot electron source is characterized by a $T_h$ of 21 MeV (Equation 3) and has a high average energy of about 32 MeV. The subsequently generated bremsstrahlung is also high energy and causes buildup in the shielding material. Therefore, additional concrete shielding is initially required for TVL₁ to reduce the incident bremsstrahlung dose by a factor of 10.
TVL₁ and TVLₑ for lead and tungsten are similarly plotted in Figs. 16 and 17, respectively. The effect of buildup is more pronounced for Pb and W (higher Z material) than for concrete, and TVL₁ is again greater than TVLₑ at laser intensities greater than 10²⁰ W cm⁻². At intensities below the TVL₁ and TVLₑ crossover, TVL₁ is lower than TVLₑ due to strong filtering of the incident bremsstrahlung’s lower energy components by Pb and W. This effect between TVL₁ and TVLₑ was also observed for Pb TVLs by Yang et al. (2017). TVLₑ for Pb and W begin to plateau starting at about 10²⁰ W cm⁻², which corresponds to the high-energy limit or ‘Compton minimum’ of the high energy photons.

Figs. 18 and 19 summarize the values of TVL₁ and TVLₑ for Pyrex glass, Portland concrete, Al, Fe, Pb, and W as a function of laser intensity between 10¹⁷ and 10²² W cm⁻². As expected, materials with higher Z and density such as Pb and W are most effective for shielding photons and require less material to attenuate the incident bremsstrahlung dose compared with the other materials at a given laser intensity. Glass, concrete, and Al have very similar values of TVL due to having similar densities and also similar effective Z. The overall bremsstrahlung energy (and hot electron temperature) increases as the laser intensity increases (Fig. 2), and the opposite is also true. For laser intensities below 10¹⁸ W cm⁻² where the hot electron temperature is in the tens of keV, there is a rapid drop in the TVL because photon mass attenuation coefficients are high due to the effect of high photoelectric cross sections at those energies.

When designing radiation shielding using Figs. 18 and 19, the thickness of TVL₁ can be larger than TVLₑ at high laser intensities due to buildup, so radiation shielding for a high-intensity laser’s hot electron source that requires multiple TVLs should use the TVL₁ thickness for the first TVL and then TVLₑ thickness for each subsequent TVL.

Conclusion
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In this paper, the hot electron source term and resulting bremsstrahlung dose yield for high-intensity laser interactions with solid targets were summarized. Analysis of electron depth-dose measurements from two experiments at $10^{19}$ ($I_1$) and $7.1 \times 10^{19}$ W cm$^{-2}$ ($I_2$) demonstrated that a Maxwellian energy distribution is a more appropriate model for the hot electron source term than a relativistic Maxwellian. FLUKA simulations with a hot electron source term with energy sampled according to a Maxwellian distribution were systematically conducted, and the transmission factors of common shielding materials (Pyrex glass, Portland concrete, Al, Fe, Pb, and W) were obtained for the ambient dose equivalent of bremsstrahlung photons generated by hot electrons as a function of laser intensity between $10^{17}$ and $10^{22}$ W cm$^{-2}$. The tenth value layers TVL$_1$ and TVL$_e$ were derived from these transmission curves for each of the materials. In combination with the hot electron source term and bremsstrahlung dose yield estimations, health physicists will be able to utilize these TVL thicknesses to design radiation shielding for mitigation of bremsstrahlung dose at high-intensity laser facilities.
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• Fig. 1. Energy distribution of hot electrons calculated from an EPOCH simulation for $10^{20}$ W cm$^{-2}$. A Maxwellian fit gives $T_h = 2.1$ MeV.

• Fig. 2. Hot electron temperature as a function of laser intensity calculated from EPOCH simulations (Liang et al. 2017b).

• Fig. 3. Laser-to-electron conversion efficiency as a function of laser intensity calculated from EPOCH simulations (Liang et al. 2017b).

• Fig. 4. Layout inside MEC’s target chamber for the I$_1$ laser-solid experiment at $10^{19}$ W cm$^{-2}$. The locations of spectrometers deployed inside are indicated with a ‘star’ symbol. The high-intensity optical laser enters the chamber from the left and interacts with solid metal foils at the center of the chamber.

• Fig. 5. Electron depth-dose spectrometer consisted of alternating layers of Plexiglas and Landauer nanoDot dosimeters. Electrons enter the spectrometer from left-to-right, are attenuated by the Plexiglas, and deposit dose in the dosimeters.

• Fig. 6. Absorbed dose per laser shot (mGy per shot) measured during I$_1$ (Run1 and Run2) and I$_2$ (Run3 and Run4) experiments at MEC and plotted as a function of depth of attenuating material (g cm$^{-2}$).

• Fig. 7. Absorbed dose per laser shot (mGy per shot) calculated from FLUKA simulations for I$_1$ (Run1 and Run2) experiment using target types and detector angles from the I$_1$ experiment. The ‘dashed’ curves indicate results from a Maxwellian (Max.) distribution for the hot electron source term, while the ‘solid’ curves indicate results from a relativistic Maxwellian (rel. Max.) source term.
Fig. 8. Comparison of measured dose per shot from I₁ and I₂ experiments versus FLUKA-simulated dose per shot calculated with a Maxwellian (Max.) hot electron source term.

Fig. 9. Comparison of measured dose per shot from I₁ and I₂ experiments versus FLUKA-simulated dose per shot calculated with a relativistic Maxwellian (rel. Max.) hot electron source term.

Fig. 10. Estimation of bremsstrahlung dose yield outside a simple 2.54-cm-thick Al target vacuum chamber at 1 meter distance from laser-solid interaction as a function of laser intensity from EPOCH and FLUKA calculations (Liang et al. 2017b).

Fig. 11. Target vacuum chamber located at SLAC’s MEC laser facility, which has a radius of 1 meter and approximate Al wall thickness of 2.54 cm.

Fig. 12. Bremsstrahlung photon dose per laser shot (mSv per shot) at the target plane calculated with FLUKA for the I₁ (10¹⁹ W cm⁻²) experiment at MEC. In this simulation, the primary electrons interacted with a 100-μm-thick Cu foil located at the center of the target chamber.

Fig. 13. Concrete transmission factors as a function of concrete thickness for bremsstrahlung photons generated from a hot electron source and for selected laser intensities (W cm⁻²).

Fig. 14. Lead transmission factors as a function of lead thickness for bremsstrahlung photons generated from a hot electron source and for selected laser intensities (W cm⁻²).

Fig. 15. TVL₁ and TVLₑ of Portland concrete (CC) as a function of laser intensity for bremsstrahlung photons generated from a hot electron source.

Fig. 16. TVL₁ and TVLₑ of lead (Pb) as a function of laser intensity for bremsstrahlung photons generated from a hot electron source.
• Fig. 17. TVL₁ and TVLₑ of tungsten (W) as a function of laser intensity for bremsstrahlung photons generated from a hot electron source.

• Fig. 18. TVL₁ of Pyrex glass, Portland concrete, Al, Fe, Pb, and W as a function of laser intensity for bremsstrahlung photons generated from a hot electron source.

• Fig. 19. TVLₑ of Pyrex glass, Portland concrete, Al, Fe, Pb, and W as a function of laser intensity for bremsstrahlung photons generated from a hot electron source.
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