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Université Denis Diderot-Paris7, F-75252 Paris, France

M. Biasiniab, E. Manonia, S. Pacettiab, and A. Rossia

INFN Sezione di Perugiaa; Dipartimento di Fisica, Università di Perugiab, I-06123 Perugia, Italy
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We present measurements of Collins asymmetries in the inclusive process e+e− → ππX, where π
stands for charged pions, at a center-of-mass energy of 10.6 GeV. We use a data sample of 468 fb−1

collected by the BABAR experiment at the PEP-II B factory at SLAC, and consider pairs of charged
pions produced in opposite hemispheres of hadronic events. We observe clear asymmetries in the
distributions of the azimuthal angles in two distinct reference frames. We study the dependence
of the asymmetry on several kinematic variables, finding that it increases with increasing pion
momentum and momentum transverse to the analysis axis, and with increasing angle between the
thrust and beam axis.

PACS numbers: 13.66.Bc, 13.87.Fh, 13.88.+e, 14.65.-q

I. INTRODUCTION

Parton fragmentation functions describe the probabil-
ity for a parton to fragment into a hadron carrying a
certain fraction z of the parton momentum. These func-
tions are denoted Di

h(z), where i represents the frag-
menting parton (g, u, ū, d, d̄,...), and h is the produced
hadron. Since the Di

h(z) incorporate the long distance,
non-perturbative physics of the hadronization processes,
they cannot be calculated in perturbative QCD, but can
be evolved from a starting distribution at a defined en-
ergy scale. Fragmentation processes have been studied in
lepton-hadron and hadron-hadron scattering, as well as
in e+e− annihilation, which provides the cleanest envi-

∗Now at the University of Tabuk, Tabuk 71491, Saudi Arabia
†Also with Università di Perugia, Dipartimento di Fisica, Perugia,
Italy
‡Now at Laboratoire de Physique Nucláire et de Hautes Energies,
IN2P3/CNRS, Paris, France
§Now at the University of Huddersfield, Huddersfield HD1 3DH,
UK
¶Deceased
∗∗Now at University of South Alabama, Mobile, Alabama 36688,
USA
††Also with Università di Sassari, Sassari, Italy
‡‡Also with INFN Sezione di Roma, Roma, Italy
§§Now at Universidad Técnica Federico Santa Maria, Valparaiso,
Chile 2390123

ronment since no hadrons are present in the initial state.
Due to the large amount of experimental data collected
at several e+e− facilities, mainly LEP[1–3] and SLC [4–6]
at high energies, and, recently, PEP-II [7] and KEKB [8]
at about 10 GeV, the unpolarized functions are presently
well known.

Transverse spin-dependent effects in fragmentation
processes were first proposed by Collins [9, 10], who in-
troduced the chiral-odd polarized Collins fragmentation
function H⊥. It describes the relation between the trans-
verse spin of the fragmenting quark and the azimuthal
distribution of final-state hadrons around the quark mo-
mentum (spin-orbit correlation). In the collinear factor-
ization approach, H⊥ depends on the hadron fractional
energy z = 2Eh/

√
s, where Eh and

√
s/2 are, respec-

tively, the hadron and beam energy in the center-of-mass
system, and on the magnitude of the hadron transverse
momentum P⊥h with respect to the three-momentum of
the fragmenting quark.

The number density for finding a spinless hadron h,
with mass Mh, produced from a transversely polarized
quark (q↑) is defined in terms of the leading-twist un-

polarized Dq
1, and Collins H⊥q1 fragmentation functions,

as [11]

Dq↑

h (z,P⊥h ) = Dq
1(z, P⊥h

2
) +H⊥q1 (z, P⊥h

2
)
(k̂×P⊥h ) · Sq

zMh
.

(1)
The term containing the Collins function depends on
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the spin vector of the quark Sq, and introduces an az-
imuthal asymmetry in the distribution of hadrons around

the quark three-momentum direction k̂. The triple pro-
duct of Eq. (1), in fact, produces a cosφ modulation,
where φ is the azimuthal angle between the plane per-
pendicular to the quark spin, and the plane determined

by P⊥h and k̂, as shown in Fig. 1. In the literature, the
amplitude of this modulation is called the Collins asym-
metry or the Collins effect.

φ

Ph

Sq

k

Ph⊥

FIG. 1: (color online). Definition of the azimuthal angle
φ for a quark with transverse spin Sq which fragments into
a spinless hadron of momentum Ph with a component P⊥h
transverse to the quark momentum k.

Experimental evidence for a non-zero Collins func-
tion was found by the HERMES [12, 13] and COM-
PASS [14, 15] collaborations, from the analysis of semi-
inclusive deep inelastic scattering (SIDIS) of leptons off of
transversely polarized hydrogen and/or deuteron targets.
The cross sections for these processes are proportional
to the convolution of the Collins function and the chiral-
odd transversity function [16]. The latter is the least well
known among the twist-two parton distribution functions
of the nucleon, and plays a crucial role in understanding
the spin properties. In order to extract the transversity
and the Collins functions from SIDIS data, independent
measurement of at least one of them is needed.

In e+e− annihilation to a quark-antiquark pair, each
quark spin is unknown: the Collins asymmetry in a sin-
gle jet (q → hX) will be zero. However, the Collins
effect can be observed when the products of the quark
and antiquark fragmentation are simultaneously consi-
dered. Experimentally, this is achieved by studying the
process e+e− → qq → h1h2X, where h1 (h2) is a spin-
less hadron (π or K) coming from the fragmenting quark
q (q̄). Events with a two-jet topology are selected, and
the correlation between the azimuthal angles of pairs of
hadrons detected in opposite hemispheres with respect
to the plane perpendicular to the jet axis is analyzed.
The resulting azimuthal asymmetry is proportional to
the product of two Collins functions.

The first efforts to measure Collins asymmetries in
e+e− annihilation, by studying Z0 → 2 jets events, were
performed by the DELPHI Collaboration [17], while the

first observation was obtained by the Belle Collabora-
tion [18–20], from a study of inclusive production of
charged pion pairs at a center-of-mass (c.m.) energy of
approximately 10.6 GeV. Assuming the universality of
the Collins function [21, 22], a global analysis of SIDIS
and e+e− annihilation data has been carried out by the
authors of Refs. [23, 24], allowing the simultaneous ex-
traction of the transversity and Collins functions for the
pion system.

We report the measurements of the azimuthal modula-
tion due to the Collins effect (Collins asymmetries) in the
process e+e− → qq → ππX, where π stands for charged
pion and q for a light quark: u, d, s. We reproduce the
Belle analysis [19, 20] of the azimuthal asymmetries as
a function of the pions fractional energy in two refer-
ence frames. We also perform a new measurement of the
asymmetries as a function of the transverse momentum
pt of pions with respect to the analysis axis.

II. ANALYSIS OVERVIEW

Charged pions are selected in opposite jets of hadronic
events according to the thrust axis of the event [25, 26],
which permits the identification of two hemispheres
(called 1 and 2, respectively, along and opposite to the
thrust axis direction) and to label the two pions as π1

and π2. The analysis is performed in two convenient
reference frames: the thrust reference frame, defined in
Sec. II A, and the second hadron momentum frame, de-
fined in Sec. II B. This choice follows the scheme outlined
by authors of Ref. [27, 28], and allows a direct comparison
of our results with the Belle measurements. Section III
summarizes the data sets used, while Sec. IV describes in
detail the event and track selection. The analysis method
is discussed in Secs. V and VI. Dilutions of the asym-
metries induced by background sources and by detector
effects not related to the Collins function are discussed
in Secs. VII and VIII, respectively. Studies of possible
systematic effects are summarized in Sec. IX, while the
final results on Collins asymmetry for light quark frag-
mentation are reported in Sec. X.

A. Thrust reference frame: RF12

As mentioned in Sec. I, the Collins asymmetry mani-
fests itself as an azimuthal modulation of two final state
pions around the fragmenting quark-antiquark momen-
tum. The qq direction is not accessible to a direct mea-
surement and is approximated by the thrust axis of the
event [26]. The kinematics in the e+e− c.m. system
corresponding to e+e− → π1π2X, together with the defi-
nition of the two azimuthal angles, are schematically re-
presented in Fig. 2. We refer to this frame as the thrust
reference frame or RF12, since the thrust axis serves as
reference axis for the azimuthal angles. The correlation
of the quark and antiquark Collins functions in opposite
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hemispheres gives a product of two modulations for the
azimuthal angles φ1 and φ2, resulting in a cos(φ1 + φ2)
modulation. The azimuthal angles are defined as

φ1,2 = sign[n̂ · {(û× n̂)× (n̂× P̂1,2)}]

× arccos

(
û× n̂

|û× n̂|
· n̂×P1,2

|n̂×P1,2|

)
,

(2)

where û is a unit vector defined along the direction of
the electron beam, n̂ is the thrust axis, and P1,2 is the

three-momentum vector of the pion detected in the first
(π1) or in the second (π2) hemisphere.
The differential cross section depends on the fractional
energies z1 and z2 of the two pions, and on the sum of
the azimuthal angles φ1 and φ2. It can be written as [28]:

dσ(e+e− → π1π2X)

dz1dz2dφ1dφ2d cos θth
=
∑
q,q

3α2

Q2

e2
q

4
z2

1z
2
2 ×

{(1 + cos2 θth)D
q,[0]
1 (z1)D

q,[0]

1 (z2) + sin2 θth cos(φ1 + φ2)H
⊥q,[1]
1 (z1)H

⊥q,[1]

1 (z2)}, (3)

where the summation runs over all quark flavors acces-
sible at the c.m. energy Q =

√
s, eq is the charge of

the quark q in units of e, and the antiquark fragmenta-
tion function is denoted by a bar. The so-called trans-
verse moments of the fragmentation functions are defined
as [28]:

F [n](z) =

∫
d|k2

T |
(
|kT |
Mπ

)n
F (z,k2

T ) , (4)

with F ≡ Dq
1, D

q

1, H⊥q1 , and H
⊥q
1 . In this equation, the

pion transverse momentum has been rewritten in terms of
the quark intrinsic transverse momentum kT : P⊥h = zkT ,
and Mπ is the pion mass. The Collins asymmetry can be
extracted by measuring the cosine modulation of the dis-
tribution of the quantity (φ1 +φ2) on top of the uniform
distribution due to the unpolarized part of the fragmenta-
tion function. Dividing the full (φ1 + φ2) range into one
hundred intervals, we define the normalized azimuthal
distribution as

R12(φ1 + φ2) =
N(φ1 + φ2)

〈N12〉
, (5)

with N(φ1 + φ2) the di-pion yield in each (φ1 + φ2) sub-
division, and 〈N12〉 the average bin contents.

B. Second-pion reference frame: RF0

The azimuthal asymmetries can also be measured in a
different reference frame: following Ref. [27], we use the
direction of the observed pion π2 as the reference axis,
and we define the scattering plane by the beam axis and
the momentum P2 of that pion, as illustrated in Fig. 3.
Also in this frame, the kinematic variables are calculated

n ̂

e-

e+

φ2

φ1

θth
pt2

P1

P2

p t1

u ̂

FIG. 2: (color online). Thrust reference frame (RF12). The
azimuthal angles φ1 and φ2 are the angles between the scat-
tering plane and the transverse pion momenta pti around
the thrust axis. The polar angle θth is defined as the an-
gle between the beam axis and the thrust axis n̂. The pion
transverse momenta pti used in the analysis differ from the
corresponding P⊥h , which refer to the true qq direction.

in the e+e− c.m. system, but only one azimuthal angle,
φ0, is defined:

φ0 = sign[P2 · {(û×P2)× (P2 ×P1)}]

× arccos

(
û×P2

|û×P2|
· P2 ×P1

|P2 ×P1|

)
.

(6)

We refer to this frame as the second-pion reference frame,
or RF0. At leading order in the strong coupling αs and
1/Q, the differential cross section is given by [27]
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dσ(e+e− → π1π2X)

dz1dz2d2qTd cos(θ2)dφ0
=

3α2

Q2

z2
1z

2
2

4
×
{

(1 + cos2 θ2) F(D1(z1)D1(z2)) + sin2 θ2 cos(2φ0)

×F

[
(2ĥ · kT ĥ · pT − kT · pT )

H⊥1 (z1)H
⊥
1 (z2)

M2

]}
, (7)

where |qT| = Qt is the transverse momentum of the
virtual photon from e+e− annihilation calculated in the
center of mass of the two hadrons. F is a convolution
integral over the transverse momenta P⊥1 = z1kT and
P⊥2 = z2pT , with kT and pT the transverse momenta of
the two fragmenting quarks:

F(XX) =
∑
a,ā

e2
a

∫
d2kT d

2pT δ
2(pT + kT − qT )

X(z1, z
2
1k

2
T )X(z2, z

2
2p

2
T ), (8)

and ĥ is the unit vector in the direction of the transverse
momentum of the first hadron relative to the axis defined
by the second hadron.

In this frame, the modulation due to the Collins effect
is in the cosine of twice the azimuthal angle φ0, and the
normalized distribution is defined as

R0(2φ0) =
N(2φ0)

〈N0〉
. (9)

e-

e+

φ0

θ2

p t0

P1

P2 u ̂

FIG. 3: (color online). Second-pion reference frame (RF0).
The azimuthal angle φ0 is defined as the angle between the
plane spanned by the beam axis and the second pion momen-
tum P2, and the transverse momentum pt0 of the first pion
around the second-pion direction. The polar angle θ2 is de-
fined as the angle between the beam axis and the momentum
P2 of the second pion.

The differential cross sections in Eq. (3) and Eq. (7)
for the two reference frames are related to each other.
Integrating the first equation over φ1 and φ2, and the
second over φ0 and qT , the same unpolarized cross sec-
tion is obtained. A similar relation exists for the Collins
contributions. However, due to the additional convo-
lution over the transverse momentum qT , the intrinsic
transverse momentum dependence of the Collins function
should be known to exploit it. The majority of authors
assume that the Collins function is a Gaussian in kT , as
is the unpolarized fragmentation function, with a differ-
ent width from the unpolarized case. More details can
be found, for example, in Refs. [29–31].

C. Unlike, Like, and Charged pion pairs

The possibility to select pion pairs with equal or op-
posite charges allows sensitivity to “favored” and “dis-
favored” fragmentation processes. A favored fragmen-
tation function describes the fragmentation of a quark
of flavor q into a hadron containing a valence quark of
the same flavor: for example, u → π+ and d → π−.
Vice versa, we refer to u → π− and d → π+ as disfa-
vored fragmentation processes. Therefore, the produc-
tion of pion pairs with opposite charge from the frag-
mentation of a uu pair (e+e− → uu → π±π∓X) can
proceed through two favored fragmentation processes
(u → π+ and u → π−) or through two disfavored
fragmentation processes (u → π− and u → π+). Ne-
glecting heavy quark fragmentation and introducing the

favored functions Dfav(z) = Dπ+

u (z) = Dπ−

d (z), and

D
fav

(z) = Dπ−

ū (z) = Dπ+

d̄
(z), as well as the disfavored

functions Ddis(z) = Dπ−

u (z) = Dπ+

d (z) = Dπ±

s (z) and

D
dis

(z) = Dπ+

ū (z) = Dπ−

d̄
(z) = Dπ±

s̄ (z), the cross section
for charged pion pair production can be written as [31]:
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NU (φ) =
dσ(e+e− → π±π∓X)

dΩdz1dz2
∝ 5

9
Dfav(z1)D

fav
(z2) +

7

9
Ddis(z1)D

dis
(z2)

NL(φ) =
dσ(e+e− → π±π±X)

dΩdz1dz2
∝ 5

9
Dfav(z1)D

dis
(z2) +

5

9
Ddis(z1)D

fav
(z2) +

2

9
Ddis(z1)D

dis
(z2)

NC(φ) =
dσ(e+e− → ππX)

dΩdz1dz2
= NU (φ) +NL(φ) ∝ 5

9
[Dfav(z1) +Ddis(z1)][D

fav
(z2) +D

dis
(z2)] +

4

9
Ddis(z1)D

dis
(z2)

(10)

where π stands for a generic charged pion, φ is the az-
imuthal angle φ1 + φ2 in RF12 or φ0 in RF0, dΩ =
dφd cos θ with θ the polar angle of the analysis axis,
and the upper index indicates Unlike (U), Like (L) and
Charged (C) sign pion pairs.

III. BABAR EXPERIMENT AND DATA SAMPLE

The results presented here are based on a sample of
data collected with the BABAR detector at the PEP-II
asymmetric-energy e+e− collider, at the SLAC National
Accelerator Laboratory. A total integrated luminosity
of about 468 fb−1 [32] is used, consisting of 424 fb−1

collected at the peak of the Υ (4S) resonance, and about
44 fb−1 collected 40 MeV below the peak.

The BABAR detector is described in detail in refer-
ences [33, 34]. Charged particle momenta are measured
by a combination of a 5-layer, double sided silicon vertex
tracker (SVT), and a 40-layer drift chamber (DCH) that
covers 92% of the solid angle in the c.m. frame, both
located inside a 1.5 T superconducting solenoidal mag-
net. Discrimination between charged pions, kaons, and
protons is obtained from measurements of the specific
ionization (dE/dx) in the tracking system, and from the
Cherenkov light collected by an internally reflecting ring-
imaging Cherenkov detector (DIRC). The DIRC covers
84% of the c.m. solid angle in the central region of the
BABAR detector and has a 91% identification efficiency for
pions and kaons with momenta above 1.5 GeV/c. Pho-
tons and electrons are identified and their energies mea-
sured with a high resolution CsI(Tl) crystal electromag-
netic calorimeter (EMC). Muons are identified in the in-
strumented flux return (IFR), which consists of 18 layers
of steel interleaved with single-gap resistive plate cham-
bers or limited-streamer tubes.

Detailed Monte Carlo (MC) simulation is used to test
and optimize the selection criteria, to study the de-
tector acceptance, and to estimate the contribution of
various background sources. The simulation package
Jetset [35], is used to generate hadronic events in non-
resonant e+e− annihilation. Separate MC samples are
generated for light quarks, e+e− → qq (q = u, d, s),
called generic uds MC, and heavy quarks, e+e− → cc.
Samples of BB events with generic B decays are gen-
erated with the EvtGen [36] package. Finally, τ+τ− and

µ+µ− event samples are produced with the KK2F [37] gen-
erator, and µ+µ−γ events with AfkQed [38]. The gener-
ated events undergo a full detector simulation based on
Geant4 [39] and are analyzed in the same way as the
experimental data. No transverse spin effects are im-
plemented in the MC generation, so it can be used to
evaluate detector biases. In addition, the uds MC sam-
ples are reweighted to simulate Collins asymmetries and
to study the analyzing power of the method.

IV. EVENT AND TRACK SELECTION

We focus on the measurement of the Collins effect in
light quark fragmentation, as the helicity is conserved
only in the approximation of massless quarks, and the
correlation between the fragmenting quark and antiquark
may be lost for heavy quarks. In this section, we sum-
marize the event and track selection requirements.

Multi-hadronic events are selected by requiring at least
three reconstructed charged particles and the value of the
2nd divided by the 0th Fox-Wolfram moment [40], cal-
culated from charged tracks only, R′2 < 0.98. To sup-
press backgrounds from e+e− → τ+τ−, γγ processes,
and events characterized by emission of a very energetic
photon via initial state radiation, we require the visi-
ble energy of the event in the laboratory frame (Evis),
defined as the sum of the energies of all reconstructed
charged tracks and neutral candidates, to be higher than
7 GeV.

Only good-quality reconstructed tracks with momenta
transverse to the beam direction of at least 0.1 GeV/c
are considered for the asymmetry measurements. Every
track is required to originate from the vicinity of the in-
teraction point (IP) by requiring the distance of closest
approach to the IP in the transverse plane dXY < 0.2 cm
and along the electron beam |dZ | < 1.5 cm, and to fall
within the detector acceptance region: 0.41 < θlab < 2.54
rad, where θlab is the polar angle of the track with respect
to the beamline axis.

The thrust of the event is calculated using tracks with
relaxed cuts dXY < 1.5 cm and |dZ | < 10 cm, as well
as neutral candidates lying within the calorimeter fidu-
cial region with an energy greater than 0.030 GeV. To
avoid possible biases originating from the different for-
ward/backward detector configuration, the sign of the
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thrust axis is chosen at random.
Since the correlation between the q and the q spin is

lost in the case of emission of energetic gluons, we select
the two-jet topology and suppress e+e− → qqg events
by requiring a value of the event thrust T > 0.8. As
shown in Fig. 4 the distribution of the thrust for uds
events peaks at values higher than 0.85, but has a long
tail at lower values, which is mainly due to hard gluon
radiation. The requirement T > 0.8 also removes the ma-
jority of the more spherical BB events produced in Υ (4S)
decays. Events with charm quarks have a shape similar
to the light quarks; their contribution to the asymmetry
is evaluated and subtracted as described in Sec. VII.
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FIG. 4: (color online). Thrust distributions for simulated
events under the Υ (4S) resonance for multi-hadronic events
with at least one pair of good quality tracks: e+e− → BB
(horizontal lines), e+e− → cc (asterisks), e+e− → qq, q =
uds (white histogram) and e+e− → ττ (vertical lines). The
samples are normalized to an arbitrary luminosity.

Events from the e+e− → τ+τ− reaction populate the
region at higher thrust values T and lower Evis, as is
evident from Fig. 5, which shows a scatter plot of Evis vs.
T for events having at least one good hadron pair. The
small accumulation visible at lower energies and T > 0.94
is due to τ+τ− events, and it is removed by applying a
cut around this region, as indicated by the line in Fig. 5.

Radiative e+e− → e+e−γ and e+e− → µ+µ−γ events
are the sources of the background peaking at Evis =
12 GeV and concentrated in particular at high T . This
kind of background is suppressed by requiring at least
three charged hadrons in the event. However, some
µ+µ−γ events, with the initial state photon converting
to a e+e− pair, can pass this selection. These events
are characterized by small multiplicity and by two very
energetic muons. We reduce this contamination to a neg-
ligible level by requiring that for events with multiplicity
lower than five, the two most energetic tracks are not
identified as muons, and no electrons are present.

Reconstructed tracks in the selected events are used
for the study of the Collins asymmetries if they are iden-
tified as pions and fail to pass specific muon and electron
selectors. The efficiencies estimated for the latter are
about 70% and 98%, and the pion mis-identification rate
of about 2% and 4%, for muons and electrons, respec-
tively.

Two-body decays of bb bound states, mainly produced

T
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FIG. 5: (color online). Total visible energy of the event in
the laboratory frame vs. the thrust value for the on-resonance
data sample. The events at high thrust value and low total
energy are due to the e+e− → τ+τ− process. The black
line is the cut applied in the analysis in order to remove this
background. The peak at Evis ∼ 12 GeV and high thrust
values, is due to radiative BhaBha and µ+µ−(γ) events.

via initial state radiation, generate a significant amount
of unlike-sign pairs, with both tracks of c.m. momentum
above 4.5 GeV/c. On the other hand, we expect to have
very small signal from fragmentation processes with two
such energetic tracks. In particular no like-sign pairs are
observed in the data sample with z1 and z2 above 0.9.
We therefore limit the study to tracks with z < 0.9.

The residual contributions of all other background
sources (cc, BB, and τ+τ−) are evaluated, and the mea-
sured asymmetry corrected as described in Sec. VII.

The fragmentation functions depend on the lightcone
momentum fraction z of the produced hadron with re-
spect to the fragmenting quark [27], which is equivalent
to the fractional energy at large c.m. energy and not too
small values of z [23],

2Eh√
s

= z +
P 2
⊥
zs
' z.

It may be of interest to extend the study also for very
low z values, in order to assess when this approximation
fails. On the other hand, low momentum tracks pose
severe experimental difficulties due to the association of
the hadrons to the incorrect jet. For these reasons, the
measurement of Collins asymmetry is performed only for
candidate pions with z > 0.15.

The selected pions are separated in opposite hemi-
spheres according to the thrust axis (n̂), and are com-
bined if they satisfy the following condition

Whemi = (P1 · n̂)(P2 · n̂) < 0, (11)

where P1,2 are the pions momenta. For pairs with values
of Whemi near to zero there is a higher probability that
one of the two tracks has been assigned to the wrong



11

hemisphere. This effect is particularly evident for pions
with low fractional energies. The requirement that the
pions are emitted within a cone of 45◦ around the thrust
axis removes the ambiguous tracks.

One of the most important contributions to azimuthal
asymmetries not connected to the Collins effect originates
from low energy gluon radiation e+e− → qqg, which is
not completely removed by the event selection. As re-
ported in Refs. [28, 41], the angular distribution of the
gluon radiation process e+e− → qqg → h1h2X, is given
by

dN

dΩ
∝ Q2

t

Q2 +Q2
t

sin2 θ cos(2φ). (12)

In addition, all the formalism used so far is valid in the
region where the transverse momentum Qt is small com-
pared to Q (Q2

t � Q2) [28], and a safe compromise is to
require Qt < 3.5 GeV/c.

The same selection is applied to same-charge and
opposite-charge pion pairs. About 108 pion pairs are se-
lected and used in the analysis.

V. NORMALIZED AZIMUTHAL
DISTRIBUTIONS

Following Eqs. (3) and (7), the azimuthal distributions
of the normalized yields Rα, defined in Sec. II, can be
parametrized as

Riα = bα + aα cos(βα), (13)

where α = 0, 12 indicates the reference frame, i =
U, L, C the charge combination of the pion pair, and
β is the azimuthal angle combination φ1 + φ2 or 2φ0,
according to the frame used. The parameter bα should
be consistent with unity, while aα gives the amplitude
of the asymmetries. The normalized azimuthal distri-
butions, presented in Fig. 6 for MC and data samples,
are strongly affected by detector acceptances and show
apparent modulations. This is clearly visible in the un-
weighted simulated sample, for which a flat distribution
is expected since the polarized D(z) are not implemented
in the MC generator. However, the RL and RU distribu-
tions are almost coincident in the MC sample (Fig. 6(a)),
while a clear difference is observed in data (Fig. 6(b)).
This difference is the observable effect of the azimuthal
asymmetry produced by the Collins effect.

Detector effects depend on the jet direction. When the
qq pair is created at low polar angle with respect to the
beam axis, there is a higher probability that part of the
jet falls outside the detector coverage, and the thrust can
be badly reconstructed. The result is a distortion of the
distribution, as visible in Fig. 7, which shows RU and RL

in the RF0 frame for different intervals of cos(θth). The
same effect is also visible in the RF12 frame. In prin-
ciple, it would be possible to estimate these effects with
simulated events, and correct the asymmetries measured
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FIG. 6: (color online). Normalized azimuthal distributions
for like-sign (RL, full circles) and unlike-sign (RU , open cir-
cles) pion pairs, for (a) MC simulation and (b) data, in RF12.

in the data sample, but this procedure would introduce
large uncertainties. All these considerations suggest the
possibility to form a suitable double ratio of azimuthal
distributions, in order to reduce the effect of detector
acceptance and perform a measurement almost indepen-
dent from simulation.
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FIG. 7: (color online). Normalized azimuthal distributions
for different intervals of cos θth measured in the RF0 frame
for unlike-sign (a) and like-sign (b) pion pairs. The cos θth
intervals are as follows: 0.8 < cos θth < 0.9 for circles, 0.5 <
cos θth < 0.7 for squares, 0.3 < cos θth < 0.5 for crosses,
0. < cos θth < 0.3 for triangles.
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VI. DOUBLE RATIOS

Given the difficulties in separating the Collins effect
from asymmetries produced by detector acceptances and
radiative effects, we exploit the fact that instrumental
effects cancel in ratios of asymmetries, as for example,
the ratio of unlike-sign over like-sign asymmetries:

RU12

RL12

=
1 + sin2 θth

1+cos2 θth
cos(φ1 + φ2)GU

1 + sin2 θth
1+cos2 θth

cos(φ1 + φ2)GL

' 1 +
sin2 θth

1 + cos2 θth
cos(φ1 + φ2)

{
GU −GL

}
.

(14)

The above approximation holds for small asymmetry val-
ues, and

GU ∝ 5H fav
1 H

fav

1 + 7Hdis
1 H

dis

1

5Dfav
1 D

fav

1 + 7Ddis
1 D

dis

1

,

GL ∝ 5H fav
1 H

dis

1 + 5Hdis
1 H

fav

1 + 2Hdis
1 H

dis

1

5Dfav
1 D

dis

1 + 5Ddis
1 D

fav

1 + 2Ddis
1 D

dis

1

,

(15)

where we omitted the z1 and z2 dependence in order to
simplify the notation. It should be noted that the asym-
metries produced by gluon radiation and detector accep-
tance do not depend on the charge combination of the
pion pairs, as will be shown in Sec. IX, so that the asym-
metry amplitudes resulting from the ratios depend only
on a different combination of favored and disfavored frag-
mentation functions.
Similarly, the double ratio (DR) of the normalized dis-
tributions of unlike-sign and charged pion pairs is given
by:

RU12

RC12

' 1+
sin2 θth

1 + cos2 θth
cos(φ1 +φ2)×

{
GU −GC

}
, (16)

with

GC ∝ 5(H fav
1 +Hdis

1 )(H
fav

1 +H
dis

1 ) + 4Hdis
1 H

dis

1

5(Dfav
1 +Ddis

1 )(D
fav

1 +D
dis

1 ) + 4Ddis
1 D

dis

1

. (17)

The measured U/L and U/C double ratios can be
used to derive information about the relative sign and
magnitude of favored and disfavored fragmentation func-
tions [31]. Analogous expressions can be obtained in the
RF0 reference frame, with modulations in cos(2φ0) in-
stead of cos(φ1 +φ2). The DRs are still parametrized by
a cosine function

Riα

Rjα
= Bijα +Aijα · cos(βα) , (18)

where B and A are free parameters. The constant term
B should be consistent with unity and the parameter A
contains only the Collins effect.

Figure 8 shows the DR of unlike to like sign pion pairs
for samples of simulated and data events. The distri-
bution for the MC sample is now essentially flat as ex-
pected; however, a slight deviation from zero asymmetry,
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FIG. 8: Double ratio of azimuthal distributions of unlike over
like sign pion pairs for Monte Carlo (a) and data (b) samples,
in the RF12 system. The solid lines are the result of the fits
with the function reported in Eq. 18.

of the order of 0.2%, is measured. The origin and the ef-
fect of this bias will be discussed in Sec. IXa. A clear
cosine modulation is instead visible in the data sample
(Fig. 8(b)), which can be attributed to the Collins effect.

Thanks to the large amount of data, corresponding to
about 109 events, we can study the dependence of the
asymmetry as a function of fractional energies (z1 and
z2) and transverse momenta (pt1 and pt2, and pt0) of the
selected pions. We choose 6 × 6 (z1, z2)-bins, with the
following z intervals: [0.15− 0.2], [0.2− 0.3], [0.3− 0.4],
[0.4 − 0.5], [0.5 − 0.7], [0.7 − 0.9]; we use 4 × 4 (pt1, pt2)
bins in the RF12 frame, and 9 pt0 bins in the RF0 frame.
The pt intervals are defined in Tab. III.

Figure 9 shows the asymmetries obtained from fits to
the UL double ratio (AUL) in the RF12 frame for data
and MC samples in every (z1, z2) bin. The asymmetries
are not corrected for the effects described in the next
three sections, and report only the statistical errors. Sim-
ilar results are obtained for the asymmetries measured in
the RF0 frame, and as a function of pion transverse mo-
menta.
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FIG. 9: Comparison of asymmetries as a function of 6 × 6
(z1, z2)-bin subdivision calculated in data (triangles) and MC
samples (squares). In each plot, z1 is fixed following the inter-
val subdivisions described in the text, and z2 ranges between
0.15 to 0.9.

VII. CONTRIBUTION OF BACKGROUND
EVENTS TO THE ASYMMETRIES.

The presence of background processes produces a di-
lution of the Collins asymmetry Aα. The asymmetry
Ameas
α measured by fitting to the double ratio results from

the combination of the azimuthal distributions of every
physics process contributing to the final sample, and can
be written as:

Ameas
α =

(
1−

∑
i

Fi

)
·Aα +

∑
i

Fi ·Aiα . (19)

Here, Aα, is the true Collins asymmetry produced by the
fragmentation of light quarks, while Aiα and Fi are, re-
spectively, the asymmetry and the fraction of pion pairs
in the selected sample due to the ith background compo-
nent.

The background processes giving a significant contri-
bution after the selection procedure are e+e− → τ+τ−,
e+e− → cc, and e+e− → Υ (4S)→ BB. We refer to them
as the τ , charm and bottom backgrounds, respectively.
In the former process, azimuthal asymmetries can arise
from parity violation in the weak decay of the heavy lep-
tons. For charm processes the Collins effect is expected
to be suppressed by the heavy mass of the fragmenting
quarks. The study of the azimuthal asymmetries for cc
processes would be interesting on its own, but larger data
samples and an optimized analysis would be necessary to
perform precise measurements. No asymmetries arising
from the Collins effect are expected from Υ (4S) → BB
decays.

The fractions Fi and the asymmetries Aiα of the back-
ground components are determined using both MC and
data control samples specific to each process, and evalu-
ated for each bin of z and pt.

The e+e− → τ+τ− background

In order to assess whether a significant asymmetry is
produced by e+e− → τ+τ− processes we study a τ -
enhanced data sample, consisting of the events in the
lower-right side of the Evis vs T distribution of Fig. 5,
and rejected by the cut shown in the same picture. The
purity of this control sample is estimated to be about
75%; the fitted asymmetries are very small and consis-
tent with zero within about two standard deviations. We
also perform the analysis on a sample of simulated τ+τ−

events, applying the same event selection as for the data,
and obtain asymmetries consistent with the small bias
observed in the uds MC sample.

The contribution of the e+e− → τ+τ− background
appears in Eq. (19) as the product of the asymmetry Aτα
multiplied by the pion pairs fraction Fτ . We estimate Fτ
from the number of pion pairs selected in a MC sample
of τ+τ− events scaled by the data/MC luminosity ratio,
independently for every z and pt bin. The values of Fτ
range from about 1% at low zi, to more than 18% at high
zi, and are around 2% independently of pt.

Considering that the asymmetries measured in the τ -
enhanced samples are consistent with zero or give only
very small deviations from zero, and that the contami-
nation from τ+τ− events is significant only at large zi,
where the Collins effect from uds is large (see Fig. 9), we
set Aτα = 0 everywhere.

The e+e− → cc and e+e− → BB backgrounds

The fraction of pion pairs due to e+e− → cc events is
much larger than the τ+τ− component, because of the
higher production cross section and of event shapes sim-
ilar to those for light quark production. The fraction
Fc, estimated with a generic cc-MC sample, amounts to
about 25% for the whole data sample, roughly indepen-
dent of pt, but ranging from about 30% for pairs with
low fractional energies down to less than one percent at
the highest zi values.

The BB events are strongly suppressed by the event
selection, mainly because of the cut on the event thrust,
and the fractions FB are estimated to be at most 2% for
low fractional energies, with no tracks with z > 0.5. As
a consequence any asymmetry in the BB sample would
have negligible effect on the measured asymmetry, and
we set ABα = 0.

On the contrary, given the large fractions, the az-
imuthal asymmetries of the selected charm sample, even
if small, can have a significant impact on the total asym-
metries, and therefore have to be independently mea-
sured. For this purpose, we select a charm-enhanced data
sample requiring at least one D∗± candidate from the de-
cay D∗± → D0π±, with the D0 candidate reconstructed
in the following Cabibbo-favored decay channels: K−π+,
K−π+π−π+, K0

Sπ
+π−, and K−π+π0. Note that a con-

trol sample built in this way will contain also a fraction
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of BB events.
The reconstructed D0 mass is required to be within

30 MeV/c2 of the world average value [42]. A low momen-
tum pion is then combined with the D0 candidate in or-
der to obtain the D∗ candidate. We retain events with at
least one D∗ candidate for which 0.1425 < ∆M < 0.1485
GeV/c2, where ∆M is the mass difference between the
reconstructed D∗ and D0 candidates.

As for the full data sample, we measure the azimuthal
asymmetries AD

∗

α by fitting the double ratios in the D∗-
enhanced control sample. The estimated fractions fc of
pion pairs in this sample that are from cc events aver-
age about 90%, with values for the individual (z1, z2)-
bins ranging from more than 90% to about 60% with
decreasing fractional energies, and almost constant with
pt. Fractions fB from BB events amount to a few percent
at low energies, and vanish for zi > 0.5.

Corrections to the measured asymmetries

Using the asymmetries Ameas
α and AD

∗

α fitted respec-
tively in the full and D∗-enhanced data samples, together
with the fractions Fi and fi, and assuming Aτα = ABα = 0
and that the charm asymmetry is the same in both sam-
ples, we can write

Ameas
α = (1− Fc − FB − Fτ ) ·Aα + Fc ·Acα ,
AD

∗

α = (1− fc − fB) ·Aα + fc ·Acα .
(20)

The unknown background-corrected Collins asymmetries
Aα and the charm contribution Acα are obtained solving
these equations in each bin of z and pt.

A significant source of systematic error in this proce-
dure can arise from the fractions Fi and fi, which are
estimated with MC simulation. The π± cross sections in
e+e− → qq processes are known at no better than the few
percent level; furthermore, only a fraction of all charmed-
hadrons and B-meson decays have been measured and
included in the EvtGen generator. Also τ decays with
many hadrons in the final state are known with signifi-
cant uncertainties. In order to evaluate the effect of these
uncertainties on the measured fractions, we compare bin-
by-bin the number of pion pairs selected in the data with
those selected in the uds, τ , charm, and bottom MC sam-
ples, summed according to the nominal production cross
sections. The observed data-MC differences are at most
at the few percent level as can be deduced by Fig. 10.
Conservatively, we assign these differences as additional
uncertainties on the charm (Fc, and fc) and tau (Fτ ) frac-
tions, which are the most significant contributions in the
extraction of Aα and Acα from Eq. (20). This choice has
a very little effect on the final result, given that the un-
certainties on the background subtraction procedure are
dominated by the statistical errors of the fit to the D∗

control sample, in particular for bins of high fractional
energies.

We check the consistency of the D∗-enhanced sample
by performing the correction of the measured asymme-
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FIG. 10: (color online). Comparison between the number of
pion pairs in the data (a) and D∗-enhanced data (b) samples
(points) and the sum of the contribution due to τ+τ−, BB,
cc, and uds components estimated with MC simulation as a
function of (z1, z2) bins.

tries, and the estimation of the charm contributions in-
dependently for the four D0 decay modes, finding no sig-
nificant differences.

VIII. ASYMMETRY DILUTION DUE TO
DETECTOR EFFECTS

The experimental method uses the thrust axis to es-
timate the qq axis. The distribution of the opening an-
gle between the two axes for simulated events, shown in
Fig. 11, peaks at about 100 mrad, and has a long tail at
higher values. This produces a dilution of the asymme-
tries, in particular in the thrust reference frame, where
the azimuthal angles φ1 and φ2 are calculated with re-
spect to the thrust axis (see Fig. 2). The impact on the
measurement of the azimuthal angle φ0 in RF0 is small.
Particle identification and tracking resolution have small
effects in both frames.

An additional smearing of the azimuthal angles can
occur when the track is very close to the analysis axis,
where a small mis-measurement of the track results in a
large shift in the azimuthal angle. A larger effect is ex-
pected in RF12 where, by construction, energetic tracks
are close to the thrust axis.
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calculated from reconstructed particles in simulated events
and the generated qq axis.

These and other detector effects can be studied via MC
simulation, comparing the fitted asymmetries with those
introduced in the simulation. The MC generator does
not include the Collins effect, so we remodulate the gen-
erated azimuthal distributions applying to every selected
pion pair a weight defined as wi = 1+ai ·cos(βα,gen), with
i = U, L, C and α = 12 or 0. In RF12 the angle β12,gen is
the sum of the azimuthal angles φ1,gen and φ2,gen for gen-
erated particles calculated with respect to the true quark-
antiquark axis, while in RF0 the angle β0,gen = 2φ0,gen is
calculated with respect to the 3-momentum of one of the
generated pions which makes the pair. Different weights
ai are used to simulate asymmetries ranging from 0 to
10%. We checked that for ai = 0 the fitted asymmetry
vanishes, apart for the small bias discussed in the next
section. The ratio of the simulated to the fitted asym-
metry for ai 6= 0 is expected to be consistent with unity
if βα = βα,gen, where βα are the proper combination of
azimuthal angles in the reconstructed MC sample; other-
wise we use the value of this ratio, calculated indepen-
dently for each bin of fractional energy z and transverse
momentum pt, to correct the asymmetry measured in the
data sample. Since the resulting correction is the same
for the different weights within the statistical uncertain-
ties, we calculate an average correction for each bin of z
and pt.

As shown in Fig. 12(a), the results for RF0 are essen-
tially consistent with the simulated asymmetries for every
bin. On the contrary, the fitted asymmetries for RF12
(Fig. 12(b)) systematically underestimate the generated
values, with correction factors ranging from about 1.3 to
2.3 with increasing values of z, and from about 3 to 1.3
with increasing values of pt. The statistical uncertain-
ties on the correction factors are assigned as systematic
errors.
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FIG. 12: Ratio (in percent) of the fitted to the simulated
asymmetries as described in the text, as a function of pt bin.
Open and full squares refer to the UL and UC double ratios,
respectively. In the RF0 frame (a) the fitted asymmetry is
consistent with the simulated one, while in the RF12 frame
(b) it is systematically underestimated.

IX. STUDY OF SYSTEMATIC EFFECTS

We have identified a number of systematic effects that
can potentially influence the measurement of the asym-
metries. When the effects are sizable we correct the mea-
sured asymmetry for them and assign a systematic error.
Unless otherwise stated, all the systematic uncertainties
are evaluated in each bin.

a. Test of the DR method on Monte Carlo sample.
The MC generator describes the radiative gluon effects,
but does not contain asymmetries based on the Collins
effect. Nevertheless, as discussed in Sec.VI and visible
in Fig. 9, the fitted asymmetries for the uds-MC sam-
ples show deviations from zero at all values of the pion
transverse momenta and fractional energies. The fitted
asymmetries are small with respect to the data every-
where, but not negligible in several cases, being of the
same order as other systematic uncertainties. In order to
understand the origin of this bias we compare three dif-
ferent MC samples: the first sample is built at generator
level, that is taking the momenta of pions as produced
by the event generator; the second sample also uses gen-
erator level momenta, but only pions with associated re-
constructed and identified tracks; the last sample is the
standard fully reconstructed MC sample. We also com-
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pare the results using as reference axis the true qq axis,
instead of the thrust axis, and varying the criteria that
define the track detector acceptance, as track polar an-
gle and number of hits per track in the DCH. As a result
of these investigations we conclude that the small bias
observed in RF0 is due to a non-perfect cancellation of
the detector effects in the double ratio procedure, while
in RF12 the main effects come from the use of the thrust
axis as a reference axis. We correct the asymmetries mea-
sured in the data for the estimated bias, and take as
systematic uncertainties the combination in quadrature
of the largest variation of the performed tests with the
statistical error of the bias measured with the standard
fit.

b. Uncertainties due to particle identification. With
the algorithm used, the probability of misidentifying
kaons and protons as pions has been measured to be a few
percent per track, to be compared with a 95% efficiency
for correct charged-pion identification. Taking also into
account that the pions are the most abundant hadrons
in qq fragmentation, we do not expect a significant con-
tribution from misidentified charged hadrons. We repeat
the study with both more stringent and more loose selec-
tion criteria, and compare the results with the standard
selection. Good agreement is found among the different
selections; the absolute values of the differences amount
to at most a few percent of the measured asymmetries
and are assigned as systematic errors.

c. Uncertainties due to the fit procedure. The de-
pendence of the measured asymmetries on the binning is
checked by comparing the results with three different bin
sizes of the azimuthal angles β12 = φ1 +φ2 and β0 = 2φ0.
The largest deviations are less than 1% and are taken as
systematic errors.

In order to assess the robustness of the fit, we use dif-
ferent fitting functions with additional higher harmonic
terms: cos(2βα) and sin(2βα), with β the azimuthal an-
gles in the respective reference frame and α = 12, 0. No
significant changes in the values of the cosine moments
with respect to the standard fits are observed.

A certain level of correlation among the entries of the
double ratio distributions is expected because the same
pion can be used to form several pion pairs, so that the
statistical error returned by the fits could be underes-
timated. We check for this effect, performing a set of
3000 pseudo-experiments. For each pseudo-experiment
we randomly generate according to the fit model a sta-
tistical sample of the same size of that selected by the
analysis procedure. Gaussian fits to the pull distribu-
tions of the values of the fitted asymmetries give results
consistent with a vanishing mean and a unit width, as
expected for an unbiased fit model.

d. Test of the double ratio with same sign pion pairs.
The Collins effect does not depend on the electric charge,
but only on the combination of favored and disfavored
fragmentation functions in the particular charge combi-
nation of the paired pions. In particular, the same com-
bination appears when a π+π+ or a π−π− pair is con-

sidered. Gluonic radiative effects do not depend on the
electric charge either. Therefore, we can test the double
ratio procedure and the possible charge dependence of
the detector response by probing the ratio of normalized
azimuthal distributions for positively charged over nega-
tively charged pion pairs. Results consistent with unity
are obtained.

e. Subtraction method and double ratio. As a cross
check of the double ratio method we also extract the
asymmetry by using a different procedure which consists
of taking the difference, instead of the ratio, of pion pair
rates. In this case, gluon radiation effects cancel at all
orders, while the cancellation of the acceptance effects
could be non optimal. The asymmetries measured with
the two methods are consistent, making us confident that
possible radiative and detector effects not canceling in
the double ratio procedure do not significantly affect the
results.

f. Study of beam polarization effects. Charged par-
ticles circulating in a magnetic field become polarized
transverse to the beam direction due to the emission
of spin-flipping synchrotron radiation, known as the
Sokolov-Ternov effect [43]. Beam polarization can af-
fect the angular distribution of produced hadrons in
e+e− → hX introducing an azimuthal asymmetry with
respect to the beam spin direction. This asymmetry has
in common with the Collins asymmetry that both are
transverse single spin asymmetries: the former concern-
ing lepton spins, the latter quark spins. The beam polar-
ization is expected to be negligible at the PEP-II inter-
action point. This can be verified by studying the reac-
tion e+e− → µ+µ−, whose cross section can be written
as [44]:

dσ(e+e− → µ+µ−)

dΩ
∝ 1+cos2 θ+P 2 sin2 θ cos(2φ) (21)

where P is the degree of transverse polarization of the
beams, and θ and φ are the polar and azimuthal angles
of the produced muons in the e+e− center of mass system.

We analyze the cos θ and φ distributions of selected
muon pairs, emitted at a polar angle | cos θ| < 0.75, in
order to ensure that they fall within the SVT coverage.
We perform the fit to the whole sample and separately
to the samples corresponding to the different data taking
periods. In all cases the fits are consistent with expecta-
tions for unpolarized beams. We conclude that no signif-
icant systematic errors need to be assigned for possible
buildup of beam polarization.

g. Consistency of asymmetries in different data sets.
The results reported in this paper are obtained combining
the data taken at two different c.m. energies, at the peak
of the Υ (4S) resonance and 40 MeV below. While the
slightly different energy is not a problem, the two sets
of data differ for the background due to Υ (4S) → BB.
We perform a consistency check of the results obtained
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fitting separately the two data sets (a and b) as follows:

χ2 =
∑
i

(Aai −Abi )2

(δAai )2 + (δAbi )
2
, (22)

with
∑
i the summation over z or pt bins, and δA the

statistical error on the measured asymmetry A. We find
the overall χ2 per degree of freedom ranging between 1.2
and 0.7. Analogous checks performed on sub-samples
of data collected in different data-taking periods show a
general consistency of the results.

h. Summary of systematic uncertainties. All sys-
tematic effects are evaluated for each bin of fractional
energy and pion transverse momentum. As an example,
the sizable contributions to the absolute systematic er-
rors for AUL12 are shown as a function of the 36 (z1, z2)
bins in Fig. 13(a), and as a function of the 16 (pt1, pt2)
bins in Fig. 13(b). The histograms report the squared
errors assigned for uncertainties due to particle identifi-
cation (pid), bin size of the azimuthal distributions (bin),
estimate of the bias observed in the MC sample (MC),
and estimate of the correction factors for the dilution of
the asymmetry (weights). The two latter sources dom-
inate at high fractional energies, while at low-z values
all contributions are comparable. The uncertainty in the
estimate of the bias is instead dominant at all values of
transverse momenta. The total systematic error is ob-
tained by adding in quadrature the individual contribu-
tions.

The contribution of the various background sources
(cc, b, and τ+τ− events) to the measured asymmetries
is subtracted with the procedure described in Sec. VII.
Through Eq. (20), the statistical error of the Collins
asymmetries account for the statistical uncertainties of
the asymmetries measured in the full and in the D∗-
enhanced data sample, and for the statistical and sys-
tematic uncertainties in the determination of the relative
fractions Fi and fi.

X. RESULTS

This section summarizes the measured asymmetries as
a function of fractional energies z, transverse momenta
pt, and polar angle of the analysis axis, after all correc-
tions and systematic uncertainties discussed in the previ-
ous sections are applied. We also report the asymmetry
measured in RF12 in a four-dimensional space, as a func-
tion of (z1, z2, pt1, pt2).

A. Collins asymmetries vs. fractional energies

The Collins asymmetries measured for each (z1, z2)
bin are summarized in Tabs. I and II, and illustrated in
Fig. 14 and Fig. 15, for RF12 and RF0, respectively. In
each plot the asymmetries are reported for every z2 bin
in a given interval of z1. We note a very good consistency
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FIG. 13: (color online). Squared contributions to the sys-
tematic error on the asymmetry (for the UL double ratio in
the RF12 frame) as a function of (z1, z2) bins (a) and (pt1, pt2)
bins (b). The dominant uncertainties are due to particle iden-
tification (pid), the binning in the azimuthal angle (bin), the
bias observed in MC (MC), the correction for the asymmetry
dilution (weights).

among symmetric bins, with z1 and z2 exchanged, giving
additional confidence on the correctness of the fitting pro-
cedure. A rise of the asymmetries with increasing pion
energies is clearly visible in all plots, in agreement with
theoretical predictions [45–47] and Belle results [19, 20].
The measured values span more than an order of mag-
nitude, being about 1-2% in the lower (z1, z2) bins, and
close to 40% for AUL12 at the highest energies.

The measured UC asymmetries are smaller than the
UL asymmetries by roughly a factor of 2. This behav-
ior was already observed by Belle, and should reflect the
different contribution of favored and disfavored fragmen-
tation functions to the UC and UL ratios, as discussed in
Sec. VI. An analysis of Belle data, under the assumption

H
fav(dis)
1 (z) = Cfav(dis)zD

fav(dis)
1 (z) , (23)

found values for the parameters Cfav and Cdis consistent
with a large disfavored Collins fragmentation function
with sign opposite to the favored one [31], as also sug-
gested by the HERMES experiment [13].
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FIG. 14: (color online). Collins asymmetries for light quarks measured in bins of fractional energies (z1, z2), in RF12.
Asymmetries for the UL (up triangles) and UC (down triangles) ratios are reported, with statistical error bars and systematic
uncertainties represented by the bands around the points.
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B. Collins asymmetries vs. transverse momenta

The Collins asymmetries measured in the two reference
frames, in bins of (pt1, pt2) and pt0, are shown in Fig. 16
and Tab. III. The results from the two double ratios are
reported. This is the first measurement of the depen-
dence on the pion transverse momenta in e+e− annihila-
tion, and is important for a theoretical understanding of
the evolution of the Collins fragmentation function. In
RF0 the measured asymmetries are consistent with zero
at very low pt0, rise almost linearly up to about 2% for UL
and 1% for UC, at 0.8 GeV/c, and then flat. In RF12
the asymmetries slightly differ from zero at low trans-
verse momenta, and exhibit also in this case a smooth
rise of the asymmetries with (pt1, pt2) up to a maximum
of about 7% and 3% for UL and UC, respectively.

C. Collins asymmetries vs. z and pt

The study of the asymmetry behavior as a function
of both pion fractional energies z1,2 and transverse mo-
mentum pt1,t2 is an important test to probe the factor-
ization of the Collins fragmentation function assumed in
Ref. [23]. We perform this study in the thrust reference
frame, using four zi and three pti (i = 1, 2) intervals. The
boundaries for the fractional energies intervals are set to
zi = 0.15, 0.2, 0.3, 0.5, and 0.9, while the intervals for
the transverse momenta are pti < 0.25, 0.25 < pti < 0.5,
and pti > 0.5 GeV/c. We estimate background contri-
butions, dilution effects, and systematic uncertainties in-
dependently for each (z1, z2, pt1, pt2) bin, following the

procedures described in the previous sections. The re-
sults are summarized in Tabs. V and VI, and Fig. 17.

D. Collins asymmetries vs. polar angles

The transverse polarization of the original qq pair
created in e+e− annihilation should be proportional to
sin2 θ, where θ is the polar angle of the qq axis with re-
spect to the beam axis. The Collins asymmetry should
manifest a similar dependence, as shown by Eqs. (14) and
(16) for the UL and UC ratios, respectively. We can test
this prediction, and in particular that the asymmetries
vanish for θ = 0, by studying the asymmetries as a func-
tion of the quantity sin2 θ/(1 + cos2 θ), with the qq po-
lar angle estimated by the polar angle of the thrust axis
(θth) or of the reference hadron (θ2). The results are
displayed in Fig. 18. The asymmetries are corrected for
background contributions and dilution effects, following
the same procedure described in Secs. VII and VIII. As
systematic uncertainties we assigned the average values
of the significant contributions studied in Sec. IX, which
are added in quadrature in Fig. 18 (gray error bands).

We subject each set of data points to a linear fit
(p0 + p1 · x), both with the intercept parameter floating
and constrained to the origin of the axes (p0 = 0). The
results of these fits are summarized in Tab. IV. For A12,
all four fits have a good χ2, and both fitted p0 are consis-
tent with zero (Fig. 18(a)). Also the A0 asymmetries are
consistent with a linear dependence on sin2 θ/(1+cos2 θ),
but the results clearly favor a non zero constant term for
both AUL0 and AUC0 (Fig. 18(b)). This behavior is not
completely unexpected given that θ2 is much less corre-
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FIG. 18: Light quark asymmetry parameters calculated in RF12 (a) and in RF0 (b), as a function of sin2 θ/(1 + cos2 θ), where
θ ≡ θth in (a) and θ ≡ θ2 in (b). The up-triangles (blue online) refer to the UL asymmetry, while the down-triangles (red
online) to the UC asymmetry. Systematic contributions are shown by gray boxes. The result of the linear fits are shown as
solid lines of the corresponding colors, and summarized in Tab. IV. The dashed lines represent fitted lines through the origin.

lated with the original qq direction than the thrust axis.

XI. SUMMARY

We have presented a set of measurements of azimuthal
asymmetries in inclusive production of charged pion pairs
in e+e− → qq annihilation, where the two pions arise
from the fragmenting quarks in opposite jets. We con-
sider two reference frames, and extract asymmetries from
suitable ratios of normalized azimuthal distributions: the
ratio of opposite-sign to same-sign pion pairs (UL double
ratio) and the ratio of opposite-sign to any charge pion
pairs (UC double ratio). We observe clear, non-vanishing
asymmetries that can be related to the Collins fragmen-
tation functions.

We measure the Collins asymmetries as a function of
several variables, including the transverse momenta pt
(pt1 and pt2, and pt0) of the pions with respect to the
analysis axis, their fractional energies z1,2, and polar an-
gle θ of the analysis axis with respect to the beam axis.

The asymmetries rise with z1 and z2, as expected from
theoretical predictions, and span more than an order of
magnitude. Our data are also consistent with the pre-
vious measurements performed by the Belle Collabora-
tion [18, 19], with the exception of the bins where the
highest fractional energies are involved. In particular we
measure an asymmetry about three standard deviations
higher in the highest (z1, z2) bin. It must be noted, how-
ever, that the two data sets are not directly comparable,
because of the different width of the highest z interval,
which is 0.7 < z < 1.0 for Belle, while we limit our study
to 0.7 < z < 0.9 to avoid dilutions of the asymmetries
due to unsubtracted background from Υ (nS) → µ+µ−

decays and residual µ+µ−γ events.
Theoretical calculations with different approaches have

been proposed to make predictions or to reproduce the
available data (see for example Refs. [31, 46] and refer-
ences therein). The new precise data presented here can
be used to improve the tuning of the various models and
possibly discriminate among the different assumptions.

These results can also be combined with Belle and SIDIS
data to improve the simultaneous extraction of favored
and disfavored H⊥1 , and the transversity parton distribu-
tion function, following the approach of Ref. [23, 24].

There is a slight increase of the asymmetries with in-
creasing pt, and there is an indication that a maximum
value of the asymmetry is reached at pt ' 0.8 GeV/c.
The available data sample is not sufficient to effectively
study the region above 1 GeV/c, and determine if the
asymmetries decrease after the peak is reached. No previ-
ous data from e+e− annihilation are available to compare
with. Assuming that theQ2 evolution of the Collins func-
tion is the same as for the unpolarized function, the au-
thors of Ref. [23] extracted the pt dependence at Q2 = 2.4
GeV2. However, such an assumption on the evolution
with Q2 is not established, and even questionable, given
the chiral-odd nature of the Collins function. Alterna-
tive choices have been proposed, including the extreme
case that the Collins function does not evolve with the
energy scale [46]. The measurement of the asymmetry as
a function of pt obtained by BABAR at Q2 ' 110 GeV/c2,
that is an energy scale much higher with respect to the
data presently available, will be very valuable in shedding
light on this important question.

We also measured the asymmetries in bins of the quan-
tity sin2 θ/(1 + cos2 θ), where θ is θth or θ2 according to
the reference frame used, as defined in Fig. 2 and Fig. 3,
respectively. The expected linear dependence is observed
in both reference frames. However in RF0 the fit result
is inconsistent with a line crossing the origin, in disagree-
ment with expectations.
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Physique des Particules (France), the Bundesministerium
für Bildung und Forschung and Deutsche Forschungsge-
meinschaft (Germany), the Istituto Nazionale di Fisica
Nucleare (Italy), the Foundation for Fundamental Re-
search on Matter (The Netherlands), the Research Coun-
cil of Norway, the Ministry of Education and Science of
the Russian Federation, Ministerio de Economı́a y Com-
petitividad (Spain), and the Science and Technology Fa-
cilities Council (United Kingdom). Individuals have re-
ceived support from the Marie-Curie IEF program (Eu-
ropean Union) and the A. P. Sloan Foundation (USA).

[1] D. Buskulic et al. (ALEPH Collaboration), Z. Phys. C
73, 409 (1997).

[2] P. Abreu et al. (DELPHI Collaboration), Eur. Phys. J.
C6, 19 (1999).

[3] G. Abbiendi et al. (OPAL Collaboration), Eur. Phys. J.
C37, 25 (2004).

[4] G. Abrams, C. Adolphsen, D. Averill, J. Ballam, B. C.
Barish, et al., Phys. Rev. Lett. 64, 1334 (1990).

[5] A. Petersen, G. Abrams, C. Adolphsen, C. Akerlof, J. P.
Alexander, et al., Phys. Rev. D 37, 1 (1988).

[6] K. Abe et al. (SLD Collaboration), Phys. Rev. D 69,
072003 (2004).

[7] J. P. Lees et al. (BABAR Collaboration), Phys. Rev. D
88, 032011 (2013).

[8] M. Leitgab et al. (Belle Collaboration), Phys. Rev. Lett.
111, 062002 (2013).

[9] J. C. Collins, Nucl. Phys. B 396, 161 (1993).
[10] J. C. Collins, Phys. Lett. B 536, 43 (2002).
[11] A. Bacchetta, U. D’Alesio, M. Diehl, and C. A. Miller,

Phys. Rev. D 70, 117504 (2004).
[12] A. Airapetian (The HERMES Collaboration), Phys.

Lett. B 562, 182 (2003).
[13] A. Airapetian (The HERMES Collaboration), Phys. Rev.

Lett. 94, 012002 (2005).
[14] E. Ageev (The COMPASS Collaboration), Nucl. Phys. B

765, 31 (2007).
[15] M. Alekseev (The COMPASS Collaboration), Phys. Lett.

B 692, 240 (2010).
[16] J. P. Ralston and D. E. Soper, Nucl. Phys. B 152, 109

(1979).
[17] A. V. Efremov, O. G. Smirnova, and L. G. Tkatchev,

Nucl. Phys. Proc. 74, 49 (1999).
[18] R. Seidl et al. (Belle Collaboration), Phys. Rev. Lett. 96,

232002 (2006).
[19] R. Seidl, G. Perdekamp, et al. (Belle Collaboration),

Phys. Rev. D 78, 032011 (2008).
[20] R. Seidl, G. Perdekamp, et al. (Belle Collaboration),

Phys. Rev. D 86, 039905(E) (2012).
[21] A. Metz, Phys. Lett. B 549, 139 (2002).
[22] J. C. Collins and A. Metz, Phys. Rev. Lett. 93, 252001

(2004).
[23] M. Anselmino, M. Boglione, U. D’Alesio, A. Kotzinian,

F. Murgia, A. Prokudin, and C. Türk, Phys. Rev. D 75,
054032 (2007).

[24] M. Anselmino, M. Boglione, U. D’Alesio, A. Kotzinian,

F. Murgia, A. Prokudin, and S. Melis, Nucl. Phys. B -
Proc. Suppl. 191, 98 (2009).

[25] S. Brandt, C. Peyrou, R. Sosnowski, and A. Wroblewski,
Phys. Lett. 12, 57 (1964).

[26] E. Farhi, Phys. Rev. Lett. 39, 1587 (1977).
[27] D. Boer, R. Jakob, and P. J. Mulders, Nucl. Phys. B

504, 345 (1997).
[28] D. Boer, Nucl. Phys. B 806, 23 (2009).
[29] M. Anselmino, M. Boglione, U. D’Alesio, E. Leader,

S. Melis, and F. Murgia, Phys. Rev. D 73, 014020 (2006).
[30] A. Bacchetta, M. Boglione, A. Henneman, and P. J.

Mulders, Phys. Rev. Lett. 85, 712 (2000).
[31] A. V. Efremov, K. Goeke, and P. Schweitzer, Phys. Rev.

D 73, 094025 (2006).
[32] J. P. Lees et al. (BABAR Collaboration), Nucl. Instrum.

Meth. A 726, 203 (2013).
[33] B. Aubert et al. (BABAR Collaboration), Nucl. Instrum.

Meth. A 479, 1 (2002).
[34] B. Aubert et al. (BABAR Collaboration), Nucl. Instrum.

and Meth. A 729, 615 (2013).
[35] T. Sjostrand, “PYTHIA 5.7 and JETSET 7.4: Physics

and manual,” (1995), arXiv:hep-ph/9508391 [hep-ph] .
[36] D. J. Lange, Nucl. Instrum. Meth. A 462, 152 (2001).
[37] B. F. L. Ward, S. Jadach, and Z. Was, Nucl. Phys. Proc.

Suppl. 116, 73 (2003).
[38] H. Czyz, A. Grzelinska, J. H. Kuhn, and G. Rodrigo,

Eur. Phys. J. C39, 411 (2005).
[39] S. Agostinelli et al. (GEANT4), Nucl. Instrum. Meth. A

506, 250 (2003).
[40] G. C. Fox and S. Wolfram, Nucl. Phys. B 149, 413

(1979).
[41] J. C. Collins, Phys. Rev. Lett. 42, 291 (1979).
[42] J. Beringer et al. (Particle Data Group), Phys. Rev. D

86, 010001 (2012).
[43] A. A. Sokolov and I. M. Ternov, Sov. Phys. Dokl. 8, 1203

(1964).
[44] J. G. Learned, L. K. Resvanis, and C. M. Spencer, Phys.

Rev. Lett. 35, 1688 (1975).
[45] A. Bacchetta, R. Kundu, A. Metz, and P. Mulders, Phys.

Lett. B 506, 155 (2001).
[46] A. Bacchetta, L. P. Gamberg, G. R. Goldstein, and

A. Mukherjee, Phys. Lett. B 659, 234 (2008).
[47] N. H. Buttimore, E. Leader, and T. L. Trueman, Phys.

Rev. D 64, 094021 (2001).

http://dx.doi.org/10.1007/s002880050330
http://dx.doi.org/10.1007/s002880050330
http://dx.doi.org/10.1007/s100529801013
http://dx.doi.org/10.1007/s100529801013
http://dx.doi.org/10.1140/epjc/s2004-01971-5
http://dx.doi.org/10.1140/epjc/s2004-01971-5
http://dx.doi.org/10.1103/PhysRevLett.64.1334
http://dx.doi.org/10.1103/PhysRevD.37.1
http://dx.doi.org/10.1103/PhysRevD.69.072003
http://dx.doi.org/10.1103/PhysRevD.69.072003
http://dx.doi.org/10.1103/PhysRevD.88.032011
http://dx.doi.org/10.1103/PhysRevD.88.032011
http://dx.doi.org/10.1103/PhysRevLett.111.062002
http://dx.doi.org/10.1103/PhysRevLett.111.062002
http://dx.doi.org/10.1016/0550-3213(93)90262-N
doi:10.1016/S0370-2693(02)01819-1
http://dx.doi.org/ 10.1103/PhysRevD.70.117504
http://dx.doi.org/10.1016/S0370-2693(03)00566-5
http://dx.doi.org/10.1016/S0370-2693(03)00566-5
http://dx.doi.org/10.1103/PhysRevLett.94.012002
http://dx.doi.org/10.1103/PhysRevLett.94.012002
http://dx.doi.org/10.1016/j.nuclphysb.2006.10.027
http://dx.doi.org/10.1016/j.nuclphysb.2006.10.027
http://dx.doi.org/10.1016/j.physletb.2010.08.001
http://dx.doi.org/10.1016/j.physletb.2010.08.001
http://dx.doi.org/10.1016/0550-3213(79)90082-8
http://dx.doi.org/10.1016/0550-3213(79)90082-8
doi:10.1016/S0920-5632(99)00131-0
http://dx.doi.org/10.1103/PhysRevLett.96.232002
http://dx.doi.org/10.1103/PhysRevLett.96.232002
http://dx.doi.org/10.1103/PhysRevD.78.032011
http://dx.doi.org/10.1103/PhysRevD.86.039905
http://dx.doi.org/10.1016/S0370-2693(02)02899-X
http://dx.doi.org/10.1103/PhysRevLett.93.252001
http://dx.doi.org/10.1103/PhysRevLett.93.252001
http://dx.doi.org/10.1103/PhysRevD.75.054032
http://dx.doi.org/10.1103/PhysRevD.75.054032
http://dx.doi.org/ 10.1016/j.nuclphysbps.2009.03.117
http://dx.doi.org/ 10.1016/j.nuclphysbps.2009.03.117
http://dx.doi.org/10.1016/0031-9163(64)91176-X
http://dx.doi.org/10.1103/PhysRevLett.39.1587
doi:10.1016/S0550-3213(97)00456-2
doi:10.1016/S0550-3213(97)00456-2
http://dx.doi.org/10.1016/j.nuclphysb.2008.06.011
http://dx.doi.org/ 10.1103/PhysRevD.73.014020
http://dx.doi.org/10.1103/PhysRevLett.85.712
http://dx.doi.org/10.1103/PhysRevD.73.094025
http://dx.doi.org/10.1103/PhysRevD.73.094025
http://dx.doi.org/http://dx.doi.org/10.1016/j.nima.2013.04.029
http://dx.doi.org/http://dx.doi.org/10.1016/j.nima.2013.04.029
http://dx.doi.org/10.1016/S0168-9002(01)02012-5
http://dx.doi.org/10.1016/S0168-9002(01)02012-5
http://arxiv.org/abs/hep-ph/9508391
http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/10.1016/S0920-5632(03)80147-0
http://dx.doi.org/10.1016/S0920-5632(03)80147-0
http://dx.doi.org/10.1140/epjc/s2004-02103-1
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/10.1016/0550-3213(79)90003-8
http://dx.doi.org/10.1016/0550-3213(79)90003-8
http://dx.doi.org/10.1103/PhysRevLett.42.291
http://dx.doi.org/10.1103/PhysRevD.86.010001
http://dx.doi.org/10.1103/PhysRevD.86.010001
http://dx.doi.org/10.1103/PhysRevLett.35.1688
http://dx.doi.org/10.1103/PhysRevLett.35.1688
http://dx.doi.org/ 10.1016/S0370-2693(01)00388-4
http://dx.doi.org/ 10.1016/S0370-2693(01)00388-4
http://dx.doi.org/10.1016/j.physletb.2007.09.076
http://dx.doi.org/10.1103/PhysRevD.64.094021
http://dx.doi.org/10.1103/PhysRevD.64.094021


23

TABLE I: Azimuthal asymmetries obtained by fitting the UL double ratio in bins (z1, z2). The errors are statistical and sys-
tematic. The table also reports the average values of z1, z2, sin2 θth/(1+cos2 θth), and sin2 θ2/(1+cos2 θ2) in the corresponding
(z1, z2) bin.

z1 < z1 > z2 < z2 >
sin2 θth

1+cos2 θth

sin2 θ2
1+cos2 θ2

AUL12 AUL0

[0.15, 0.2] 0.174 [0.15, 0.2] 0.174 0.716 0.687 0.0216 ± 0.0020 ± 0.0009 0.0111 ± 0.0014 ± 0.0005
[0.15, 0.2] 0.174 [0.2, 0.3] 0.244 0.715 0.683 0.0307 ± 0.0018 ± 0.0012 0.0143 ± 0.0012 ± 0.0005
[0.15, 0.2] 0.174 [0.3, 0.4] 0.344 0.711 0.676 0.0299 ± 0.0027 ± 0.0016 0.0134 ± 0.0016 ± 0.0006
[0.15, 0.2] 0.174 [0.4, 0.5] 0.444 0.706 0.671 0.0342 ± 0.0028 ± 0.0017 0.0144 ± 0.0017 ± 0.0006
[0.15, 0.2] 0.174 [0.5, 0.7] 0.577 0.697 0.663 0.0477 ± 0.0039 ± 0.0029 0.0176 ± 0.0020 ± 0.0007
[0.15, 0.2] 0.174 [0.7, 0.9] 0.772 0.683 0.655 0.0702 ± 0.0071 ± 0.0050 0.0248 ± 0.0026 ± 0.0008
[0.2, 0.3] 0.244 [0.15, 0.2] 0.174 0.715 0.685 0.0299 ± 0.0018 ± 0.0011 0.0124 ± 0.0012 ± 0.0005
[0.2, 0.3] 0.244 [0.2, 0.3] 0.244 0.713 0.682 0.0355 ± 0.0018 ± 0.0013 0.0153 ± 0.0011 ± 0.0006
[0.2, 0.3] 0.244 [0.3, 0.4] 0.344 0.710 0.676 0.0399 ± 0.0027 ± 0.0019 0.0183 ± 0.0017 ± 0.0006
[0.2, 0.3] 0.244 [0.4, 0.5] 0.444 0.706 0.672 0.0438 ± 0.0027 ± 0.0020 0.0176 ± 0.0017 ± 0.0006
[0.2, 0.3] 0.244 [0.5, 0.7] 0.577 0.698 0.665 0.0593 ± 0.0036 ± 0.0030 0.0232 ± 0.0019 ± 0.0008
[0.2, 0.3] 0.244 [0.7, 0.9] 0.772 0.685 0.658 0.0898 ± 0.0065 ± 0.0049 0.0307 ± 0.0024 ± 0.0008
[0.3, 0.4] 0.344 [0.15, 0.2] 0.174 0.710 0.682 0.0269 ± 0.0027 ± 0.0017 0.0127 ± 0.0016 ± 0.0006
[0.3, 0.4] 0.344 [0.2, 0.3] 0.244 0.710 0.680 0.0334 ± 0.0025 ± 0.0020 0.0141 ± 0.0016 ± 0.0006
[0.3, 0.4] 0.344 [0.3, 0.4] 0.344 0.706 0.674 0.0480 ± 0.0042 ± 0.0031 0.0226 ± 0.0031 ± 0.0012
[0.3, 0.4] 0.344 [0.4, 0.5] 0.444 0.702 0.671 0.0433 ± 0.0041 ± 0.0030 0.0195 ± 0.0029 ± 0.0011
[0.3, 0.4] 0.344 [0.5, 0.7] 0.577 0.696 0.665 0.0571 ± 0.0053 ± 0.0045 0.0274 ± 0.0032 ± 0.0018
[0.3, 0.4] 0.344 [0.7, 0.9] 0.772 0.684 0.659 0.0962 ± 0.0093 ± 0.0071 0.0431 ± 0.0035 ± 0.0022
[0.4, 0.5] 0.444 [0.15, 0.2] 0.174 0.706 0.680 0.0321 ± 0.0027 ± 0.0019 0.0103 ± 0.0017 ± 0.0006
[0.4, 0.5] 0.444 [0.2, 0.3] 0.244 0.706 0.678 0.0370 ± 0.0025 ± 0.0021 0.0169 ± 0.0017 ± 0.0006
[0.4, 0.5] 0.444 [0.3, 0.4] 0.344 0.702 0.673 0.0440 ± 0.0041 ± 0.0030 0.0204 ± 0.0029 ± 0.0011
[0.4, 0.5] 0.444 [0.4, 0.5] 0.444 0.699 0.669 0.0487 ± 0.0047 ± 0.0031 0.0196 ± 0.0031 ± 0.0011
[0.4, 0.5] 0.444 [0.5, 0.7] 0.578 0.693 0.664 0.0620 ± 0.0057 ± 0.0046 0.0336 ± 0.0034 ± 0.0020
[0.4, 0.5] 0.445 [0.7, 0.9] 0.774 0.681 0.659 0.1262 ± 0.0136 ± 0.0082 0.0484 ± 0.0051 ± 0.0024
[0.5, 0.7] 0.577 [0.15, 0.2] 0.174 0.697 0.677 0.0481 ± 0.0039 ± 0.0033 0.0162 ± 0.0020 ± 0.0010
[0.5, 0.7] 0.577 [0.2, 0.3] 0.244 0.698 0.675 0.0555 ± 0.0036 ± 0.0034 0.0207 ± 0.0019 ± 0.0010
[0.5, 0.7] 0.577 [0.3, 0.4] 0.344 0.696 0.671 0.0609 ± 0.0055 ± 0.0037 0.0285 ± 0.0032 ± 0.0019
[0.5, 0.7] 0.578 [0.4, 0.5] 0.444 0.693 0.667 0.0782 ± 0.0060 ± 0.0039 0.0317 ± 0.0034 ± 0.0019
[0.5, 0.7] 0.579 [0.5, 0.7] 0.579 0.688 0.662 0.1097 ± 0.0073 ± 0.0062 0.0457 ± 0.0037 ± 0.0025
[0.5, 0.7] 0.580 [0.7, 0.9] 0.775 0.675 0.656 0.1980 ± 0.0150 ± 0.0157 0.0766 ± 0.0062 ± 0.0031
[0.7, 0.9] 0.772 [0.15, 0.2] 0.174 0.683 0.672 0.0728 ± 0.0075 ± 0.0055 0.0237 ± 0.0026 ± 0.0011
[0.7, 0.9] 0.772 [0.2, 0.3] 0.244 0.685 0.672 0.0867 ± 0.0062 ± 0.0056 0.0299 ± 0.0024 ± 0.0011
[0.7, 0.9] 0.773 [0.3, 0.4] 0.344 0.684 0.668 0.0952 ± 0.0088 ± 0.0061 0.0400 ± 0.0035 ± 0.0020
[0.7, 0.9] 0.774 [0.4, 0.5] 0.445 0.682 0.665 0.1192 ± 0.0129 ± 0.0069 0.0591 ± 0.0052 ± 0.0024
[0.7, 0.9] 0.775 [0.5, 0.7] 0.580 0.676 0.659 0.2073 ± 0.0159 ± 0.0141 0.0726 ± 0.0061 ± 0.0030
[0.7, 0.9] 0.776 [0.7, 0.9] 0.776 0.664 0.651 0.3931 ± 0.0326 ± 0.0506 0.1110 ± 0.0119 ± 0.0039
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TABLE II: Azimuthal asymmetries obtained by fitting the UC double ratio in bins (z1, z2). The errors are statistical and sys-
tematic. The table also reports the average values of z1, z2, sin2 θth/(1+cos2 θth), and sin2 θ2/(1+cos2 θ2) in the corresponding
(z1, z2) bin.

z1 < z1 > z2 < z2 >
sin2 θth

1+cos2 θth

sin2 θ2
1+cos2 θ2

AUC12 AUC0

[0.15, 0.2] 0.174 [0.15, 0.2] 0.174 0.716 0.687 0.0101 ± 0.0016 ± 0.0005 0.0052 ± 0.0011 ± 0.0003
[0.15, 0.2] 0.174 [0.2, 0.3] 0.244 0.715 0.683 0.0141 ± 0.0015 ± 0.0006 0.0066 ± 0.0010 ± 0.0003
[0.15, 0.2] 0.174 [0.3, 0.4] 0.344 0.711 0.676 0.0137 ± 0.0022 ± 0.0009 0.0061 ± 0.0014 ± 0.0004
[0.15, 0.2] 0.174 [0.4, 0.5] 0.444 0.706 0.671 0.0154 ± 0.0023 ± 0.0009 0.0065 ± 0.0014 ± 0.0004
[0.15, 0.2] 0.174 [0.5, 0.7] 0.577 0.697 0.663 0.0219 ± 0.0033 ± 0.0016 0.0078 ± 0.0017 ± 0.0006
[0.15, 0.2] 0.174 [0.7, 0.9] 0.772 0.683 0.655 0.0316 ± 0.0061 ± 0.0026 0.0105 ± 0.0021 ± 0.0006
[0.2, 0.3] 0.244 [0.15, 0.2] 0.174 0.715 0.685 0.0138 ± 0.0015 ± 0.0006 0.0057 ± 0.0010 ± 0.0003
[0.2, 0.3] 0.244 [0.2, 0.3] 0.244 0.713 0.682 0.0167 ± 0.0014 ± 0.0007 0.0070 ± 0.0009 ± 0.0003
[0.2, 0.3] 0.244 [0.3, 0.4] 0.344 0.710 0.676 0.0181 ± 0.0021 ± 0.0010 0.0082 ± 0.0013 ± 0.0004
[0.2, 0.3] 0.244 [0.4, 0.5] 0.444 0.706 0.672 0.0194 ± 0.0021 ± 0.0010 0.0077 ± 0.0013 ± 0.0004
[0.2, 0.3] 0.244 [0.5, 0.7] 0.577 0.698 0.665 0.0265 ± 0.0030 ± 0.0016 0.0100 ± 0.0015 ± 0.0006
[0.2, 0.3] 0.244 [0.7, 0.9] 0.772 0.685 0.658 0.0386 ± 0.0055 ± 0.0026 0.0125 ± 0.0019 ± 0.0006
[0.3, 0.4] 0.344 [0.15, 0.2] 0.174 0.710 0.682 0.0124 ± 0.0022 ± 0.0008 0.0058 ± 0.0014 ± 0.0004
[0.3, 0.4] 0.344 [0.2, 0.3] 0.244 0.710 0.680 0.0151 ± 0.0020 ± 0.0009 0.0063 ± 0.0013 ± 0.0004
[0.3, 0.4] 0.344 [0.3, 0.4] 0.344 0.706 0.674 0.0211 ± 0.0031 ± 0.0015 0.0095 ± 0.0019 ± 0.0007
[0.3, 0.4] 0.344 [0.4, 0.5] 0.444 0.702 0.671 0.0184 ± 0.0031 ± 0.0015 0.0080 ± 0.0019 ± 0.0007
[0.3, 0.4] 0.344 [0.5, 0.7] 0.577 0.696 0.665 0.0250 ± 0.0043 ± 0.0024 0.0111 ± 0.0022 ± 0.0011
[0.3, 0.4] 0.344 [0.7, 0.9] 0.772 0.684 0.659 0.0384 ± 0.0076 ± 0.0035 0.0166 ± 0.0028 ± 0.0012
[0.4, 0.5] 0.444 [0.15, 0.2] 0.174 0.706 0.680 0.0144 ± 0.0023 ± 0.0009 0.0047 ± 0.0014 ± 0.0004
[0.4, 0.5] 0.444 [0.2, 0.3] 0.244 0.706 0.678 0.0163 ± 0.0021 ± 0.0009 0.0074 ± 0.0013 ± 0.0004
[0.4, 0.5] 0.444 [0.3, 0.4] 0.344 0.702 0.673 0.0187 ± 0.0031 ± 0.0015 0.0084 ± 0.0019 ± 0.0007
[0.4, 0.5] 0.444 [0.4, 0.5] 0.444 0.699 0.669 0.0199 ± 0.0036 ± 0.0015 0.0078 ± 0.0022 ± 0.0007
[0.4, 0.5] 0.444 [0.5, 0.7] 0.578 0.693 0.664 0.0259 ± 0.0047 ± 0.0024 0.0132 ± 0.0024 ± 0.0011
[0.4, 0.5] 0.445 [0.7, 0.9] 0.774 0.681 0.659 0.0480 ± 0.0107 ± 0.0037 0.0177 ± 0.0039 ± 0.0012
[0.5, 0.7] 0.577 [0.15, 0.2] 0.174 0.697 0.677 0.0222 ± 0.0033 ± 0.0017 0.0072 ± 0.0017 ± 0.0006
[0.5, 0.7] 0.577 [0.2, 0.3] 0.244 0.698 0.675 0.0249 ± 0.0030 ± 0.0017 0.0090 ± 0.0015 ± 0.0006
[0.5, 0.7] 0.577 [0.3, 0.4] 0.344 0.696 0.671 0.0264 ± 0.0043 ± 0.0023 0.0113 ± 0.0022 ± 0.0010
[0.5, 0.7] 0.578 [0.4, 0.5] 0.444 0.693 0.667 0.0325 ± 0.0048 ± 0.0023 0.0123 ± 0.0024 ± 0.0011
[0.5, 0.7] 0.579 [0.5, 0.7] 0.579 0.688 0.662 0.0456 ± 0.0060 ± 0.0037 0.0174 ± 0.0028 ± 0.0016
[0.5, 0.7] 0.580 [0.7, 0.9] 0.775 0.675 0.656 0.0769 ± 0.0115 ± 0.0062 0.0270 ± 0.0044 ± 0.0017
[0.7, 0.9] 0.772 [0.15, 0.2] 0.174 0.683 0.672 0.0318 ± 0.0063 ± 0.0027 0.0100 ± 0.0021 ± 0.0006
[0.7, 0.9] 0.772 [0.2, 0.3] 0.244 0.685 0.672 0.0379 ± 0.0054 ± 0.0027 0.0122 ± 0.0019 ± 0.0007
[0.7, 0.9] 0.773 [0.3, 0.4] 0.344 0.684 0.668 0.0393 ± 0.0074 ± 0.0032 0.0153 ± 0.0028 ± 0.0011
[0.7, 0.9] 0.774 [0.4, 0.5] 0.445 0.682 0.665 0.0472 ± 0.0105 ± 0.0034 0.0216 ± 0.0040 ± 0.0012
[0.7, 0.9] 0.775 [0.5, 0.7] 0.580 0.676 0.659 0.0772 ± 0.0118 ± 0.0061 0.0256 ± 0.0044 ± 0.0017
[0.7, 0.9] 0.776 [0.7, 0.9] 0.776 0.664 0.651 0.1350 ± 0.0234 ± 0.0150 0.0352 ± 0.0083 ± 0.0018
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TABLE III: Azimuthal asymmetries obtained by fitting the UL and UC double ratios in bins of pt. The upper (lower) table
summarizes the results for RF12 (RF0). The errors are statistical and systematic. The table also reports the average values of
zi and pti and sin2 θ/(1 + cos2 θ) in the corresponding (pt1, pt2) or pt0 bin.

pt1 < pt1 > < z1 > pt2 < pt2 > < z2 >
sin2 θth

1+cos2 θth
AUL12 AUC12

[0., 0.25] 0.163 0.258 [0., 0.25] 0.163 0.258 0.690 0.0277 ± 0.0070 ± 0.0030 0.0126 ± 0.0059 ± 0.0019
[0., 0.25] 0.163 0.260 [0.25, 0.5] 0.370 0.263 0.700 0.0318 ± 0.0036 ± 0.0019 0.0144 ± 0.0031 ± 0.0012
[0., 0.25] 0.161 0.261 [0.5, 0.75] 0.596 0.308 0.708 0.0373 ± 0.0052 ± 0.0016 0.0173 ± 0.0044 ± 0.0012
[0., 0.25] 0.161 0.263 [> 0.75] 0.895 0.412 0.708 0.0617 ± 0.0087 ± 0.0038 0.0270 ± 0.0071 ± 0.0029
[0.25, 0.5] 0.370 0.263 [0., 0.25] 0.163 0.260 0.700 0.0428 ± 0.0037 ± 0.0030 0.0195 ± 0.0031 ± 0.0014
[0.25, 0.5] 0.367 0.270 [0.25, 0.5] 0.366 0.270 0.711 0.0440 ± 0.0018 ± 0.0018 0.0201 ± 0.0015 ± 0.0008
[0.25, 0.5] 0.365 0.275 [0.5, 0.75] 0.596 0.322 0.720 0.0390 ± 0.0026 ± 0.0011 0.0177 ± 0.0022 ± 0.0006
[0.25, 0.5] 0.363 0.278 [> 0.75] 0.890 0.424 0.721 0.0610 ± 0.0041 ± 0.0023 0.0273 ± 0.0034 ± 0.0014
[0.5, 0.75] 0.596 0.308 [0., 0.25] 0.161 0.262 0.708 0.0323 ± 0.0051 ± 0.0021 0.0151 ± 0.0043 ± 0.0013
[0.5, 0.75] 0.596 0.321 [0.25, 0.5] 0.365 0.275 0.720 0.0405 ± 0.0027 ± 0.0015 0.0183 ± 0.0022 ± 0.0007
[0.5, 0.75] 0.595 0.324 [0.5, 0.75] 0.595 0.326 0.731 0.0471 ± 0.0053 ± 0.0019 0.0209 ± 0.0035 ± 0.0011
[0.5, 0.75] 0.595 0.330 [> 0.75] 0.885 0.423 0.735 0.0604 ± 0.0066 ± 0.0035 0.0263 ± 0.0051 ± 0.0023
[> 0.75] 0.895 0.412 [0., 0.25] 0.161 0.264 0.709 0.0529 ± 0.0084 ± 0.0038 0.0239 ± 0.0070 ± 0.0028
[> 0.75] 0.890 0.423 [0.25, 0.5] 0.363 0.279 0.721 0.0527 ± 0.0041 ± 0.0016 0.0240 ± 0.0034 ± 0.0011
[> 0.75] 0.885 0.422 [0.5, 0.75] 0.595 0.331 0.735 0.0591 ± 0.0067 ± 0.0023 0.0250 ± 0.0051 ± 0.0018
[> 0.75] 0.881 0.425 [> 0.75] 0.880 0.426 0.743 0.0662 ± 0.0114 ± 0.0044 0.0293 ± 0.0086 ± 0.0036

pt0 < pt0 > < z1 > < z2 >
sin2 θ2

1+cos2 θ2
AUL0 AUC0

[0., 0.125] 0.083 0.230 0.300 0.685 -0.0020 ± 0.0028 ± 0.0008 -0.0009 ± 0.0023 ± 0.0006
[0.125, 0.25] 0.194 0.231 0.299 0.683 0.0034 ± 0.0017 ± 0.0006 0.0015 ± 0.0014 ± 0.0004
[0.25, 0.375] 0.315 0.233 0.295 0.680 0.0115 ± 0.0014 ± 0.0011 0.0052 ± 0.0012 ± 0.0006
[0.375, 0.5] 0.438 0.239 0.289 0.678 0.0167 ± 0.0013 ± 0.0011 0.0076 ± 0.0011 ± 0.0006
[0.5, 0.625] 0.558 0.258 0.281 0.677 0.0224 ± 0.0015 ± 0.0014 0.0101 ± 0.0012 ± 0.0007
[0.625, 0.75] 0.683 0.302 0.276 0.677 0.0202 ± 0.0018 ± 0.0014 0.0091 ± 0.0014 ± 0.0007
[0.75, 0.9] 0.818 0.349 0.270 0.677 0.0254 ± 0.0021 ± 0.0017 0.0113 ± 0.0016 ± 0.0009
[0.9, 1.1] 0.989 0.406 0.262 0.677 0.0220 ± 0.0021 ± 0.0017 0.0096 ± 0.0017 ± 0.0009
[1.1, 1.5] 1.258 0.488 0.252 0.678 0.0212 ± 0.0020 ± 0.0017 0.0092 ± 0.0016 ± 0.0009

TABLE IV: Results of the linear fits to the Collins asymmetries as functions of sin2 θ/(1 + cos2 θ), where θ = θth for RF12,
and θ = θ2 for RF0.

AUL12 AUC12 AUL0 AUC0

p0 −0.007± 0.005 −0.003± 0.003 0.014± 0.003 0.006± 0.002
p1 0.064± 0.007 0.029± 0.005 0.009± 0.004 0.004± 0.003

χ2/ndf 1.0 0.4 0.5 0.2

p0 fixed 0 0 0 0
p1 0.054± 0.002 0.025± 0.001 0.028± 0.002 0.012± 0.001

χ2/ndf 1.1 0.4 2.0 1.0
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TABLE V: Collins asymmetries in percent obtained by fitting the UL double ratios in bins of (z1, z2, pt1, pt2), in RF12. Each
4-dimensional bin is identified by two pairs of digits. The pair on the first raw identify the pt1 and pt2 intervals, with “0”, “1”,
and “2”, corresponding to the three bins pt < 0.25, 0.25 < pt < 0.5, and 0.5 < pt, respectively. The pair on the first column
identify the z1 and z2 intervals, with “0”, “1”, “2”, and “3”, referring to 0.15 < z < 0.2, 0.2 < z < 0.3, 0.3 < z < 0.5, and
0.5 < z < 0.9, respectively. The error shown is the sum in quadrature of the statistical and systematic uncertainties.

AUL12 (10−2)

PPPPPP(z1,z2)
(pt1,pt2)

(0, 0) (0, 1) (0, 2) (1, 0) (1, 1) (1, 2) (2, 0) (2, 1) (2, 2)

(0, 0) -0.01 ± 1.33 1.63 ± 0.83 1.37 ± 2.03 2.68 ± 0.87 3.41 ± 0.65 0.25 ± 1.28 3.17 ± 2.01 2.16 ± 1.24 -5.29 ± 2.97

(0, 1) 3.72 ± 1.57 1.80 ± 0.77 2.48 ± 1.09 3.14 ± 0.95 4.50 ± 0.56 3.48 ± 0.73 2.24 ± 2.17 2.09 ± 1.11 2.16 ± 1.64

(0, 2) 3.52 ± 2.11 2.28 ± 0.96 3.06 ± 0.89 3.22 ± 1.41 3.71 ± 0.64 3.62 ± 0.60 -0.60 ± 3.33 0.02 ± 1.24 2.74 ± 1.46

(0, 3) 8.66 ± 4.26 3.71 ± 1.53 4.70 ± 1.02 5.66 ± 2.74 5.86 ± 1.09 6.61 ± 0.70 2.29 ± 6.04 1.20 ± 1.64 3.41 ± 1.74

(1, 0) 2.59 ± 1.53 1.07 ± 0.93 5.11 ± 2.32 3.36 ± 0.79 2.82 ± 0.50 3.68 ± 1.21 1.60 ± 1.10 2.08 ± 0.78 3.28 ± 1.65

(1, 1) 1.83 ± 1.61 3.78 ± 0.90 4.66 ± 1.27 4.78 ± 0.92 4.19 ± 0.47 3.38 ± 0.66 5.34 ± 1.28 4.10 ± 0.68 3.25 ± 1.01

(1, 2) 4.77 ± 2.35 4.88 ± 1.10 4.57 ± 1.05 2.56 ± 1.32 5.91 ± 0.68 4.36 ± 0.56 5.20 ± 1.94 2.13 ± 0.71 4.31 ± 0.88

(1, 3) 2.35 ± 4.01 3.86 ± 1.37 6.28 ± 1.10 8.50 ± 3.00 5.63 ± 1.00 7.94 ± 0.64 -2.73 ± 3.45 4.16 ± 1.04 5.30 ± 0.95

(2, 0) 0.65 ± 2.22 3.20 ± 1.44 1.10 ± 3.37 2.41 ± 0.96 3.27 ± 0.63 2.54 ± 1.47 2.95 ± 0.91 4.85 ± 0.74 2.17 ± 1.47

(2, 1) 1.12 ± 2.32 1.93 ± 1.36 0.27 ± 1.87 4.88 ± 1.14 4.36 ± 0.62 2.09 ± 0.83 3.33 ± 1.01 4.61 ± 0.65 3.80 ± 0.86

(2, 2) 5.59 ± 3.15 3.68 ± 1.58 5.28 ± 1.61 5.36 ± 1.80 4.58 ± 0.73 5.08 ± 0.75 4.96 ± 1.63 4.70 ± 0.73 3.82 ± 0.71

(2, 3) -1.59 ± 3.93 7.04 ± 2.27 5.91 ± 1.57 6.24 ± 2.95 7.50 ± 1.27 8.13 ± 0.84 -3.36 ± 2.99 4.62 ± 0.98 7.39 ± 0.85

(3, 0) 3.96 ± 3.94 3.36 ± 2.94 0.88 ± 6.24 3.16 ± 1.54 6.64 ± 1.13 3.51 ± 2.39 4.34 ± 1.00 9.24 ± 1.12 5.59 ± 1.79

(3, 1) 4.04 ± 3.97 7.95 ± 2.86 1.95 ± 3.21 4.98 ± 1.51 5.78 ± 1.00 4.34 ± 1.35 6.08 ± 1.10 9.56 ± 0.92 5.23 ± 0.96

(3, 2) -0.34 ± 4.49 8.76 ± 3.27 8.97 ± 3.43 5.48 ± 2.23 6.19 ± 1.14 7.04 ± 1.21 3.14 ± 1.52 9.75 ± 1.00 8.12 ± 0.82

(3, 3) 16.79 ± 8.84 8.99 ± 4.10 7.06 ± 2.84 17.79 ± 4.12 12.23 ± 2.12 12.61 ± 1.36 12.24 ± 3.34 10.68 ± 1.31 16.76 ± 1.14
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TABLE VI: Collins asymmetries in percent obtained by fitting the UC double ratios in bins of (z1, z2, pt1, pt2), in RF12. Each
4-dimensional bin is identified by two pairs of digits. The pair on the first raw identify the pt1 and pt2 intervals, with “0”, “1”,
and “2”, corresponding to the three bins pt < 0.25, 0.25 < pt < 0.5, and 0.5 < pt, respectively. The pair on the first column
identify the z1 and z2 intervals, with “0”, “1”, “2”, and “3”, referring to 0.15 < z < 0.2, 0.2 < z < 0.3, 0.3 < z < 0.5, and
0.5 < z < 0.9, respectively. The error shown is the sum in quadrature of the statistical and systematic uncertainties.

AUC12 (10−2)

XXXXXXXX(z1,z2)
(pt1,pt2)

(0, 0) (0, 1) (0, 2) (1, 0) (1, 1) (1, 2) (2, 0) (2, 1) (2, 2)

(0, 0) -0.07 ± 1.14 0.76 ± 0.71 0.62 ± 1.71 1.28 ± 0.72 1.64 ± 0.50 0.27 ± 1.08 1.54 ± 1.71 1.06 ± 1.05 -2.12 ± 2.26

(0, 1) 1.70 ± 1.30 0.88 ± 0.65 1.15 ± 0.90 1.46 ± 0.79 2.10 ± 0.44 1.63 ± 0.61 0.89 ± 1.84 1.05 ± 0.94 0.98 ± 1.34

(0, 2) 1.97 ± 1.84 1.14 ± 0.81 1.43 ± 0.74 1.50 ± 1.21 1.73 ± 0.52 1.65 ± 0.49 0.53 ± 2.76 0.17 ± 1.04 1.28 ± 1.20

(0, 3) 3.04 ± 3.44 1.68 ± 1.28 2.18 ± 0.84 2.66 ± 2.35 2.69 ± 0.91 3.04 ± 0.57 0.29 ± 5.15 1.13 ± 1.42 1.73 ± 1.46

(1, 0) 1.19 ± 1.29 0.49 ± 0.80 2.34 ± 1.95 1.62 ± 0.66 1.28 ± 0.42 1.67 ± 1.01 0.73 ± 0.92 0.97 ± 0.65 1.65 ± 1.35

(1, 1) 0.86 ± 1.37 1.72 ± 0.75 2.20 ± 1.03 2.19 ± 0.76 1.93 ± 0.39 1.55 ± 0.54 2.45 ± 1.03 1.88 ± 0.55 1.59 ± 0.81

(1, 2) 2.14 ± 1.93 2.25 ± 0.90 2.03 ± 0.85 1.06 ± 1.12 2.64 ± 0.50 1.96 ± 0.44 2.37 ± 1.55 0.98 ± 0.57 1.94 ± 0.67

(1, 3) 0.17 ± 3.42 1.97 ± 1.29 2.61 ± 0.91 3.68 ± 2.28 2.48 ± 0.81 3.49 ± 0.50 -1.77 ± 3.05 2.03 ± 0.84 2.59 ± 0.77

(2, 0) 0.34 ± 1.88 1.43 ± 1.21 0.89 ± 2.77 1.16 ± 0.80 1.50 ± 0.52 1.14 ± 1.24 1.32 ± 0.75 2.24 ± 0.59 1.33 ± 1.19

(2, 1) 0.67 ± 1.95 0.89 ± 1.13 0.24 ± 1.53 2.19 ± 0.90 1.93 ± 0.48 0.99 ± 0.67 1.58 ± 0.84 2.09 ± 0.50 1.76 ± 0.68

(2, 2) 2.71 ± 2.58 1.65 ± 1.27 2.43 ± 1.27 2.41 ± 1.34 2.01 ± 0.58 2.26 ± 0.55 2.19 ± 1.27 2.04 ± 0.55 1.70 ± 0.52

(2, 3) -2.41 ± 3.99 2.59 ± 1.81 2.43 ± 1.29 2.67 ± 2.44 2.94 ± 0.93 3.35 ± 0.61 -1.43 ± 2.47 1.87 ± 0.75 2.98 ± 0.61

(3, 0) 1.52 ± 3.38 1.98 ± 2.48 2.37 ± 5.49 1.49 ± 1.25 2.91 ± 0.91 1.75 ± 2.10 1.99 ± 0.83 4.21 ± 0.84 2.58 ± 1.50

(3, 1) 2.43 ± 3.35 3.70 ± 2.28 0.83 ± 2.87 2.42 ± 1.28 2.49 ± 0.81 2.20 ± 1.12 2.72 ± 0.89 4.38 ± 0.71 2.43 ± 0.77

(3, 2) -1.10 ± 4.19 4.32 ± 2.50 3.91 ± 2.71 2.29 ± 1.79 2.57 ± 0.92 2.92 ± 0.95 1.22 ± 1.29 4.19 ± 0.78 3.40 ± 0.62

(3, 3) 5.82 ± 7.57 3.43 ± 3.40 2.64 ± 2.57 8.57 ± 3.43 4.47 ± 1.48 5.05 ± 1.06 5.35 ± 2.78 4.57 ± 1.05 6.21 ± 0.78
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