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R. Baldini-Ferroli, A. Calcaterra, R. de Sangro, G. Finocchiaro, M. Nicolaci,
S. Pacetti, P. Patteri, I. M. Peruzzi,† M. Piccolo, M. Rama, and A. Zallo

INFN Laboratori Nazionali di Frascati, I-00044 Frascati, Italy

R. Contriab, E. Guidoab, M. Lo Vetereab, M. R. Mongeab, S. Passaggioa, C. Patrignaniab, and E. Robuttia

INFN Sezione di Genovaa; Dipartimento di Fisica, Università di Genovab, I-16146 Genova, Italy
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Centre Scientifique d’Orsay, B. P. 34, F-91898 Orsay Cedex, France

D. J. Lange and D. M. Wright
Lawrence Livermore National Laboratory, Livermore, California 94550, USA

I. Bingham, C. A. Chavez, J. P. Coleman, J. R. Fry, E. Gabathuler, D. E. Hutchcroft, D. J. Payne, and C. Touramanis



3

University of Liverpool, Liverpool L69 7ZE, United Kingdom

A. J. Bevan, F. Di Lodovico, R. Sacco, and M. Sigamani
Queen Mary, University of London, London, E1 4NS, United Kingdom

G. Cowan, S. Paramesvaran, and A. C. Wren
University of London, Royal Holloway and Bedford New College, Egham, Surrey TW20 0EX, United Kingdom

D. N. Brown and C. L. Davis
University of Louisville, Louisville, Kentucky 40292, USA

A. G. Denig, M. Fritsch, W. Gradl, and A. Hafner
Johannes Gutenberg-Universität Mainz, Institut für Kernphysik, D-55099 Mainz, Germany

K. E. Alwyn, D. Bailey, R. J. Barlow, G. Jackson, and G. D. Lafferty
University of Manchester, Manchester M13 9PL, United Kingdom

J. Anderson, R. Cenci, A. Jawahery, D. A. Roberts, G. Simi, and J. M. Tuggle
University of Maryland, College Park, Maryland 20742, USA

C. Dallapiccola and E. Salvati
University of Massachusetts, Amherst, Massachusetts 01003, USA

R. Cowan, D. Dujmic, G. Sciolla, and M. Zhao
Massachusetts Institute of Technology, Laboratory for Nuclear Science, Cambridge, Massachusetts 02139, USA

D. Lindemann, P. M. Patel, S. H. Robertson, and M. Schram
McGill University, Montréal, Québec, Canada H3A 2T8
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G. De Nardoab, D. Monorchioab, G. Onoratoab, and C. Sciaccaab

INFN Sezione di Napolia; Dipartimento di Scienze Fisiche,
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N. Lopez-March, F. Martinez-Vidal, and A. Oyanguren
IFIC, Universitat de Valencia-CSIC, E-46071 Valencia, Spain

H. Ahmed, J. Albert, Sw. Banerjee, H. H. F. Choi, K. Hamano, G. J. King,

R. Kowalewski, M. J. Lewczuk, C. Lindsay, I. M. Nugent, J. M. Roney, and R. J. Sobie
University of Victoria, Victoria, British Columbia, Canada V8W 3P6

T. J. Gershon, P. F. Harrison, T. E. Latham, and E. M. T. Puccio
Department of Physics, University of Warwick, Coventry CV4 7AL, United Kingdom

H. R. Band, S. Dasu, K. T. Flood, Y. Pan, R. Prepost, C. O. Vuosalo, and S. L. Wu
University of Wisconsin, Madison, Wisconsin 53706, USA

(The BABAR Collaboration)
(Dated: June 3, 2011)

Searches for B mesons decaying to final states containing a baryon and a lepton are performed,
where the baryon is either Λc or Λ and the lepton is a muon or an electron. These decays violate
both baryon and lepton number and would be a signature of physics beyond the standard model.
No significant signal is observed in any of the decay modes, and upper limits in the range (3.2 −
520) × 10−8 are set on the branching fractions at the 90% confidence level.

PACS numbers: 13.25.Hw, 11.30.Fs, 14.80.Sv

I. INTRODUCTION

Observations show that the universe contains much
more matter than antimatter [1, 2]. This suggests
that there are processes that violate CP -symmetry and
baryon-number conservation [3]. However, experimen-
tally observed CP violation, combined with the baryon-
number violating processes that are allowed by the stan-
dard model [4], cannot explain the observed matter-
antimatter asymmetry.
Baryon-number violation is a prediction of many uni-

fication theories [5, 6], but the proton decay rates pre-
dicted by many of these models have not been observed.
Stringent limits have been placed on the lifetime of the

∗Now at Temple University, Philadelphia, Pennsylvania 19122,

USA
†Also with Università di Perugia, Dipartimento di Fisica, Perugia,

Italy
‡Also with Università di Roma La Sapienza, I-00185 Roma, Italy
§Now at University of South Alabama, Mobile, Alabama 36688,

USA
¶Also with Università di Sassari, Sassari, Italy

proton [7]. The non-observation of proton decay has
been used to constrain baryon- and lepton-number vio-
lating decays involving higher-generation quarks and lep-
tons [8]; in that study, the upper limit on the branching
fraction for B0 → Λ+

c ℓ
− is calculated to be 4 × 10−29,

where ℓ is a lepton. No upper limits are calculated for
B− decays to Λℓ− or Λ̄ℓ−.
We report the results of searches for the decays B0 →

Λ+
c ℓ

−, B− → Λℓ−, and B− → Λ̄ℓ−, where the lepton is
a muon or an electron [9]. Neither lepton number nor
baryon number are conserved in these decays. This is
the first measurement of the branching fractions for these
decays. An observation of any of these decay processes
would be a sign of new physics.

II. THE BABAR DETECTOR AND DATASET

The data used in this analysis were recorded with the
BABAR detector at the PEP-II asymmetric energy e+e−

storage ring. The data sample consists of 429.0 fb−1

recorded at the Υ (4S) resonance (
√
s=10.58 GeV/c2,

where
√
s is the center-of-mass (CM) energy of the e+e−

system). The sample contains (471± 3)× 106 BB pairs.
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The BABAR detector is described in detail else-
where [10]. Charged particle momenta are measured in
a tracking system consisting of a five-layer, double-sided
silicon vertex tracker (SVT) and a 40-layer central drift
chamber (DCH), immersed in a 1.5 T axial magnetic
field. Photon and electron energies are measured in a
CsI(Tl) electromagnetic calorimeter (EMC). The mag-
netic flux return for the solenoid (IFR), instrumented
with resistive plate chambers or limited streamer tubes,
provides muon identification. Charged particle identifi-
cation (PID) is also provided by an internally reflecting
ring-imaging Cherenkov detector (DIRC) and the energy
loss dE/dx measured by the SVT and DCH. Information
from all these detectors is used in the particle identifica-
tion.
Simulated Monte Carlo (MC) events are generated to

study detector effects. The detector response is mod-
eled using the GEANT4 software package [11]. Large
numbers of signal events are generated for the six decay
modes, assuming that the B meson decays do not pro-
duce any preferred polarization of the Λ+

c or Λ. This sam-
ple is referred to as the signal MC. For background stud-
ies, a large sample of BB events is produced, with the
B mesons decaying according to the measured branch-
ing fractions [12]. The same procedure is used to gener-
ate background samples for e+e− annihilation to lighter
quark-antiquark pairs (u, d, s, c). These two samples are
referred to as background MC.

III. OVERVIEW OF ANALYSIS

We identify B-meson candidates using two kinematic
variables: the difference between half the CM energy
of the colliding beams and the measured CM energy of
the B candidate, ∆E; and the energy-substituted mass
mES of the B candidate. In the calculation of mES, the
precise knowledge of the initial state energy is used to
improve the resolution on the calculated mass of the B
candidate: mES =

√

[(s/2 + ~pi · ~pB)/Ei]2 − |~pB|2, where
(Ei, ~pi) and ~pB are respectively the four-momentum of
the e+e− system and the three-momentum of the B-
meson candidate in the laboratory frame. A region of
phase space in these two variables, in which fits will
be performed to extract the signal yield, is defined by
the ranges −0.2 < ∆E < 0.2GeV and 5.2 < mES <
5.3GeV/c2. This is referred to as the fitting region.
The signal for true B candidates for the studied de-
cays is centered around ∆E = 0 (σ ≈ 16MeV) and
mES = 5.279GeV/c2 (σ ≈ 3MeV/c2), where σ is the ex-
perimental resolution.
In any search for a rare or new process, it is impor-

tant to minimize experimenter’s bias. To do this, a blind
analysis is performed. The kinematic region of phase
space that would be populated by true signal events is
hidden during optimization of the candidate selection cri-
teria. We exclude events within roughly±5σ of the signal
peak in mES and ±4σ in ∆E. The non-blinded region

is referred to as the sideband region. We define a region
within ±2.5σ of the signal peak in mES and ∆E as the
signal region.
The signal yield is extracted with an unbinned ex-

tended maximum likelihood fit. The total probability
distribution function (PDF) is a sum of PDFs for sig-
nal and background. Each of these PDFs is a product
of PDFs describing the dependence on mES and ∆E.
For the Λ+

c ℓ
− modes, additional discriminating power is

gained from a three-dimensional PDF, where the output
from a neural net discriminator is used as the third vari-
able. This discriminator is defined in the next section.

IV. CANDIDATE SELECTION AND

OPTIMIZATION

Λ+
c candidates are reconstructed through the decay

mode Λ+
c → pK−π+, which has a branching fraction

of (5.0 ± 1.3) × 10−2 [7]. Other studies of B decays to
Λ+
c [13] show that including additional Λ+

c decay modes
would add little sensitivity to this analysis. Λ candidates
are reconstructed through the decay Λ → pπ−, which
has a branching fraction of (63.9 ± 0.5)× 10−2 [7]. The
final state tracks for both the Λ+

c and Λ decays are con-
strained to a common spatial vertex and their invariant
mass is constrained to the Λ+

c or Λ mass [7]. This has
the effect of improving the four-momentum resolution for
true B → Λ(c)ℓ candidates.

B-meson candidates are formed by combining a Λ+
c , Λ

or Λ̄ candidate with a µ− or e−. The baryon and lep-
ton candidates are constrained to originate from a com-
mon point. The final state hadron (p,K, π) and lepton
(µ, e) candidates are all required to be consistent with
the candidate particle hypothesis according to PID algo-
rithms that use dE/dx, DIRC, EMC and IFR informa-
tion. The four-momenta of photons that are consistent
with bremsstrahlung radiation from the electron candi-
date are added to that of the electron. As the Λ has
cτ = 7.89 cm, the purity of the Λ-candidate sample is
improved by selecting candidates for which the recon-
structed decay point of the Λ candidate is at least 0.2 cm
from the reconstructed decay point of the B candidate in
the plane perpendicular to the e+e− beams.
A non-negligible background for the Λℓ channel is due

to incorrect identification of electrons and positrons in
e+e− → e+e−γ events in which the photon converts into
an additional e+e− pair and an electron and positron
in the final state are misidentified as a π− and proton
coming from a Λ decay. This background is almost en-
tirely eliminated by requiring that there are more than
four charged tracks in the event. We apply this selection
criterion to all channels.
Candidate selection optimization is performed balanc-

ing two goals: setting the lowest upper limit while re-
maining sensitive to a signal. We use the Punzi figure of
merit (FOM) [14], ǫ/(a/2 +

√

Nbkg), where ǫ is the sig-
nal efficiency, Nbkg is the expected number of background
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events, and a is the number of standard deviations of sig-
nificance at which the analysts would claim a discovery.
For this analysis, a = 5 is used. The signal efficiency and
the expected number of background events are obtained
from the respective MC samples.
For optimization of the p,K, π candidate PID selec-

tion, we calculate the Punzi FOM by estimating ǫ and
Nbkg from the baryon candidate invariant mass distri-
bution. The background is assumed to be linear in the
baryon invariant mass and a fit is made to extract the
number of signal and background candidates. After the
PID selection is optimized, we select candidates within
±15 MeV/c2 of the nominal Λ+

c mass and ±4 MeV/c2 of
the nominal Λ mass [7].
The lepton candidate selection is optimized based on

the number of B → Λ(c)ℓ candidates in the signal region
in MC samples. These B candidates contain correctly
identified leptons from the signal decay, which define ǫ in
the Punzi FOM, and two types of background, which de-
termine Nbkg: correctly identified leptons from standard
model processes, and incorrectly identified leptons.
A neural net is used to provide further discrimination

between signal and background. We use the TMVA soft-
ware package [15] and its multilayer perceptron imple-
mentation of a neural net. The neural net is trained us-
ing MC simulated samples for signal and for e+e− → qq̄
(q = u, d, s, c). The six discriminating variables, all de-
fined in the CM frame of the e+e− beams, used in the
neural net algorithm are the angle between the B me-
son momentum and the axis defined by the colliding
e+e− system, the angle between the B meson candidate
sphericity [16] axis and the sphericity axis defined by the
charged particles in the rest of the event (ROE), the angle
between the B meson candidate thrust [16] axis and the
thrust axis defined by the charged particles in the ROE,
the ratio of the 2nd to 0th Fox-Wolfram moment [17] cal-
culated from the entire event using both charged and
neutral particles, L-moments of the ROE tracks [18], and
the magnitude of the thrust of the entire event. For the
Λℓ modes, the ratio of the Fox-Wolfram moments and
the magnitude of the thrust of the entire event show a
slight correlation with ∆E and mES in the background
sample and are therefore not used.
For the Λ+

c ℓ
− decay modes, we retain events with a

value of the neural net output above a threshold such
that about 90% of the signal is retained and about 50%
of the background is rejected. The neural net output
for the retained events is used as a third discriminating
variable in the PDF used in the fit.
The Λℓ modes have significantly less background than

the Λ+
c ℓ

− modes. For the Λℓ modes, we retain events
with a value of the neural net output above a threshold
(optimized using the Punzi FOM) and perform a fit in
∆E and mES only.
After the optimized selection criteria are applied, the

remaining background for the Λ+
c ℓ

− modes is composed
of roughly equal amounts of BB and qq̄ (q = u, d, s, c)
events, while the background for the Λℓ modes is almost

entirely qq̄.

V. EXTRACTION OF RESULTS

As stated earlier, the signal yield is extracted with an
unbinned extended maximum likelihood fit. For all decay
modes, the signal mES PDF is modeled as a Crystal Ball
function [19], which has three free parameters. The signal
∆E PDF is the sum of two Crystal Ball functions with
the same mean. For the Λ+

c ℓ
− decay modes, the signal

neural net output is modeled by a non-parametric PDF
implemented in the RooFit [20] package that models the
distribution as a superposition of Gaussian kernels [21].
The full signal PDF is a product of these PDFs. Signal
MC samples for each decay mode are used to determine
the parameter values for these functions, and these values
are fixed in the fit to the data.
For all decay modes, the backgroundmES PDF is mod-

eled as an ARGUS function [22] and the background ∆E
PDF is modeled as a linear function. The unnormalized
ARGUS function is defined as Ψ(m) = mupecu, where
p = 0.5, u = 1− (m/m0)

2, c is the curvature parameter,
and m0 is the kinematic cutoff above which the function
is defined to be 0. We determine m0 = 5.290 GeV/c2 by
a fit to the background MC events and fix this value in
the fit to the data. For the Λ+

c ℓ
− decay modes, the back-

ground neural net output PDF is modeled as a Crystal
Ball function.
In the fit, the number of background events is a free

parameter and the number of signal events S is the prod-
uct of the branching fraction B, which is treated as a
free parameter, and a conversion factor F : S = BF ,
where F = ǫBΛ(c)

NB, BΛ(c)
is the branching fraction for

the Λ+
c or Λ, and NB is the number of either neutral

or charged B mesons in the dataset; NB = 2NΥ (4S)BBB,
where NΥ (4S) is the number of Υ (4S) in the dataset, BBB

is the branching fraction for the Υ (4S) to decay to either
a neutral or charged BB pair, and the factor of 2 ac-
counts for the pair of B mesons produced in each Υ (4S)
decay. There are no other free parameters for the signal
PDF. The two-dimensional background PDF for the Λℓ
modes has two free parameters (the ∆E slope and the
mES ARGUS shape parameter); the three-dimensional
background PDF for the Λ+

c ℓ
− modes has three addi-

tional free parameters for the Crystal Ball function that
models the neural net output.
In order to incorporate systematic uncertainties on F

(discussed below) directly in the fit and propagate them
to the total uncertainty on the branching fraction, a
Gaussian constraint is included as a term (G) in the ln-
likelihood function (lnL): G = (F −Ffit)

2/2δ2F , where F
is the value we calculate for the conversion factor, Ffit is
a free parameter, and δF is the uncertainty on the con-
version factor. The Gaussian constraint is turned off in a
subsequent fit to extract the statistical uncertainty only.
This error is then subtracted in quadrature from the total
error to determine the systematic error on the branching
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fraction from these sources.
In order to test the stability and sensitivity of the fit-

ting procedure as well as to search for possible bias in
the fit, simulated signal events are embedded in a sam-
ple of background events generated from the background
PDFs using MC techniques. We generate many indepen-
dent samples with varying ratios of the number of em-
bedded signal events to the number of background events
in order to model different branching fractions. These
samples are fit and the extracted branching fractions are
compared with the branching fractions used to determine
the amount of embedded signal events. Biases of no more
than 20% of the statistical uncertainty on the result of an
individual fit are observed, depending on the decay mode
and the number of signal events. In addition, for B = 0
fits, we observe that 0.1% to 1.5% of fits (depending on
decay mode) have no candidates in the signal region, and
are thus unable to constrain the signal parameters. To
avoid unmathematical negative PDF values [23], we refit
these cases in the data with a constraint that the PDF
must be positive throughout the fitting region.
Systematic uncertainties are due to uncertainties on

Λ and Λ+
c branching fractions, the total number of

B mesons produced during the experiment’s lifetime,
and the tracking and PID efficiencies, which are deter-
mined from control samples in data. We use the mea-
sured branching fractions and associated uncertainties
for Υ (4S) → B+B− and Υ (4S) → B0B̄0, which are
(51.6 ± 0.6) × 10−2 and (48.4 ± 0.6) × 10−2, respec-
tively [24]. For the Λ+

c ℓ
− mode, the systematic un-

certainty is dominated by the 26% uncertainty on the
Λ+
c → pK−π+ branching fraction; the other uncertain-

ties contribute about 3%. We do not assign any system-
atic uncertainty due to the assumption of an unpolar-
ized final state. Systematic uncertainties from the fixed
PDF parameters are considered to be negligible. The to-
tal systematic uncertainties are estimated to be 26% for
B0 → Λ+

c ℓ
−, 3.0% for B− → Λµ− and B− → Λ̄µ−, and

2.5% for B− → Λe− and B− → Λ̄e−.
The data and the fit projections are shown in Figs. 1, 2,

and 3 for B0 → Λ+
c ℓ

−, B− → Λℓ−, and B− → Λ̄ℓ−,
respectively.

VI. RESULTS

No significant signal is observed and an upper limit
is calculated for the branching fraction for each decay
mode. To calculate the upper limit, the branching frac-
tion is varied around the best fit value Bbest and the other
parameters are refit to map out the difference in the ln-
likelihood: ∆ lnL = lnL(Bbest) − lnL(B). We integrate
the function y = e−∆lnL over B. While the fit allows
the branching fraction to assume negative values, we ig-
nore the unphysical region with B < 0 and calculate the
integral for B > 0. We determine the value of the branch-
ing fraction B90% for which 90% of the area lies between
B = 0 and B90% and interpret this as the upper limit at
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FIG. 1. Data for all events in the fitting region with overlaid
fit results for B0 → Λ+

c ℓ
− candidates. The left column is for

the muon mode and the right column the electron mode. Dis-
tributions of (a,b) mES, (c,d) ∆E, and (e,f) neural net (NN)
output are shown. Dashed lines represent the background
components of the fit and solid lines represent the sum of the
signal and background components. The lack of a significant
signal makes the solid and dashed lines indistinguishable in
some plots. In subfigure (e) and (f), the vertical dashed line
indicates the selection criteria on the neural net output.

90% confidence level. The results from the fit are given in
Table I. Since the biases observed in Monte Carlo studies
are small compared to the statistical uncertainties, we do
not include their effect in the results. For the Λ̄e− decay
mode, there are no candidates in the signal region. The
fitted branching fraction for this decay mode is equal to
the limit in the fit determined by the requirement that
the PDF be positive throughout the fitting region.

VII. SUMMARY

Searches are performed for the decays B0 → Λ+
c ℓ

−,
B− → Λℓ− and B− → Λ̄ℓ−, using the full BABAR data
set. No significant signal for any of the decay modes
is observed and upper limits are determined at the 90%
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FIG. 2. Data for all events in the fitting region with overlaid
fit results for B− → Λℓ− candidates. The left column is for
the muon mode and the right column the electron mode. Dis-
tributions of (a,b) mES and (c,d) ∆E are shown. Dashed lines
represent the background components of the fit and solid lines
represent the sum of the signal and background components.
The lack of a significant signal makes the solid and dashed
lines indistinguishable in some plots.
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FIG. 3. Data for all events in the fitting region with overlaid
fit results for B− → Λ̄ℓ− candidates. The left column is for
the muon mode and the right column the electron mode. Dis-
tributions of (a,b) mES and (c,d) ∆E are shown. Dashed lines
represent the background components of the fit and solid lines
represent the sum of the signal and background components.
The lack of a significant signal makes the solid and dashed
lines indistinguishable in some plots.

TABLE I. Total number of candidates used in the fit (Ncand),
the central value for the branching fraction returned by the fit
(B), signal efficiency (ǫ) excluding the contribution from the
Λ(c) branching fraction, and upper limits on the branching
fraction at 90% confidence level (B90%) for each decay mode.

Decay mode Ncand B (×10−8) ǫ (%) B90% (×10−8)

B0 → Λ+
c µ

− 814 −4+71
−56 26.3± 0.9 180

B0 → Λ+
c e

− 651 190+130
−90 25.7± 0.7 520

B− → Λµ− 320 −2.3+3.5
−2.5 28.7± 0.9 6.2

B− → Λe− 194 1.2+3.7
−2.6 27.2± 0.6 8.1

B− → Λ̄µ− 192 1.5+2.6
−1.7 31.3± 1.0 6.1

B− → Λ̄e− 74 −0.9+0.7
−0.0 30.0± 0.6 3.2

confidence level.
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