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We present an extensive experimental characterization of the e± phase space at the interaction point of the
SLAC PEP-II B-Factory, that combines a detailed mapping of luminous-region observables using the BABAR

detector, with stored-beam measurements by accelerator techniques.

1. Introduction

Measuring the beam parameters at the inter-
action point (IP) of e+e− colliders has histor-
ically been both essential and extremely chal-
lenging for accelerator builders. Exploiting the
shape of the event-vertex distribution to measure
bunch length, emittance and IP β-function was
pioneered by Cinabro et al. [1][2] using the CLEO
detector at CESR; a similar approach was later
exploited at the Tevatron [3]. The advent of high-
luminosity e+e− Factories opened opportunities
for more refined measurements, at the price how-
ever of an increased complexity: in a two-ring
collider, the phase space and IP optical functions
of the two beams are no longer constrained to
be equal. At PEP-II [4], the very large usable
event rate, combined with the performance of the
BABAR silicon vertex tracker [5] and with advances
in data acquisition and on-line processing capa-
bility, made it possible to reconstruct in real time
the spatial and transverse-momentum distribu-
tions of e+e−, µ+µ− final states, which reflect
the phase-space distributions of the colliding e±.
This allowed to provide feedback to the acceler-
ator, on the time scale of a few tens of minutes,
on the position, orientation, size and shape of the
luminous region.

∗Submitted to NIM-A for publication. Work supported in
part by DOE Contract DE-AC02-76SFO0515
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In this paper, we present an extensive charac-
terization of the e± phase space at the PEP-II
IP, that combines (Fig. 1) a detailed mapping
of luminous-region observables using e+e− →
µ+µ−, e+e− events, with single-beam measure-
ments by conventional accelerator techniques.
The B-Factory and the relevant aspects of the
BABAR detector are described in Sec. 2. The
formalism relating experimental observables to
beam parameters is presented in Sec. 3. On-line
event reconstruction allows real-time monitoring
of IP position and beam angles, horizontal and
longitudinal luminous sizes, vertical β-function
and angular divergences (Sec. 4). The spatial
variation of the luminosity (Secs. 5 and 6), and
the transverse-boost distribution (Sec. 7) of the
colliding e± provide ready access to simple com-
binations of the spatial and angular variables de-
scribing the beam matrices near the IP. The spe-
cific luminosity (which is proportional to the in-
verse product of the overlap IP beam sizes) is con-
tinuously monitored, while transverse spot sizes
are measured in the two rings using synchrotron-
light monitors and extrapolated to the IP using
measured lattice functions (Sec. 8). A combined
offline analysis of these measurements provides
constraints on the emittances, horizontal and ver-
tical spot sizes, β functions and bunch lengths of
both beams at the IP during physics data-taking
(Sec. 9).
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Figure 1. Conceptual flow chart of the combined
phase-space analysis at the PEP-II IP.

2. Experimental Context

2.1. The SLAC B-Factory
PEP-II [4,6] is an asymmetric-energy collider

designed to operate at the Υ (4S) resonance with
the e+e− center-of-mass boosted by βγ = 0.56.
It consists of two rings, stacked vertically in a
2.2 km tunnel. Positrons from the SLAC linac
are continuously injected on-energy and accumu-
lated in the low-energy ring (LER), as are elec-
trons in the high-energy ring (HER). The beams
collide head-on in the middle of the BABAR exper-
iment, and are separated magnetically by a com-
bination of permanent-magnet dipoles and off-
axis quadrupoles. Beam parameters at the IP are
listed in Table 1. The history of the B-Factory
luminosity performance is summarized in Fig. 2.

BABAR [5] is a general-purpose detector for par-
ticle physics, consisting of multiple subsystems
for the detection and identification of charged
and neutral particles. The detector is longitu-
dinally asymmetric, commensurate with the dif-
ference between the e− and e+ beam energies.
The Silicon Vertex Tracker (SVT) is located clos-
est to the beam pipe. Charged-particle tracking
is performed by the SVT in conjunction with the
surrounding drift chamber (DCH). Outside the
DCH are the quartz bars of the Čerenkov-light
detector (DIRC), followed by the thallium-doped

Table 1
Design beam parameters [4] at the PEP-II IP.

The numbers in parentheses are the best-achieved
values (not necessarily simultaneously).

LER (e+) HER (e−) Units
Energy 3.1 9.0 GeV
ǫx/ǫy 64/2.6 48/1.9 nm-rad
β∗

x/β
∗
y 37.5/1.5 50/2.0 cm

σ∗
x/σ

∗
y 155/6.2 155/6.2 µm

σ′
x/σ

′
y 0.4/0.4 0.3/0.3 mrad

σz 1.0 1.0 cm
Current 2140 (3213) 990 (2069) mA
Nbunch 1658 (1726)

L 3 (12) × 1033 cm−2s−1

cesium-iodide crystals that form the electromag-
netic calorimeter (EMC). The EMC measures
electromagnetic showers, providing sensitivity to
neutral particles and discrimination between elec-
trons and muons. These detectors are immersed
in a 1.5 T solenoidal magnetic field. The outer-
most detector is the Instrumented Flux Return,
composed of steel plates interleaved with gaseous
detectors, for the detection and identification of
muons and K0

L
.

The fast luminosity monitor [7] consists
of a fused-silica Čerenkov hodoscope with
photomultiplier-tube readout, that counts pho-
tons emitted at the IP, through the radiative-
Bhabha process (e+e− → e+e−γ), collinear with
the incoming positrons. It is located 8 m down-
stream of the IP and provides bunch-by-bunch
and total luminosity measurements at the rate of
a few Hz. Its absolute normalization is pegged
to the luminosity measured, on a slower time
scale, using wider-angle Bhabhas reconstructed in
BABAR.

2.2. The BABAR Tracking System
The BABAR charged-particle tracking system,

the performance of which is crucial to many of
the results in this paper, was designed for preci-
sion vertexing, as well as for excellent momentum
resolution over the entire BABAR fiducial volume.
This is achieved by combining SVT measure-
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Figure 2. Daily integrated luminosity (top) and
cumulative integrated luminosity (bottom) for
PEP-II and BABAR.

ments, which allow stand-alone precision track-
ing close to the beam line, with those of the Drift
Chamber, which provide a longer lever arm for
momentum measurement. Signals from the DCH

are also used to find tracks for the BABAR trigger
system.

2.2.1. The Silicon Vertex Tracker
The SVT consists of five layers of 300µm thick

double-sided silicon-strip detectors that provide
both z and r−φ coordinate measurements as close
as possible to the primary event vertex. A cus-
tom application-specific integrated circuit (ASIC)
reads out the time-over-threshold for each strip.

The BABAR beam-pipe has an inner radius of
2.5 cm and consists of two cylinders of Be with
a cooling-water channel; it is a total of 0.9%X0

thick. The inner three layers of the SVT consist
of six modules arranged azimuthally around the
beam pipe, at radii of 3.2, 4.0, and 5.4 cm. The
two outer layers consist of a barrel portion plus
an angled arch to increase the coverage in polar
angle θ while minimizing the amount of multi-
ple scattering. While the inner three layers are
the most critical for vertex resolution, the en-
tire five-layer device enables tracks to be found in
the SVT alone, allowing redundant track finding
between the SVT and DCH. The readout pitch
ranges from 50µm to 220µm, depending on the
layer and view. For the 100µm pitch detectors,
the single hit resolution is better than 20µm at
normal incidence. The silicon strip detectors are
mounted on very-low-mass carbon-fiber supports,
so at normal incidence the SVT as a whole is
2.3%X0 thick. The entire SVT is mounted in
a carbon-fiber support tube 0.5%X0 thick.

2.2.2. The Drift Chamber
The DCH consists of 40 layers arranged in 10

super-layers. There are four axial and six stereo
super-layers, balancing the requirements of track
finding and measurements in the r− z view. The
DCH uses an 80:20 mixture of helium and isobu-
tane, a gas that provides nearly minimum charge
collection time, while also minimizing the total
radiative thickness of the detector. The inner
wall of the DCH is 0.3%X0 thick and the gas
and wires comprise only 0.16%X0. The DCH
has hexagonal cells, arranged in a close-packed
pattern, within each super-layer. The single hit
resolution is better than 100µm in the interior of
each cell. Custom ASICs digitize the drift time
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and charge on each wire.

2.2.3. Tracking And Vertexing Perfor-
mance

Track finding is done independently in the SVT
and DCH, and the resulting tracks are com-
bined whenever possible. Tracks are fitted with a
Kalman-filter algorithm [8] that incorporates de-
tailed information about the magnetic field and
detector material. The Kalman filter starts at
the outside of the DCH and, for each step, adds
measured hits with appropriate errors, the inte-
gral of the magnetic field traversed, and multi-
ple scattering from detector material. Extrapo-
lated to the beam, each track fit has a covariance
matrix that includes the detector resolution for
each SVT and DCH hit on the track, as well as
the estimated multiple scattering from a detailed
detector model. Thus the covariance matrix is
an accurate representation of the errors for each
track.

The relative alignment of the SVT and DCH is
critical in obtaining bias-free measurements of de-
cay vertices and particle trajectories. This align-
ment is updated approximately once per hour by
minimizing the differences between tracks recon-
structed separately in the SVT and DCH. The
SVT is treated as a rigid body in this “global”
alignment. An additional “local” alignment is
critical for the luminous-region studies described
in Secs. 4–7, that depend on an accurate align-
ment of the SVT at the individual-sensor level.
The SVT alignment is performed [9] with pairs
of tracks from Bhabha and muon-pair events, se-
lected to be sensitive to local misalignments. The
free parameters in the local alignment fit are the
position and orientation of each of the 340 SVT
sensors, as well as a piece-wise linear bend along
the long axis of each sensor. These alignment con-
stants are determined from a combination of track
residuals and optical survey constraints. Partic-
ular attention was paid to prevent global distor-
tions. The alignment procedure was determined
to be accurate at the level of 5µm or better. Be-
cause of the complexity of the local alignment,
it is performed more rarely (roughly once per
month).

The track momentum resolution is parameter-

ized as: σ(pT )/pT = (0.13± 0.01)% · pT + (0.45±
0.03)% [5]. The vertex resolution for high mo-
mentum tracks is 23µm on the average, with a
range of 15 to 30µm and above, depending on
the region of the SVT traversed.

3. Experimental Observables and IP Beam
Parameters

3.1. Overview
The notation used to describe the single-beam

phase-space at the IP is defined in Sec. 3.2 be-
low. The spatial distribution of the luminosity
can be quantitatively described in terms of the
parameters of the luminous ellipsoid (Sec. 3.3),
and experimentally characterized using the dis-
tribution of event vertices (Sec. 4). Of particular
interest for extracting IP parameters is the hour-
glass effect, discussed in Sec. 3.4. This formalism
is applied to the experimental study of the longi-
tudinal luminosity distribution in Sec. 5; it is then
used, in Sec. 6, to extract the vertical emittance
and IP β-function from the measured longitudinal
dependence of the vertical luminous size. Both
the spatial and the angular distributions of the
incoming electrons and positrons determine the
transverse-boost distribution of µ+µ− pairs: the
formalism is presented in Sec. 3.5, and the corre-
sponding experimental studies in Sec. 7. Single-
beam parameters can in principle be determined
by a combination of orbit-based lattice diagnos-
tics (Sec. 3.6) and synchrotron-light beam-profile
measurements (Sec. 3.7); the experimental data
and their interpretation in terms of IP parame-
ters are presented in Sec. 8.

Except where specified otherwise, the following
assumptions apply throughout this paper.

• x-y coupling is small enough to be ne-
glected, both around the collider rings and
within the BABAR solenoid. This assump-
tion will be relaxed in Secs. 3.7 and 8, and
in part of Sec. 9.

• IP dispersion and angular dispersion are
considered negligible.

• The transverse e± densities are Gaussian,
implying that beam-beam induced distor-
tions and lattice non-linearities are assumed
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to remain negligible. The potential impact
of the beam-beam interaction on specific
measurements will be considered in the cor-
responding chapters.

• RF-impedance effects are supposed to be
weak enough for the longitudinal e± den-
sities to remain Gaussian within measure-
ment errors. The validity of this simplifying
assumption is tested in Sec. 5.1.

3.2. Single-beam IP Parameters
If one assumes only that the beams are Gaus-

sian, the e± particle density distribution can be
written

ρ(x, x′, y, y′, z, t) =
N

√

(2π)5 det σT σz

×

exp

[

− (z ± ct)2

2σ2
z

]

× exp

[

−1

2
~δr

T
σ−1

T
~δr

]

with

~δr =









δx
δx′

δy
δy′









,

σT =









σ2
x σxx′ σxy σxy′

· · · σ2
x′ σx′y σx′y′

· · · · · · σ2
y σyy′

· · · · · · · · · σ2
y′









.

Here x, y, z, x′, y′ are the spatial coordinates and
angles of a beam particle at time t, the vector ~δr
is the deviation of the particle trajectory from
the closed orbit, σz is the bunch length and σT

the beam matrix. In the case of no transverse
coupling the latter simplifies to

σT =

(

Λx 0
0 Λy

)

(1)

where i = x or y,

Λi = ǫi

(

βi −αi

−αi γi

)

,

αx,y = −1

2

δβx,y

δs
, (2)

and

γx,y =
1 + α2

x,y

βx,y
. (3)

Between the optical waist (nominally located at
the IP) and the first focusing element, and ne-
glecting the BABAR solenoid, these simplify to

βy = β∗
y +

(z − zw
y )2

β∗
y

(4)

αy = −
z − zw

y

β∗
y

(5)

and similarly for x. The parameters determining
the transverse distributions at the IP are, for each
beam, the x and y emittances ǫ, IP β-functions β∗

and waist locations zw. The individual transverse
beam sizes σib (i = x, y and b = +,−) are given
by:

σib =
√

ǫibβib.

These are not directly measurable at the IP,
but can be inferred from synchrotron-light beam-
profile measurements elsewhere in the rings
(Sec. 3.7), provided the lattice functions are
known with sufficient accuracy.

3.3. The Luminous Ellipsoid
Under the assumptions in Sec. 3.1 above, the

particle distribution in a bunch becomes

ρb(x, y, z, t) =
Nb

√

(2π)3σxbσybσzb

×

exp

[

− (x− x̄b)
2

2σ2
xb

− (y − ȳb)
2

2σ2
yb

− (z − ct)2

2σ2
zb

]

where b = + and b = − are associated with the
LER and HER, respectively. Nb is the number
of particles in the bunch, the σjb (j = x, y, z)
are the transverse and longitudinal stored-beam
sizes, and x̄b and ȳb are the transverse bunch
centroids. The three-dimensional spatial lumi-
nosity distribution L(x, y, z), also known as the
luminous ellipsoid, is determined by the time-
integrated product of the overlapping particle
densities of the two colliding beams.

In general, luminosity-weighted observables
can be calculated by taking the appropriate mo-
ment of the product of beam particle densities.
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For example, the vertical luminous centroid is
given by

yL(z) =

∫

yρ+ρ−
∫

ρ+ρ−

where the integral runs over x, y, x′+, x′−, y′+,
y′− and t. Similarly, the vertical (or y − z) lu-

minous tilt is defined as y′L = δy
L

δz . Equivalent
expressions hold for the horizontal centroid and
luminous tilt, and for the longitudinal centroid.
These parameters define the position and orien-
tation of the luminous ellipsoid; they are contin-
uously monitored on-line (Sec. 4), and must be
taken into account when analyzing the long-term
history of IP parameters (Secs. 5–7).

For head-on collisions (no relative transverse
offsets, negligible crossing angles), the longitudi-
nal luminosity distribution is given by

dL
dz

= 2c

∫

ρ+ρ− dt dx dy

=
2N−N+

√

(2π)3ΣzΣxΣy

exp

(

− (z − zc)
2

2(Σz/2)2

)

(6)

where zc is the longitudinal location where the
bunches collide and

Σj =
√

σj−
2 + σj+

2 (7)

are the convoluted beam sizes. The longitudinal
convoluted beam size Σz can be extracted, to-
gether with the effective vertical IP β function
β∗

y,eff , from the longitudinal luminosity distribu-
tion; that formalism is outlined in Sec. 3.4. The
transverse convoluted beam sizes Σx, Σy can be
measured by beam-beam scans [10]–[12], but only
at small bunch currents, i.e. when the beam-
beam parameters are low enough.

A related – albeit distinct – measure of trans-
verse phase space is supplied by the vertical lu-

minous size σyL, defined by

(σyL)2 = y2
L(z) =

∫

y2ρ+ρ−
∫

ρ+ρ−
,

which is related to the stored-beam sizes by

σyL =

(

1

σy−
2

+
1

σy+
2

)−1/2

, (8)

with equivalent expressions for σxL. These two
parameters describe the transverse shape of the
luminous ellipsoid; they are directly measurable
(provided the BABAR vertexing resolution is prop-
erly taken into account), and carry information
about β functions and emittances (Sec. 6). In
the limiting case where the e+ and e− beam sizes
are pair-wise equal, one recovers the familiar ex-
pressions valid in single-ring colliders:

σiL = σib/
√

2 = Σi/2.

The specific luminosity Lsp is defined as the lu-
minosity per bunch and per unit bunch currents.
Integrating Eq. 6 yields Lsp ∼ 1/ΣxΣy: this ob-
servable, which is continuously monitored using
high–rate, radiative–Bhabha events, can thus be
used to constrain certain e± beam-size combina-
tions, as discussed in Sec. 9.

3.4. The Hourglass Effect
In the vicinity of the IP, the e± trajectories

are straight lines, and the IP angular spread σ′
ib

(i = x, y) induces a longitudinal dependence of
the transverse beam size:

σib
2(z) = σ∗

ib
2 + σ′

ib
2
(z − zw

ib)
2

where zw
ib is the longitudinal position of the opti-

cal waist, σ∗
ib is the IP spot size, and

σ′
ib =

√

ǫib
β∗

ib

is the RMS angular divergence. Equivalently,

σib
2(z) = ǫibβ

∗
ib

(

1 +
(z − zw

ib)
2

β∗
ib

2

)

. (9)

This hourglass effect is noticeable only when β∗
ib is

smaller than or comparable to the bunch lengths.
In e± rings this is typically true in the vertical
only: σyb(z) increases with the distance to the
waist, while within a few bunch lengths of the IP,
the horizontal beam sizes remain essentially con-
stant (except possibly in the presence of strong
beam-beam effects).

The dominantly Gaussian shape of the longitu-
dinal luminosity distribution (Eq. 6) is modified,
through its Σy dependence, by an hourglass fac-
tor function of β∗

y+ and β∗
y− (the β∗

x dependence
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is negligible). This can be expressed in terms of
a single effective IP β-function:

β∗
y,eff =

√

ǫy−β∗
y− + ǫy+β∗

y+

ǫy−/β∗
y− + ǫy+/β∗

y+

(10)

provided the two optical waists occur at the same
location (zw

y− = zw
y+). The problem simplifies if

either the vertical e± emittances or IP β functions
are equal (both conditions are satisfied in single-
ring e+e− colliders). Simultaneous measurements
of β∗

y,eff and Σz are presented in Sec. 5.
The vertical luminous size σyL also increases as

a function of the distance to the waist, at a rate
that depends on β∗

y+,− and ǫy+,−, albeit with a
slightly different functional dependence from that
of β∗

y,eff above. For such measurements the IP β-
functions of the LER and HER are assumed to be
identical (β∗

y+ = β∗
y− = β∗

y), as are the positions
of the optical waists (zw

y+ = zw
y−). From the fit

to the z-dependence of the vertical luminous size,
one then extracts an effective vertical emittance:

ǫy,eff = 2
ǫy+ǫy−
ǫy+ + ǫy−

(11)

and a common value of β∗
y , as presented in Sec. 6.

3.5. The Boost Formalism
The luminous products of e+e− collisions pro-

vide another experimentally measurable quantity.
The boost vector B is defined as the total three-
momentum of the µ+µ− pair. The distributions
of the horizontal and vertical angles of this vec-
tor, or boost angles, and in particular the spatial
dependence of their mean and RMS spread, carry
extensive information about the IP parameters of
both beams.

In the coordinate system of the incoming elec-
tron beam, the horizontal boost angle x′B of a
muon pair is related to the angles x′− and x′+ of
the parent electron and positron by

x′B = Bx/|B|
≈

(

E−x
′
− − E+x

′
+

)

/ (E− − E+)

= f−x
′
− − f+x

′
+,

where the total momentum has been approxi-
mated by the difference in beam energies, and
f−(+) is the ratio of the electron (positron) beam
energy to the difference of the two beam energies.

The mean horizontal boost angle is given by

x′B(z) =

∫ (

f−x
′
− − f+x

′
+

)

ρ+ρ−
∫

ρ+ρ−
,

where the integrals are performed over time and
all transverse coordinates. When the two beams
cross the IP with a non-zero mean angle x′◦ and a
half crossing-angle θc, the mean horizontal boost
angle depends on the emittances and β functions
of both beams:

x′B = x′◦ + θc

{

f− + f+ −

2z2

Σx
2

(

f−
ǫx−
β∗

x−

+ f+
ǫx+

β∗
x+

)}

.

The position of the horizontal luminous centroid
depends on the relative horizontal beam sizes:

xL = z

(

x′◦ + θc
σ2

x+ − σ2
x−

σ2
x+ + σ2

x−

)

,

and so does, therefore, the horizontal luminous
tilt x′L = δxL

δz . Combining the measured hori-
zontal luminous tilt and mean boost angle, and
assuming limits on the ratio of the horizontal IP
spot sizes, provides a reliable estimate of the hor-
izontal crossing angle:

x′B − x′L ≈ θc

(

f− + f+ − σ2
x+ − σ2

x−

σ2
x+ + σ2

x−

)

(12)

(using the very good approximation of z ≪ β∗
x).

Examples of such measurements are detailed in
Sec. 7.3.2.

When the beams collide with small enough a
crossing angle, the spread in horizontal boost an-
gle is given by

σx′

B

2 ≈ f2
−ǫx−

β∗
x−

+
f2
+ǫx+

β∗
x+

= f2
−σ

2
x′

−

+ f2
+σ

2
x′

+
(13)

where we have used the fact that β∗
x is consid-

erably larger than the bunch lengths. Assuming
similar horizontal angular divergences for the two
beams, the horizontal-boost angular spread σx′

B
is

largely determined by the angular divergence of
the higher-energy e− beam.

In the vertical plane, the boost angular spread
is given by the more general expression of Eq. 14.
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σy′

B

2 =

∫ (

f−y
′
− − f+y

′
+

)2
ρ+ρ−

∫

ρ+ρ−
−
[

y′B(z)
]2

=

{

(

ǫy−β
∗
y− + ǫy+β

∗
y+

)

(

f2
−

ǫy−

β∗

y−

+ f2
+

ǫy+

β∗

y+

)

+
ǫy−

β∗

y−

ǫy+

β∗

y+

(

f−αy+β
∗
y+ − f+αy−β

∗
y−

)2
}

[

ǫy−β∗
y−(1 + α2

y−) + ǫy+β∗
y+(1 + α2

y+)
] (14)

Its z-dependence is determined by the α terms,
and receives observable contributions from both
beams. As a consequence, the boost angle de-
pends on where the collision occurs with respect
to the optical waists of the two beams. This cor-
relation is most naturally expressed in the coordi-
nate system defined by the axes of the luminous
ellipsoid. Provided the y − z crossing angle is
zero, the mean vertical angle of those electrons
that contribute to the luminosity at a given point
(x, y, z) is related to their vertical position y by

y′− =

∫

y′−ρ+ρ−
∫

ρ+ρ−

= y
z − zw

y−

β∗
y−

2 +
(

z − zw
y−

)2 .

The mean vertical boost angle can thus be written

y′B = f−y′− − f+y′+

= y
f−
(

z − zw
y−

)

β∗
y−

2 +
(

z − zw
y−

)2 −

y
f+
(

z − zw
y+

)

β∗
y+

2 +
(

z − zw
y+

)2 (15)

δy′B
δy

(z) =
f−
(

z − zw
y−

)

β∗
y−

2 +
(

z − zw
y−

)2

−
f+
(

z − zw
y+

)

β∗
y+

2 +
(

z − zw
y+

)2 .

This relation is altered by (partially correlated)
measurement errors on y′B and on the vertex y-
coordinate. Assuming Gaussian resolution func-
tions, the observed y − y′B correlation obeys

(

δy′B
δy

)

obs

=
σyy′

res

σyL
2 + σ2

yres

+

σyL
2

σyL
2 + σ2

yres

{

f−(z − zw
y−)

β∗
y−

2 +
(

z − zw
y−

)2 −

f+(z − zw
y+)

β∗
y+

2 +
(

z − zw
y+

)2

}

(16)

where the vertical vertexing resolution σyres
and

vertexing-trajectory correlation σyy′
res

can be ex-
tracted from the data.

These relationships illustrate the dependence
of the boost angles on the LER and HER emit-
tances, IP β functions and waist positions. Pre-
cise measurement of the means and spreads of
these angles, including their spatial dependence,
allows the extraction of the individual beam pa-
rameters as discussed in Sec. 7.

3.6. Lattice diagnostics
Lattice functions are measured one ring at a

time, by exciting the beam horizontally or ver-
tically at the corresponding betatron frequency,
and by recording, on a thousand consecutive rev-
olutions, synchronized readings of all the beam
position monitors (BPMs). Such turn-by-turn or-
bits are recorded both at the nominal beam en-
ergy, and with the RF frequency varied up and
down by typically 0.5 kHz to determine in ad-
dition the dispersion function. Harmonic analy-
sis of these data provides high-precision measure-
ments of the phase and amplitude, at each BPM,
of the coherent component of the transverse mo-
tion of the beam. The procedure is always car-
ried out in single-bunch mode to eliminate any
risk of multibunch-induced distortions of the be-
tatron motion. The data can be analyzed either
in terms of uncoupled betatron functions, or ex-
ploited to infer a full model of the ring optics with
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minimal a priori assumptions.
The first approach is that of the phase-advance

method [13], which is well established and rel-
atively straightforward to implement. Briefly,
relative phase advances between three consecu-
tive BPMs allow to determine the ratio of the
β-function measured at each of these BPMs, to
that predicted, at the same location, by the op-
tical model of the lattice. Repeating the proce-
dure around the ring yields, at any location, the
values of β and α — or more precisely the ra-
tio between their actual and predicted values. In
practice however, the accuracy of the measure-
ment is degraded, in the vicinity of the IP, by
unfavorable phase relationships between consec-
utive BPMs. In addition, the formalism imple-
mented for PEP-II is fundamentally uncoupled,
and its applicability questionable in the presence
of strong local x-y coupling, as is for instance the
case in the interaction region of the LER.

In contrast, the “model-independent analysis”
(MIA) approach [14] is based on a fully-coupled
formalism, and designed to remain insensitive to
modeling assumptions. Starting from the res-
onantly excited turn-by-turn BPM data, it re-
constructs a detailed model of the lattice that
includes the fitted strengths of all the normal
and skew quadrupoles (or quadrupole families),
as well as quadrupole feed-down from offset sex-
tupoles. The final result is an optics model of the
lattice, called a virtual machine [15], that in prin-
ciple mirrors the optical properties of the actual
ring. While the method often proved very pow-
erful, the results are sometimes affected by the
varying quality of the BPM data, and their inter-
pretation may be delicate because of the intricacy
of the fitting procedure.

3.7. Use of synchrotron-light profile moni-
tors

By combining, in each ring, profile-monitor
data with measured lattice functions, one can in
principle extract the eigenemittances and predict
the e± spot sizes at the IP.

PEP-II is equipped with several beam-profile
monitors. These devices determine locally the
x and y e± beam sizes, and in most cases also
the associated x-y tilt. In the LER, a visi-

ble synchrotron-light monitor (SLML) [16], lo-
cated in a high-coupling region 30m from the
IP, is complemented by a pin-hole X-ray cam-
era (SXML) [17] at a separate, more favorable
location. The HER is equipped with one visible-
light monitor (SLMH) in a nominally uncoupled
region [18]. A synchrotron-light interferometer,
associated with each SLM, splits off a portion
of the light from the same source to provide a
higher-resolution measurement of the narrow ver-
tical beam size [19–21].

In the presence of x-y coupling, the simplified
phase-space description of Eq. 1 can be general-
ized using the one-turn matrix formalism devel-
oped in Refs. [12,22]. In this context, the pro-
jected beam sizes (σx, σy) anywhere around a ring
can be expressed in terms of the emittances of
the two transverse normal modes and of ten lat-
tice parameters, that together fully describe the
beam phase space at the location considered:

σ2
x = β1ǫ1g

2 +

(β2w
2
22 + 2α2w22w12 + γ2w

2
12)ǫ2 + σ2

ηx
(17)

σ2
y = β2ǫ2g

2 +

(β1w
2
11 − 2α1w11w12 + γ1w

2
12)ǫ1 + σ2

ηy
. (18)

Here, w is a 2×2 quasi-symplectic matrix describ-
ing the coupling between x and y, g2 = 1−det(w),
ǫi (i = 1, 2) is the emittance of eigenmode i, βi is
the corresponding β function, αi and γi are de-
fined by Eqs. 2 and 3, ηx,y is the horizontal or
vertical dispersion, and σηx,y

= ηx,y ∆p/p rep-
resents the dispersive contribution to the beam
size.

Lattice properties are measured by resonant ex-
citation as described in Sec. 3.6. The BPM data
are analyzed by the MIA method [15], and fitted
in the context of the LEGO package [23,24] to
produce a set of fully-coupled lattice functions.
As a byproduct, this procedure also predicts, for
later comparison, the e± eigenemittances and the
IP spot sizes in the absence of beam-beam inter-
actions.

The eigenemittances, being invariants, should
not depend on where in the ring they are mea-
sured. They can therefore be inferred, using
Eqs. 17 and 18, from the lattice functions at the
source point of the profile monitor, combined with
the transverse beam sizes measured at the same
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location.
In addition, because x-y coupling may also

cause a tilted profile-monitor image, it is possi-
ble to further constrain the analysis by a third
equation that involves the tilt angle ψ measured
at the monitor:

tan(2ψ) = 2σxy/(σ
2
x − σ2

y) (19)

where

σxy = g[(β2w22 + α2w12)ǫ2 − (β1w11

−α1w12)ǫ1] + σηxσηy .

An SVD fit making use of all the available
measurements improves the determination of the
emittances. This approach is especially impor-
tant for the LER, which is heavily coupled at the
SLML, but where the SXML monitor provides a
redundant set of equations.

Once the eigenemittances have been deter-
mined from profile-monitor data, they can be
combined with the fitted lattice functions at the
IP to predict the e± transverse beam sizes at the
collision point: these studies are presented in de-
tail in Sec. 8.

4. Online Monitoring of the Luminous Re-
gion

The quasi-elastic scattering processes e+e− →
µ+µ−, e+e− are chosen for our purposes, be-
cause of their simple, background-free topol-
ogy and low track multiplicity, which translate
into faster event processing (Sec. 4.1). The
three-dimensional distribution of event vertices
(Sec. 4.2) monitors the position, orientation, size
and shape of the luminous ellipsoid. The convo-
luted bunch length Σz, effective vertical β func-
tion β∗

y,eff and waist position zw
y are also continu-

ously monitored, using algorithms developed for
the offline analysis of the longitudinal luminosity
distribution (Sec. 5). The boost vector of recon-
structed µ+µ− pairs is used online to track the
horizontal e+e− crossing angle and the energy-
weighted angular divergence; the presentation of
the latter two analyses is deferred until Sec. 7.

4.1. Data Acquisition and Online Process-
ing

When PEP-II operates at a luminosity of
1034 cm−2s−1, about 1500 e+e− → e+e−, µ+µ−

events are recorded per minute in BABAR. Event
data are collected on a farm of 32 Linux
nodes. Based on the Level-1 trigger flags, sub-
sets of events are redirected to eight monitoring
CPUs that run the full BABAR tracking software.
Charged-particle trajectories are reconstructed
using hits recorded in the SVT and DCH, and the
resulting track list is fed to a selection algorithm
that retains the appropriate two-prong events.

Events accepted for online monitoring are re-
quired to have exactly two oppositely-charged,
well-reconstructed tracks. Track quality criteria
include a minimum of 5 hits in the SVT and
between 20 and 50 hits in the DCH; the track
polar angle θ must satisfy cos θ < 0.9 to re-
ject trajectories traversing the permanent-magnet
beam-separation dipoles. Two-body final-state
kinematics are enforced by requiring an invariant
mass above 9.5 GeV, with the two tracks almost
back-to-back in the transverse plane (cos ∆φ <
−0.99, where ∆φ is the difference in azimuthal
angles). Exploiting the asymmetry of beam en-
ergies, cosmic rays are completely removed by
requiring that the two tracks satisfy 1/tan θ1 +
1/tan θ2 > 0.5. The χ2 per degree of freedom
of the vertex fit must be less than 3. In order
to fully exploit the SVT resolution, the boost
analysis is further restricted to muon pairs, re-
jecting Bhabha events by requiring that the total
EMC energy be less than 3.0 GeV. The offline
analyses discussed in Secs. 5 to 7 apply the same
primary event selection as that described above,
with somewhat tightened criteria for some appli-
cations; such cases are mentioned in the corre-
sponding sections.

4.2. Online Characterization of the Lumi-
nous Ellipsoid

The spatial coordinates of the retained event
vertices are continuously histogrammed. All dis-
tributions are available for viewing in real time
over network links by many clients; they are typ-
ically refreshed once per second (faster update
rates are possible). The mean and standard devi-
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ation of these distributions, which reflect the cen-
troid location and the RMS size of the luminous
region, are regularly updated and, after correc-
tion for experimental resolution, shipped to the
accelerator control system. Here the typical re-
fresh period is 10 minutes, which at a luminos-
ity of 1034 cm−2s−1 corresponds to 7000 accumu-
lated events (there is insufficient CPU available
to process online all the two-prong events that
BABAR records). All measurements, together with
other accelerator parameters, are also archived for
long-term monitoring and offline study.

4.2.1. Luminous Centroids and Beam IP
Angles.

The knowledge and long-term stability of the
interaction-region (IR) orbit is crucial to ensure
the reproducibility of the ring optics. The ex-
pected resolution on the position of the luminous
centroid is about 1µm, 0.5µm, and 0.1 mm for
xL, yL and zL respectively, as confirmed by the
sample-to-sample scatter in the time history of
the actual centroids (Fig. 3).

In e+e− colliders, the transverse IP position is
typically monitored using BPMs located one or
more quadrupoles away from the IP. Such a mea-
surement is compared to the online BABAR data in
Fig. 3. The IP-position variations reported by the
BPMs are inconsistent in amplitude, and a couple
of hours off in phase, compared to those reported
by BABAR. This is attributed to the combination
of several factors: lattice-modeling errors (which
affect the transfer matrix from the BPMs to the
IP); drifts in the BPM electronics; and mechani-
cal motion (thermal expansion of mechanical sup-
ports, differential long-term ground motion), that
distorts, in a time-dependent manner, the rela-
tion between the beam positions and angles at
the IP and those at the BPMs. In contrast, the
BABAR IP position directly measures the quantity
of interest, on an absolute scale set by the ex-
tremely precise and stable mechanical structure
of the SVT. It has proven a valuable tool to di-
agnose large thermally-induced motion in the IR,
or to properly restore the horizontal IP position
(to which the e+ optics is rather sensitive) after
long interruptions.

Similar observations apply to the vertical
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Figure 3. Time history of the vertical IP posi-
tion. Top: vertical luminous centroid reported by
BABAR. Bottom: y position of the e+ beam at the
IP, measured by the BPMs. The BPM data have
an arbitrary zero offset. The sine-like behavior is
caused by day-night temperature variations.

(Fig. 4, top) and horizontal luminous tilts, for
which BABAR measurements are more reliable
than the individual beam angles extracted from
BPM data. In the vertical plane, the ribbon
beams are held in tight relative alignment by
an accelerator feedback loop that maximizes the
instantaneous luminosity; the actual value of
the common vertical IP angle is narrowly con-
strained by synchrotron-radiation heating of IR
beam pipes, and needs to be closely monitored.
In the horizontal plane, the difference between
the mean boost angle and luminous tilt yields the
horizontal crossing angle (Eq. 12), as detailed in
Sec. 7.

The longitudinal position zc ∼ zL of the col-
lision point, which ideally should coincide with
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Figure 4. Top: history of the vertical luminous
tilt y′L (full squares), and vertical e− IP angle
reported by the beam position monitor system
(open circles). The steps reflect deliberate adjust-
ments of the orbit after major accelerator mainte-
nance. Bottom: history of the longitudinal lumi-
nous centroid (dots), and half of the differential
RF phase between the two rings (open circles).
The RF-phase data have an arbitrary zero offset.

that of the optical waists, is not directly mea-
surable by accelerator techniques: only its rela-
tive variation averaged over the bunch train can
be inferred from empirical, luminosity-driven ad-
justments of the RF-phase difference between the
two rings. The SVT resolution is sufficient to
routinely detect sub-mm changes in the train-
averaged longitudinal luminous centroid < zL >
(Fig. 4, bottom). The technique can be refined
to measure the variation of zc along the bunch
train (Sec. 5.3.1), revealing systematic variations
in longitudinal centroid location that depend on
the bunch pattern and total beam current.

4.2.2. Luminous size, bunch length and
vertical β function.

The transverse projections of the event-vertex
distribution provide a direct measure of the hori-
zontal luminous size σxL. Because the actual ver-
tical luminous size (σyL ∼ 3µm) is much smaller
than the vertexing resolution (σyres

∼ 25–35µm

depending on the cuts), the apparent vertical lu-
minous size directly measures that resolution, and
must be taken into account when reporting the
horizontal size. An early application of luminous-
size monitoring is presented in Sec. 7.2.2: when
the horizontal tunes were brought close to ν±x =
0.5 in 2003, the combination of an actual reduc-
tion in β∗−

x , and of the dynamic-β effect in both
rings, caused σxL to shrink from about 90 to
67 µm.

As the resolution of the vertexing algorithms is
too coarse to determine the actual value of σyL

in real time, a more precise method was devel-
oped that exploits the azimuthal dependence of
the transverse impact parameters of the two final-
state muons. This offline approach allows one to
calibrate the experimental resolution using the
data themselves, and to measure the hourglass
effect through the z-dependence of the vertical
luminous size (Sec. 6).

At the end of each data-taking run (approxi-
mately 1 hour), the longitudinal luminosity dis-
tribution is used to monitor Σz, β

∗
y,eff , zc, and

zw
y . The full distribution and the corresponding

fit results are archived for later analysis. These
studies are detailed in Sec. 5.1 below.

5. Longitudinal Luminosity Distribution

5.1. Measurement of Hourglass Parame-
ters

5.1.1. Principle of the Method
When fitting Eq. 6 to the z-distribution of

µ+µ− event vertices (Fig. 5), the convoluted
bunch length Σz and collision point zc are deter-
mined by the Gaussian component of the distri-
bution, while the effective vertical IP β-function
β∗

y,eff (Eq. 10) modifies the width of the Gaus-
sian through the z-dependence of the convoluted
beam size Σy. In addition, if the optical waist
zw

y of either beam does not overlap with the col-
lision point, it introduces a detectable left-right
asymmetry in the distribution.

Because the length of the luminous region
(σzL ∼ 7.5mm) is much larger than the corre-
sponding vertexing resolution (σzres

∼ 25µm),
measurements extracted from the longitudinal lu-
minosity profile are insensitive to the details of
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Figure 5. Measured longitudinal luminosity dis-
tribution dL

dz , after all cuts (circles). The curve is
the result of the fit.

the resolution function (in contrast, the vertical
luminous-size measurements of Sec. 6 rely on an
exacting control of the vertical vertexing resolu-
tion).

5.1.2. Potential Biases and Systematic Un-
certainties

Any effect that distorts the shape of the mea-
sured dL

dz distribution can potentially bias the
measurements of Σz and β∗

y,eff . In particular, the
event reconstruction efficiency (Fig. 6, top) must
be independent of z throughout the luminous re-
gion. Small distortions induced by geometrical-
acceptance effects were investigated using real
data samples as well as a full GEANT 4 simula-
tion [25] that incorporates a complete descrip-
tion of the BABAR response. The event selec-
tion criteria were tightened to eliminate poor-
acceptance regions and minimize residual reso-
lution and background effects. An example is
shown in Fig. 6 (bottom): if left undetected, a
small localized gap in SVT coverage would have
caused a z-dependent distortion of the distribu-
tion, inducing a β∗

y,eff bias of up to 0.5mm.
The fitting procedure was validated using pa-

rameterized simulations of µ+µ− events. High-
statistics dL

dz distributions were generated under
the assumptions of Sec. 3.1, covering a wide range
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Figure 6. Top: z-dependence of the µ-pair recon-
struction efficiency, after all event-selection cuts,
determined using a full Monte Carlo simulation
of the BABAR detector. Bottom: ratio of the
measured longitudinal luminosity profile after all
cuts, to that obtained without removing the re-
gion with degraded SVT tracking efficiency.

of assumed emittances ǫy±, IP β-functions β∗
y±

and bunch lengths σz±. The resulting fitted val-
ues of Σz and β∗

y,eff are, as expected, strongly
anti-correlated; they agree with the true (gener-
ated) values within 2% provided the fitted distri-
bution contains at least 25,000 events.

When the e+ and e− vertical waists coincide,
the fitted values of Σz and β∗

y,eff are insensitive
to the distance between the common waist and
the collision point. But when the two waists oc-
cur at different locations, the longitudinal lumi-
nosity distribution flattens slightly. The poten-
tial quantitative impact is illustrated in Fig. 7:
a 2 cm separation between vertical waists biases
Σz by 0.1mm at most, but β∗

y,eff by almost 4 mm.
In practice, the longitudinal positions of the colli-
sion point and of the vertical waists are unknown:
they are empirically adjusted by the PEP-II op-
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erators to optimize the luminosity, to an accuracy
estimated to ∼ 0.5 cm. The resulting systematic
uncertainty on β∗

y,eff is less than 0.5mm, and that
on Σz, zc and zw

y negligible.
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Figure 7. Top: influence of the true waist separa-
tion ∆zw

y = |zw
y+−zw

y−|, in simulated dL
dz distribu-

tions, on the fitted values of β∗
y,eff (open squares,

left scale) and Σ2
z (full circles, right scale). Bot-

tom: same, but for the fitted collision point zc

(open squares) and assumed common waist loca-
tion zw

y (full circles). The true (generated) colli-
sion point remains fixed at zc = 0.

Other beam-dynamics effects can also impact
the shape of the longitudinal luminosity profile.
Because the abort gap (a few tens of empty buck-
ets at the end of the bunch train) induces a differ-
ent RF-phase transient in the two rings, the lon-
gitudinal position zc of the collision point varies
by up to 6 mm along the train (Sec. 5.3.1). This

is taken into account, when accumulating the lon-
gitudinal luminosity distribution, by correcting
the measured longitudinal vertex position of each
event by a bucket-dependent z-offset determined
directly from the data for each run3. Slow drifts
in the train-averaged longitudinal luminous cen-
troid are similarly corrected.

The bunch lengths depend on the e± beam
currents and RF voltages. These quantities
are continuously recorded at six-minute inter-
vals, and the luminous-region data appropriately
segregated in batches corresponding to reason-
ably constant conditions. The RF voltage also
varies within the train itself. This induces bunch-
length modulation, which is directly measurable
(Sec. 5.3.1), but sufficiently small not to af-
fect train-averaged measurements in a significant
fashion.

In the LER, the high bunch current coupled
with RF-impedance effects induces a longitudinal
asymmetry of 6 to 8% in the longitudinal e+ dis-
tribution [26]. The corresponding bias on β∗

y,eff is
small compared to other systematic uncertainties:
the distortion of a simulated luminosity profile by
a 10% asymmetry in the longitudinal positron dis-
tribution, shifts the fitted value of β∗

y,eff by less
than 0.5mm.

Another potential distortion of the longitudi-
nal vertex distribution is associated with the IP
luminosity feedback. In order to maintain head-
on collisions, the transverse position and vertical
angle of the electron beam are “dithered” at a
frequency of a few Hz and continuously adjusted
to maximize the luminosity. The typical dither
amplitude is ∼ 5–10% of the corresponding beam
size, inducing a small (∼ 1%) luminosity degra-
dation that is largest at the waist: the net effect
is a very slight flattening of the longitudinal lu-
minosity profile. Simulating this procedure and
fitting the resulting luminosity profile shows that
the resulting bias on β∗

y,eff remains below 0.1mm.

3Such corrections are applied in the offline analyses pre-
sented in this section, but are neglected for the online
diagnostics of Sec. 4.
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5.1.3. History of Hourglass Parameters
Measured at the PEP-II IP

Figures 8 and 9 display the long-term evolu-
tion of the hourglass parameters extracted from
the longitudinal luminosity distribution, under
the assumptions listed in Sec. 3.1. The results
are highly insensitive to variations in the event
selection cuts. The instrumental systematic un-
certainties are estimated to ±1mm on β∗

y,eff , and
±0.5mm on Σz. The waist zw

y shown in Fig. 9 is
often slightly different from the collision point zc.
This feature is discussed in Sec. 9.
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Figure 8. Right scale: one-year history of the
squared convoluted bunch length Σ2

z (full trian-
gles), as extracted from the fit to the longitudinal-
luminosity profile. Left scale: history of β∗

y,eff

(open squares), from the same fit as Σz. The full
circles represent phase-advance measurements of
β∗

y+,−, appropriately combined assuming ǫy+ =
1.5nm-rad, ǫy− = 2.5 nm-rad and neglecting x-y
coupling.

To investigate the potential impact of beam–
beam-induced distortions of the luminous region,
the fit is also applied to luminosity distribu-
tions produced by the beam-beam simulations of
Ref. [27], both at nominal and at very low bunch
currents (where distortions should be negligible).
At the lowest bunch currents, all fitted parame-
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Figure 9. One-year history of the fitted longitudi-
nal position of the collision point zc (black trian-
gles) and of the (assumed common) vertical waist
position zw

y (open squares), as extracted from the
fit to the longitudinal-luminosity profile.

ters agree very well with the generated values; in
particular, the “true” values of β∗

y,eff and Σz are
reproduced to within ∼ 0.2 and ∼ 0.1mm respec-
tively. The same applies at high bunch currents,
except for β∗

y which decreases by approximately
0.5mm. The same small dynamic-β effect is ap-
parent when comparing directly, at low and high
bunch currents, the RMS widths of the vertical
position and angle distribution of the e± macro-
particles at the IP.

Also shown on Fig. 8 is a comparison with a
set of uncoupled lattice functions measured in
single-bunch mode by the phase-advance method
(Sec. 3.6). The disagreement cannot be accounted
for by systematic biases associated with the geo-
metric acceptance of the detector, the event selec-
tion or reconstruction efficiencies or other instru-
mental effects. It cannot not be explained either
by any of the beam-dynamics effects considered
above; it persists under reasonable variations of
the relative e± waist position, or of the vertical
emittances assumed when combining the electron
and positron lattice functions (Eq. 10). Similar or
larger discrepancies are observed when compar-
ing the same lattice-function measurements to IP
β-functions determined using the boost method
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(Sec. 7). A possible explanation of these appar-
ent inconsistencies is explored in Sec. 9.

5.2. Bunch Length Measurements
The sensitivity of the luminous length to mod-

erate changes in RF voltage is illustrated in
Fig. 10. This suggests to measure the individual
e+ and e− bunch lengths by analyzing the lon-
gitudinal shape of the luminosity distribution in
the presence of known variations in RF voltage(s)
and/or beam current(s), one beam at a time.
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Figure 10. History of the RMS luminous length
σzL, before and after the LER RF voltage V +

RF

was increased (dashed vertical line). The HER
RF voltage V −

RF remained constant.

We first analyzed large samples (∼ 0.5 − 2.5 ×
106) of µ+µ− events recorded at two different set-
tings of the LER RF voltage, with V −

RF fixed.
The known VRF -dependence of the bunch length
(σz [V2] ≈

√

(V1

V2
)σz [V1]) provided the necessary

extra constraint. The results are summarized
in Table 2. The fitted value of β∗

y,eff in these
particular data samples, is typical of the results
shown in Fig. 8. If instead β∗

y,eff is fixed to the
significantly smaller value inferred from single-
bunch lattice measurements during the same pe-
riod, the χ2 of the fit degrades significantly, sug-
gesting the results are less reliable; even then,
both the e− and e+ bunch lengths increase only

slightly. These results are highly insensitive to
variations in the portion of the bunch train in-
cluded in the fit, or to the assumed values of
parameters such as waist positions, emittances
or horizontal IP β-functions in the two rings.
In both rings, the longitudinal luminosity distri-
bution yields bunch length measurements that,
within statistical errors, are consistent with re-
cent results (Table 3) using the more traditional
streak-camera technique [26]. Earlier measure-
ments that exploit the high-frequency roll-off of
the bunch spectrum [28,29] are also listed for com-
parison.

Table 2
Bunch length measurements extracted from

the longitudinal luminosity distribution, varying
V +

RF . The results are quoted at the nominal
bunch currents I+ (I−) ≈ 1.4 (0.9) mA, and at
V +

RF (V −
RF ) = 3.8 (16) MV. The errors are statis-

tical only. σz and β∗
y are in mm.

Parameter LER (e+) HER (e−)
β∗

y,eff (fitted) 16.1±0.2

σz (fitted) 11.1±1.1 11.1±1.1
χ2/D.O.F. 3.5

β∗
y (phase advance) 10.6 10.3

σz (fitted) 11.5±0.4 12.0±0.4
χ2/D.O.F. 30

Table 3
Bunch length measurements by conventional ac-
celerator techniques. The results are quoted at
I+ (I−) = 1.4 (0.9) mA/bunch, and at V +

RF

(V −
RF ) = 3.8 (16) MV. σz is in mm.

Parameter LER (e+) HER (e−)
σz (streak camera) 11.8 [26] 10.7 [26]
σz (spectral method) 12.4 [29] 11.6 [28]

In a second experiment, we took advantage of
a long coast-down during which the e+ (e−) cur-
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rent decayed from 2.4 (1.5) A to 0.65 (1.0) A. The
luminous length exhibits a clear beam-current de-
pendence (Fig. 11). As streak-camera measure-
ments suggest a strong (weak) dependence of the
e+ (e−) bunch length on the corresponding total
current, the data was fitted under the assumption
that σz+ varied linearly with current, and that
σz− remained fixed to the value determined in
the first experiment. The fit yields σz+ = 11.2 ±
0.9 mm at full current (I+ = 1.5 mA/bunch), and
dσz+/dI+ = 0.84 ± 0.37 mm/(mA/bunch), fully
consistent with, but less precise than, the corre-
sponding streak-camera measurements [26].

LER Current [A]
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Figure 11. e+-current dependence of the fitted
value of Σz measured during a long coast-down.
The line shows the fitted current-dependence (see
text). The HER bunch length and the IP β-
functions are fixed in the fit.

Fig. 12 displays archived online measurements
of Σz at different accelerating voltages, and com-
pares them to the quadratic sum of the e+ and
e− bunch lengths measured separately, at distant
time intervals, by fitting the frequency spectrum
at pickup electrodes in the HER and LER [28].
The two methods report comparable changes in
luminous length, with a magnitude roughly con-
sistent with the variations in accelerating volt-
age; the absolute length scales of the two sets of
measurements agree within about 3%. However,

the more frequent luminous-region measurements
exhibit systematic variations of up to ±0.2mm,
at apparently constant RF voltage, that remain
to be understood. If these variations are taken
as a measure of the systematic uncertainty on
Σz, they translate into systematic uncertainties
of roughly ±2mm on the values of σz+ and σz−

determined using RF-voltage changes. These un-
certainties on the e+ and e− bunch lengths are
totally anti-correlated. The reason they are much
larger, in relative terms, than that affecting Σz,
is that the determination of the individual bunch
lengths relies on the small difference between two
Σz values less than 1mm apart.
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Figure 12. Σz measurements based on the lon-
gitudinal luminosity profile (points with statisti-
cal error bars), and computed from bunch length
measurements in the two rings by the spectral
method (solid lines) at various gap voltages.

5.3. Variation of Beam Parameters along
the Bunch Train

Accelerator fill patterns change on a time scale
of days to months. Where relevant in this pa-
per, care has been taken to analyze train-averaged
data with consistent fill patterns and beam cur-
rents. But it is actually possible to study IP
parameters as a function of the bucket number
within the train. The 59.5MHz clock signal for
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the BABAR data-acquisition and trigger systems is
synchronized with every 8th tick of the 476MHz
PEP-II RF clock. This allows one to use the time
stamp of the trigger, relative to the accelerator
turn signal, to determine the approximate bucket
number during which the final-state lepton pair
was produced. More precise drift-chamber timing
information identifies the exact bucket to within
∼ 2 ns, or about half of the shortest bunch-to-
bunch separation.

5.3.1. Gap transient and Bunch-length
Modulation

The variation, along the bunch train, of Σ2
z

and zc, are compared in Fig. 13 to an analyti-
cal prediction [30] of ΣRF

z (computed from the
individual e+ and e− bunch-length predictions)
and of the differential RF-phase transient. This
prediction takes into account the actual bunch
pattern, bunch currents and RF complement to
compute, in each ring separately, the expected RF
loading, phase transient, RF-voltage and bunch-
length variation along the train. The predicted
amplitude and phase of the bunch-length mod-
ulation and phase transient are in satisfactory
agreement with our measurement. Because the
RF model yields only the zero-current bunch
lengths, its predictions remain to be corrected for
impedance-induced bunch lengthening, which is
expected to remain approximately constant along
the train.

5.3.2. Investigation of luminosity deficit in
Fall 2005

For several months in 2005, PEP-II observed
a significant, systematic variation of the lumi-
nosity along the bunch train. This is illustrated
in Fig. 14 (top), where the rate of reconstructed
e+e−, µ+µ− events is displayed as a function of
where along the train the event occurred. The
event rate, equivalent to the specific luminos-
ity Lsp because the bunch currents are uniform
within about 2% RMS, drops by ∼15% from the
head to the tail of each mini-train.

Extensive studies were performed to under-
stand these observations, which accounted for a
∼10% deficit in average luminosity. In the partic-
ular dataset presented here, the longitudinal lu-
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Figure 13. Bunch-number dependence of Σ2
z

(top) and of the longitudinal luminous centroid
(bottom) along a full train. Luminous-region
data (points with error bars) are compared to the
prediction (solid line) of an analytical RF model.

minous centroid (Fig. 14, center) varies by 5 mm
peak-to-peak along the full train, reflecting the
differential RF-phase transient between the e+

and e− rings. A 1-2mm variation occurs within
each mini-train; geometrical considerations (that
ignore beam-beam effects, if any) limit its pre-
dicted impact on Lsp to less than 2%. The most
statistically significant signal is a 2µm variation
of σxL along the mini-train (Fig. 14, bottom),
which, depending on the e+/e− IP spot size ra-
tios, might explain most of the luminosity drop.
Unfortunately, the statistical precision of the ver-
tical luminous-size measured along the mini-train
using the method of Section 6, remains insuffi-
cient to reveal any systematic degradation of the
vertical IP spot size, as might be induced for in-
stance by electron-cloud effects. Studies of varia-
tions in Σz or β∗

y,eff along the train provide no ad-
ditional clue. Empirical tuning ultimately elim-
inated most of the σxL and Lsp variation along
the train.
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Figure 14. Variation of the number of e+e−,
µ+µ− events (top) and of the longitudinal lu-
minous centroid zc (center) along the full bunch
train. The abort gap occurs at the right edge of
the plots. Bottom: variation of the horizontal lu-
minous size along one mini-train, averaged over
all mini-trains.

6. Longitudinal Dependence of the Trans-
verse Luminous Size

6.1. Methodology
The vertical hourglass effect manifests itself

both by a distortion of the longitudinal lumi-
nosity profile, analyzed in Sec. 5.1 above, and
by the growth of the vertical luminous size σyL

with increasing distance from the vertical waist.
While the longitudinal-profile analysis is rela-
tively straightforward in terms of instrumental
performance, transverse luminous-size measure-
ments require an exacting control of the tracking
resolution, which in the vertical plane is several
times larger than the RMS width of the luminous
region one attempts to measure.

The combination of the two methods was orig-
inally exploited by Cinabro et al. [1], who used

e+e− → µ+µ− events recorded by the CLEO de-
tector. These authors performed a simultaneous
fit to the z-dependence of the luminosity and of
the vertical luminous size to extract the tracking
resolution, the bunch length, the vertical emit-
tance and β∗

y at the CESR IP. A crucial ingre-
dient in their approach was that, in the CLEO
detector and within the then-available statistical
precision, the luminous-size resolution was con-
sidered essentially independent of the position of
the event vertex: it could therefore be directly
identified with the minimum of σyL(z). The re-
sulting correlation between the resolution, the fit-
ted value of ǫy and that of β∗

y was lifted using the
longitudinal luminosity distribution.

The principle of the original measurement of
σyL ran as follows. In the limit of a perfect de-
tector, and for muons emitted close to the hori-
zontal plane (φ ≈ 0, π), the distribution of their
distance of closest approach (DOCA) to the beam
axis reflects the vertical size of the luminous re-
gion. Binning the DOCA distribution (corrected
for detector resolution) of quasi-horizontal muons
as a function of the longitudinal position of the
µ+µ− vertex, thus measures the vertical hour-
glass shape. Similarly, the DOCA distribution
of quasi-vertical muons (φ ≈ ±π/2) measures
the horizontal luminous size (but remains insen-
sitive to the horizontal hourglass effect because
β∗

x ≫ σz). While conceptually less straightfor-
ward than simply vertexing the two muon tracks,
the DOCA method has the major advantage that
its resolution is self-calibrating (as will be shown
below) and at least as good as that of the vertex-
ing method.

The analysis reported in the present Section
exploits, as did Ref. [1], the azimuthal depen-
dence of the transverse impact parameter of the
µ± to the beam axis. The statistical sensitiv-
ity of the measurement is enhanced by perform-
ing maximum-likelihood fits to the full azimuthal
and longitudinal dependence of the DOCA distri-
bution.

In contrast to the CLEO report however, an
early study [31] found that in BABAR and with
the very large event samples afforded by the B-
Factory, assuming a uniform resolution would be
highly inadequate and lead to severe biases. We
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therefore introduce a technique in which detector-
resolution estimates for each event are used in
conjunction with detailed resolution maps ob-
tained from the data themselves. This approach
allows one to extract the vertical IP β-function
and effective emittance from the measurement of
σyL(z) alone, thereby providing a measurement
independent of, and complementary to, that ob-
tained from the longitudinal luminosity distribu-
tion.

This chapter is organized as follows. The acces-
sible beam parameters and the related formalism
were already presented in Sec. 3.4. The exper-
imental determination of the distance of closest
approach and of its event-by-event error is de-
tailed in Sec. 6.2 below. Section 6.3 is devoted to
the extraction of the resolution maps from the
data. The measurement of the horizontal and
vertical luminous size, the fitting technique, the
accompanying validation studies and the estima-
tion of the systematic uncertainties are presented
in Sec. 6.4. Finally, the technique is applied to
archived BABAR data to display the long-term evo-
lution of the horizontal (σxL) and vertical (σyL)
luminous sizes, and of the vertical IP β-function,
effective waist position and effective emittance.

6.2. Fundamental Observables
e+e− → µ+µ− events are reconstructed as de-

scribed in Sec. 2.2.3. The Kalman fit of each
muon returns the five helix parameters of the
track and an error matrix. These fits are car-
ried out in a coordinate system defined by the
BABAR drift chamber. In order to extract the lu-
minous sizes, the reconstructed tracks are then
translated and rotated into the coordinate sys-
tem defined by the luminous ellipsoid; the error
matrices are transformed accordingly.

The key observables are shown in Fig. 15. For
each track we fit the point of closest approach
(POCA) in the transverse plane to the beam axis.
The signed distances from each POCA to the
beam axis are called distances of closest approach
and denoted by d1 and d2. We also reconstruct
the azimuthal angle of each track (φ1, φ2), and
their polar angle with respect to the beam axis
(θ1, θ2). The z-coordinate zi (i = 1, 2) of each
muon at the event vertex is defined as the value

of z along the corresponding track in the detec-
tor coordinate system, at the point of closest ap-
proach. The uncertainties on d1 and d2, from the
error matrices of the track-reconstruction fits, are
called δ1 and δ2.

Based on the variables above, several additional
quantities are defined to characterize an event.
We estimate the DOCA of the actual event ver-
tex using the average DOCA of the two muons,
d ≡ (d1 − d2)/2. We also define the “miss dis-
tance”m as half the distance between the POCAs
in the x-y plane: m ≡ (d1 + d2)/2 (note that m
is zero for a perfectly reconstructed event). The
total error on d is estimated by δ ≡

√

δ21 + δ22/2,
which is mathematically identical to the error on
m. The longitudinal position of the µ+µ− ver-
tex is calculated as the weighted average zv ≡
(z1 tanλ2+z2 tanλ1)/(tanλ2+tanλ1), where the
dip angle λ is the complement of the polar angle
(λ = π/2 − θ).

φ
2

1
φ

y

x

(Beam Axis)
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d
2m

POCA 2

POCA 1

Figure 15. Schematic view of two reconstructed
muon tracks in the transverse plane. Each track
has a reconstructed point of closest approach to
the beam axis (POCA), from which the average
DOCA d and the miss distance m are calculated.
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6.3. Resolution Model
6.3.1. Single-event Resolution Estimator

The DOCA error δ is an estimate of the res-
olution for one given event. For an ensemble of
events, the width of the miss-distance distribution
(Fig. 16) provides a direct measurement of the ac-
tual resolution in the data. Figure 17 shows the
width σm of this distribution as a function of δ:
the two quantities are tightly, and linearly, cor-
related over a wide range. Therefore we can use
the per-event error δ as a reliable estimate of the
uncertainty affecting the transverse vertex posi-
tion in that particular event. A detailed study of
the σm - δ correlation reveals, however, that for
very large values of δ, this variable no longer pro-
vides a good estimate of the miss-distance reso-
lution [32]. Events with 2δ > 35µm are therefore
excluded from the data sample.

m]µmiss distance [

-80 -60 -40 -20 0 20 40 60 80

mµ
E

ve
nt

s 
/ 2

  

0

20

40

60

80

100

120

140

310×

Figure 16. Distribution of the miss distance m
for a typical data sample. The curve is the global
fit to the resolution function of Eq. 20.

The φ- and z-dependence of the DOCA er-
ror are presented in Fig. 18. The strong varia-
tion of the resolution with azimuthal angle is a
direct consequence of the structure of the SVT
(Sec. 2.2.1). Those muons traversing a section of
the inner two layers with a finer readout pitch, ex-
hibit a significantly smaller vertexing uncertainty.
The error also depends on the distance from the
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Figure 17. Width σm of the miss-distance dis-
tribution, as extracted from Gaussian fits to real
(full circles) or simulated (open squares) data, as
a function of the DOCA error δ. The lines are
linear fits to the points.

event vertex to the first layer of the SVT, as re-
flected by the hexagonal periodicity of Fig. 18a.
In contrast to what was reported for CLEO [1],
we also observe a significant z-dependence of the
resolution (Fig. 18b), which must imperatively be
taken into account to avoid biasing the measured
longitudinal dependence of the vertical luminous
size.

6.3.2. Event-by-event Resolution Function
While the DOCA error δ provides a good event-

by-event estimate of the actual resolution, the
slope of the linear fits in Fig. 17 is noticeably
larger than 1. To provide a quantitatively accu-
rate estimate of the resolution in a given event, δ
must therefore be scaled by an appropriate factor,
that will be obtained from the data themselves.

We translate from δ to the measured resolution
using a resolution function, R, constructed as the
sum of three Gaussian distributions Gi:

R(d) = f1G1(d;µ1(δ), S1(δ)δ) (20)

+ f2G2(d;µ2, S2δ)

+ f3G3(d; 0, 62.5µm).
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Figure 18. DOCA error δ as a function of (left)
the azimuthal angle φ of the muon pair, and
(right) the longitudinal position zv of the µ+µ−

vertex, for data (full circles) and for simulation
(open squares).

Here the coefficients fi represent the fraction in
each component, and are constrained by f3 =
1−f2−f1. The distributions have means µi, and
widths that include scale factors Si. Although
this parameterization of the resolution gives a
good fit to the overall miss distance distribution
(Fig. 16), it remains insufficient to fully describe
the detector resolution; in particular, the scale
factors vary significantly as a function of the ver-
tex position and direction of the muons. The ac-
tual resolution functions are therefore determined
in two steps, as follows.

We first determine the fractions fi by fitting a
large event sample (a minimum of one month of
data-taking) to the resolution function of Eq. 20,
with means µi and scale factors Si that do not
depend explicitly on the direction and produc-
tion point of the muons. To achieve a good
fit, it proved necessary at this stage to split the
mean and scale factor of the core Gaussian G1

as a function of δ: µ1 and S1 have separate val-
ues for events with 2δ < 25µm and events with
2δ > 25µm.

In a second step, we split the data in bins of
the vertex position zv, azimuth φ1 and polar an-
gle θ1 of the leading muon. In each bin, we re-
fit the miss-distance distribution to Eq. 20, with

the fractions fi fixed to the values found in the
first step and without splitting µ1 and S1 by the
value of δ. This yields the final scale factors Si

and means µi that define the resolution function
we will use for extracting the beam parameters
from the measured DOCA distribution. The re-
sult of this procedure is illustrated in Fig. 19 for
the scale factor S1 of the core Gaussian, revealing
up to 30% peak-to-peak variations in the width
of the resolution function.

6.4. Transverse Luminous Size Measure-
ments

6.4.1. Fitting Procedure
The Gaussian probability density function

(PDF) P , that describes the DOCA distribution
for a perfect detector, can be written as

P(d, φ, z) = (21)

exp

(

−1

2

[d− (y0(z) cosφt − x0 sinφt)]
2

[σyL(z) cosφt]
2
+ [σxL sinφt]

2

)

.

Here the transverse luminous sizes σyL and σxL

are simply related to the single-beam spot sizes in
the vicinity of the IP (Eq. 8); the z-dependence
of σyL is controlled by the vertical hourglass pa-
rameters; and the variable φt ≡ φ− txy allows for
a global rotation of the luminous ellipsoid around
the beam axis by an angle txy, with respect to
the detector coordinate system. The parameters
x0 and y0 account for medium-term drifts of the
luminous centroid, and the z-dependence of the
vertical centroid:

y0(z) = y0(z = 0) + (dy0/dz)z

reflects the fact that the collision axis is tilted
vertically by 1 to 2mrad (see Fig. 4, top).

To extract these IP parameters, we perform
an unbinned maximum-likelihood fit of the mea-
sured DOCA distribution to the convolution of
the DOCA PDF above with the detector resolu-
tion R. This fitting function P(d, φ, z) ⊗ R(d)
depends on the resolution parameters (fi, µi, Si),
which are kept fixed to the values determined in
Sec. 6.3.2, and on the following beam parameters
which are left free in the fit:

• the mean transverse position x0 and y0 of
the luminous centroid, and the mean verti-
cal luminous tilt dy0/dz;
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• the z-averaged horizontal luminous size
σxL;

• the vertical luminous size at the waist,
σyL (z = zw

y );

• the longitudinal position zw
y = zw

y+ = zw
y− of

the (common) vertical waist;

• the (common) vertical IP β-function β∗
y,D

=β∗
y+ =β∗

y−, which determines the z-
dependence of σyL;

• the rotation txy of the luminous ellipsoid
around the collision axis.

Under the assumptions that the vertical β-
functions and the location of the vertical waist
are the same for the two beams, σyL(z) is given
by

σyL(z) =

√

√

√

√

√

ǫy,effβ∗
y,D

2



1 +

(

z − zw
y

β∗
y,D

)2




= σyL(z = zw
y )

√

√

√

√1 +

(

z − zw
y

β∗
y,D

)2

(22)

where the final expression is the one used in our
fit.

Figure 20 shows the measured DOCA distribu-
tion, overlaid with the fit results, for three dif-
ferent cases. A typical data sample is shown on
the top; the overall fit result is shown in blue,
while the red curve shows the contribution of the
resolution to the shape of the distribution. The
subset of quasi-vertical muons (center) is primar-
ily sensitive to the horizontal luminous size. The
overall fit result for those events is shown in blue,
and the contribution to that curve from the hori-
zontal size only, ignoring the vertical size and res-
olution, appears in green: it totally determines
the shape of this distribution. Finally, quasi-
horizontal muons (bottom) determine the vertical
luminous size. Here the blue curve is defined as
in the other two plots, while the magenta curve
displays the contribution of the vertical luminous-
size size only, ignoring horizontal size and instru-
mental resolution; the difference between the blue

and magenta curves reflects the combined contri-
butions, for these muons, of the resolution and of
the horizontal luminous size.

As a check on the self-consistency of the fit-
ting procedure, we refit the data in slices of z
and compare the results to those of the global fit
above, revealing an excellent internal agreement
(Fig. 21). The vertical hourglass shape is appar-
ent, and highly reproducible from one dataset to
the next. The horizontal luminous size is consis-
tent with a constant within < 0.5µm RMS: the
expected horizontal hourglass effect is of compa-
rable magnitude, and therefore unlikely to be de-
tectable.

The values of β∗
y,D and σyL (z = zw

y ) are highly
correlated in the fits. Figure 22, which shows the
error contours for the aforementioned parameters
for a typical fit, illustrates this correlation.

6.4.2. Validation Studies
The fitting procedure was validated using a

large number of simulated (“toy”) experiments,
where event samples are generated using the same
PDFs and resolution functions as those subse-
quently used for fitting. No convergence problems
nor significant fit biases were found during those
checks.

More sensitive tests were then carried out using
a GEANT-4 simulation that incorporates the full
response of the BABAR detector. In a first step,
ten different simulated data samples were pro-
duced, with generated σyL values ranging from
2 to 20µm but constant with z (i.e. ignor-
ing the hourglass effect). Comparing the “mea-
sured” vertical luminous size returned by the fit
(σyLfit) to its “true” value (σyLgenerated) reveals

a systematic bias (Fig. 23). A simple fit to

the function σyLfit =
√

σyLgenerated
2 + σyLbias

2

yields σyLbias = 2.0 ± 0.3 µm. This “bias correc-
tion” must be applied to the fitted value of σyL

to properly reproduce the true (generated) lumi-
nous size. No such bias is present when analyzing
the parameterized (“toy”) simulations mentioned
above, suggesting that the problem is somehow
related to the detailed description of the geom-
etry or of the material of the BABAR detector.
The source of this effect remains unknown, and
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a z-independent 2µm subtraction is applied in
quadrature to all subsequent σyL fit results. Em-
pirical as it may be, this approach yields vertical
luminous-size measurements that are fairly con-
sistent with those of the boost method, as will be
shown in Sec. 9.

In a second step, simulated dimuon samples
were generated using realistic emittance values
and vertical-hourglass parameters, and analyzed
using a procedure identical to that applied to real
data (including the bias correction above). The
results of this validation are presented in Table 4.
The fitted values of β∗

y agree with the generated
input within statistical errors.

These studies highlight the fundamental impor-
tance of the very detailed parameterization of the
resolution function introduced in Sec. 6.3.2, and
that was used to produce the results shown in
Table 4. If we fit the same simulated samples us-
ing a simpler resolution model that includes only
global scale factors (i.e. that does not account for
the variations shown in Fig. 19), the fit results for
β∗

y,D, zw
y and txy exhibit significant biases.

Table 4
Fit results on simulated event samples (full de-

tector simulation). The errors are statistical only.

Parameter Generated Fit result

Sample 1: 1,172,222 events
β∗

y+ =β∗
y− (cm) 1.21 1.16 ± 0.13

σyL (z = zw
y ) (µm) 3.25 3.55 ± 0.17

zw
y (cm) -0.9 −0.99 ± 0.08
txy (mrad) 0 0.33 ± 0.54
σxL (µm) 75.76 76.26 ± 0.06

Sample 2: 1,336,813 events
β∗

y+ =β∗
y− (cm) 0.80 0.88 ± 0.07

σyL (z = zw
y ) (µm) 2.64 3.12 ± 0.15

zw
y (cm) -0.9 −0.84 ± 0.06
txy (mrad) 0 0.11 ± 0.51
σxL (µm) 75.76 76.17 ± 0.06

The potential impact of beam–beam-induced
distortions was investigated using the same
strong-strong simulation as in Sec. 5. At the low-

est bunch currents, the “true” values of σyL (z =
zw

y ) and of β∗
y,D are reproduced to better than

0.01µm and 0.1mm respectively. At high bunch
currents, where the simulated vertical luminos-
ity distribution displays distinctly non-Gaussian
tails, the luminous size at the waist is nevertheless
reproduced to better than 0.2µm, and β∗

y,D de-
creases by ∼ 0.4 mm, which is consistent with the
result extracted, in Sec. 5.1.3, from the longitu-
dinal luminosity profile using the same simulated
sample.

6.4.3. Systematic Uncertainties
The main source of systematic uncertainty is

the ∼ 2µm bias correction, which because of the
intrinsic correlation between σyL (z = zw

y ) and
β∗

y,D, affects both of these parameters. We es-
timate this uncertainty by varying the correction
by ±1µm and refitting the data. The correspond-
ing variations in σyL and β∗

y,D depend on the
central values of both parameters, and result in
asymmetrical error bars as illustrated in Figs. 24
and 25. In most cases, the systematic uncertainty
on each parameter is comparable to, or slightly
larger than, the corresponding statistical error.

We use a standard BABAR procedure for es-
timating uncertainties due to possible misalign-
ment of the SVT. Simulated events are recon-
structed using a variety of alignment configu-
rations which purposely introduce errors in the
alignment. We then repeat fits to these samples
to estimate the uncertainty introduced by align-
ment errors. This method is intended to set an
upper limit on the possible error. We find that in
the worst case, misalignment increases the mea-
sured values of β∗

y,D by about 20% and of σyL

(z = zw
y ) by about 30%.

Additional systematic errors could be intro-
duced by short-term drifts of the transverse lu-
minous centroid, that would remain unaccounted
for by the medium-term average parameters x0

and y0 (see Sec. 6.4.1). For instance, rapid varia-
tions in the actual vertical centroid could, if large
enough, bias the σyL and β∗

y,D measurement. We
have studied several weeks of data, binned in
one-day intervals, and concluded that the trans-
verse centroid motion is typically slow enough and
small enough for the associated systematic errors



25

to be neglected.

6.5. History of Transverse Luminous Sizes
and Vertical β-function at the PEP-II
IP

The history of the IP parameters extracted
from the dimuon DOCA distribution over about
eighteen months of BABAR running, are presented
in Figs. 24 to 28. The vertical luminous size
(Fig. 24) varies from 2 to 6µm, corresponding to
e± IP spot sizes of 3 to 9µm, and reasonably con-
sistent with PEP-II design parameters (Table 1).
The β∗

y measurements extracted from the longi-
tudinal dependence of σyL are consistent with
the equivalent quantity computed from uncoupled
lattice functions measured in single-bunch mode
by the phase-advance method (Fig. 25). Combin-
ing the measured values of β∗

y,D and σyL yields,
under the assumption that β∗

y+ =β∗
y−, an esti-

mate of the effective vertical emittance (Eq. 11),
measured in collision and at nominal beam cur-
rents, i.e. including the impact of the actual
beam–beam-induced emittance blowup. The re-
sulting time history (Fig. 26) indicates e± emit-
tances of a few nm, consistent with the design
goal of 2–3 nm.

The history of the horizontal luminous size σxL

is displayed in Fig. 27; the results are consistent
with expectations, provided the dynamic-β effect
is taken into account. No convincing signature
of an horizontal hourglass effect was found in the
data, as expected from the large value of β∗

x/σz±.
Finally, Fig. 28 shows the history of the azimuthal
tilt of the luminous region around the beam axis.
The data establish the presence, beyond any sta-
tistical doubt, of significant x-y coupling through-
out the data-taking period; the observed tilt is
consistent, in sign and magnitude, with that of
the luminosity ellipse (not to be confused with
the luminous ellipsoid) reconstructed by trans-
verse beam-beam scans at different angles (see
e.g. Sec. 5 of Ref. [12]).

Longer-term histories of the vertical hourglass
parameters, a comparison of the transverse IP
spot sizes and emittances measured by this and
other methods, as well as a brief discussion of
the impact of x-y coupling on luminous-region pa-
rameters, will be presented in Sec. 9.

7. Characterization of the Colliding-Beam
Phase Space Using the Transverse-
Boost Distribution of Muon Pairs

The angular distribution of µ+µ− pairs was
first exploited at CESR [33], in conjunction with
the transverse luminous size, to estimate the e±

emittance and IP β-function. Here the technique
is generalized to the case of asymmetric colliders,
and its diagnostic reach extended by exploiting
the spatial dependence of the boost-angle distri-
butions. After presenting the measurement tech-
nique in Sec. 7.1 below, we apply the formalism
of Sec. 3.5 to the characterization of the vertical
(Sec. 7.2) and horizontal (Sec. 7.3) phase space
at the PEP-II IP.

7.1. Measurement Technique
7.1.1. Single-event Observables

The angular spread of the beams sets the scale
for the measurement resolution required to ex-
tract beam parameters from the angular distribu-
tion of the boost vector B. Taking design PEP-II
parameters as a guide (Table 1), suggests that the
systematic uncertainty on this resolution should
not exceed about 0.3mrad.

The process e+e− → µ+µ− produces final-
state muons with transverse momenta in the 3
to 5GeV range, resulting in an excellent angular
resolution but a poor momentum resolution [5]:

σθ,φ =
1.0 (mrad)

pT (GeV/c)
≈ 0.25 mrad

σpT

pT
= 0.45% + 0.13%× pT (GeV/c) ≈ 1.0%

for the individual muon tracks. Simply calculat-
ing the boost B as the vector sum of the two
muon momenta results in boost-angle measure-
ments with a wide range of resolutions averaging
about 6 mrad, because of the resolution-limited
track-curvature measurements.

The decay plane is defined by the µ+µ− mo-
mentum vectors (Fig. 29). While the direction of
B within this plane is poorly determined because
of the relatively large uncertainties affecting the
magnitude of the individual muon momenta, the
orientation of the decay plane itself is not affected
by curvature-measurement errors. We therefore
limit ourselves to measuring the event-by-event
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orientation of the vector n̂ normal to this plane,
defined by

n̂ =
p̂µ+ × p̂µ−

∥

∥p̂µ+ × p̂µ−

∥

∥

. (23)

The dip angle λn and azimuthal angle φn of this
vector are related to the boost angles (x′B, y′B) of
the parent e+e− pair by

tanλn = −x′B cosφn − y′B sinφn. (24)

The typical single-event dip-angle resolution is
0.6 mrad, and is affected by low enough a sys-
tematic uncertainty to measure the interesting
spatial-dependent effects.

7.1.2. Event Selection
The dimuon events used in this analysis sat-

isfy selection criteria similar to those listed in
Sec. 4, but slightly tightened to maintain reli-
able covariance-matrix estimates for the track pa-
rameters. The events must contain two recon-
structed tracks, each with at least 6 SVT hits
and 28 DCH hits; the forward-most track must lie
well within the tracking acceptance (tanλ < 2.5).
The two-body invariant mass must satisfy 10.3 <
Mµµ < 11.0 GeV, and the total calorimeter en-
ergy remain inconsistent with that of a Bhabha
event (Ecal < 3GeV). Cosmic-ray contamination
is eliminated by a cut similar to that in Sec. 4.
The normal to the decay plane is reconstructed
from the two muon tracks according to Eq. 23.
The error on λn is estimated from the covariance
matrices of the reconstructed tracks and required
not to exceed 0.8 mrad. To estimate the colli-
sion point, a common vertex is fit to the tracks
and required to lie within a reasonable distance
of the nominal interaction point (|zv| < 5 cm,
rv < 1 cm).

7.1.3. Angular Distribution of the Boost
Vector

The collision point is first transformed to the
luminous-region frame (the coordinate system de-
fined by the luminous ellipsoid), by correcting for
run-to-run shifts of the luminous centroid and for
rotations of the average collision axis. An addi-
tional calibration fits the mean dip angle λn as a
function of φn (Fig. 30) according to Eq. 24, in or-
der to determine the mean boost angles x′B, y′B

for each run and correct the event-by-event angles
λn for these short-term variations. The corrected
dip-angle distributions are then binned in φn, and
each bin separately fit to extract its RMS spread
σλn

accounting for detector resolution and radi-
ation as described below. The resulting function
of φn is fit (Fig. 31) to the function

σ2
λn

= σ2
x′

B
cos2(φn) + σ2

y′

B
sin2(φn) (25)

to extract the horizontal and vertical boost angu-
lar spreads (σx′

B
, σy′

B
).

The measured spread σλn
receives contribu-

tions from detector resolution, as well as from
initial and final-state radiation:

• the geometrical layout of the BABAR silicon
vertex tracker results in a φ-dependent res-
olution, pictured in Fig. 32, and calculated
by error propagation using the individual
covariance matrices of the two tracks;

• initial-state radiation in e+e− → µ+µ−

events also produces observable tails in the
λn distribution. Monte Carlo simulation
of the e+e− → µ+µ− process with initial-
state radiation is used to create an exponen-
tial parameterization that reproduces these
tails. The convolution of this exponential
with a Gaussian that describes both the
physical angular spread and the detector
resolution, is then fitted to the λn distri-
bution. Accounting for initial-state radi-
ation reduces the measured λn spread by
typically 0.05mrad.

7.1.4. Spatial Dependence of Boost Vari-
ables

The z-dependence of the boost angular spread
is measured by extracting σx′

B
and σy′

B
as de-

scribed above, in bins of the longitudinal position
of the µ+µ− vertex. It is assumed that the opti-
cal waists do not move significantly over the dura-
tion of a single measurement; therefore the vertex
z-positions are not corrected for short-term dis-
placements of the collision point that could be
caused, for instance, by RF-phase fluctuations.

The correlation between position and boost an-
gle is measured by extracting the mean boost an-
gle in bins of transverse vertex position within
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the luminous-region frame. For example, the y-y′

correlation is measured by first binning events in
y and then, in each bin, fitting λn versus φn for
the mean angle y′B. A linear fit to the result-
ing y-dependence of y′B (as suggested by Eq. 15)
yields the slope δy′B/δy. This process is repeated
in bins of z to measure the longitudinal variation
of this slope, to which Eq. 16 can be fit. Fig. 33
shows simulations of the x-x′B and y-y′B corre-
lations with and without including the detector
resolution, illustrating the impact of correlated
errors in the estimated angle and point of ori-
gin of the tracks. In the case of the x-x′B cor-
relation, tracking errors introduce an overall, z-
independent shift in the measured correlation co-
efficient. For the y-y′B correlation measurement,
detector resolution additionally produces a strong
dilution of the variation with z, since the vertex-
ing resolution is considerably larger than the ver-
tical beam sizes near the IP.

7.2. Characterization of Vertical Phase
Space

The vertical hourglass effect leaves striking
footprints in the spatial dependence of the ver-
tical angular distribution of the boost vector,
thereby providing measurements of the vertical
emittance, IP β-function and optical-waist posi-
tion (Sec. 7.2.1) in the presence of beam-beam
effects (Sec. 7.2.2). These BABAR-based measure-
ments, carried out during routine physics run-
ning, allow to reconstruct the long-term history of
the e+ and e− vertical phase space at the PEP-II
IP (see Sec. 7.2.3).
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Figure 19. Scale factor S1 of the core compo-
nent of the resolution function as a function of φ1,
from a fit of Eq. 20 to a representative data sam-
ple. The detector is binned in three bins of cos θ:
cos θ1 < 0.65 (top), 0.65 < cos θ1 < 0.75 (center),
0.75 < cos θ1 < 0.85 (bottom); and three bins
of zv: negative zv region (full circles), central zv

region (not shown), positive zv region (open cir-
cles), where zv is measured in detector coordi-
nates and the exact boundaries of each zv region
depend on the data-taking period. The points for
the central zv region are omitted for the sake of
clarity; they typically fall between the full and
open circles.
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Figure 20. Measured distribution of d, the dis-
tance of closest approach to the beam line, for
a typical data sample. Top: all muons; cen-
ter: quasi-vertical muons (π/4 < |φ1| < 3π/4);
bottom: quasi-horizontal muons (|φ1| < π/4,
|φ1 − π| < π/4). The points are the data; the
curves are described in the text.
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Figure 21. Measured z-dependence of the vertical
(top) and horizontal (bottom) luminous size, ex-
tracted from a sample of 8.5 × 105 µ+µ− events
collected over ten days in December 2003. The
lines show the result of the simultaneous fit to
all events; the points with error bars result from
fitting the data separately in each z bin.
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show the boundaries of the 1, 2, and 3 σ regions
allowed by the fit around the central value indi-
cated by a cross. These results are from a typical
fit to the data. The allowed regions are tilted due
to the correlation between β∗

y,D and σyL (z = zw
y ).
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Figure 23. Difference between the fitted and the
generated values of σyL in simulated event sam-
ples generated with no hourglass effect. The error
bars reflect the statistics of the simulation. The
curve fitted to the data points provides a param-
eterization of the measurement bias.
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Figure 24. Medium-term history of the vertical
luminous size at the waist, as measured using the
dimuon DOCA distribution. The inner error bar
is statistical only; the outer error bar is the sum
(in quadrature) of the statistical error and of the
systematic uncertainty associated with the bias
correction.
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Figure 25. Medium-term history of the (assumed
common) vertical IP β-function β∗

y,D, as mea-
sured using the DOCA distribution. The in-
ner error bar is statistical only; the outer er-
ror bar is the sum (in quadrature) of the sta-
tistical error and of the systematic uncertainty
associated with the bias correction. The open
circles represent phase-advance measurements of
β∗

y+,−, appropriately combined assuming ǫy+ =
1.5 nm rad, ǫy− = 2.5 nm rad and neglecting x-y
coupling.
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Figure 26. Medium-term history of the effective
vertical emittance ǫy,eff, as inferred from the val-
ues of σyL and β∗

y,D extracted from the DOCA
distribution. The inner and outer error bars have
the same meaning as in Figs. 24 and 25.
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Figure 27. Medium-term history of the horizontal
luminous size σxL, as measured using the DOCA
distribution. The errors are statistical only (and
in many cases smaller than the data point).
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Figure 28. Medium-term history of txy, the az-
imuthal tilt of the luminous ellipsoid, as measured
using the DOCA distribution. The errors are sta-
tistical only.
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Figure 29. The boost vector B lies in the same
plane as the µ+µ− momentum vectors (top). Its
normal n̂ is defined by its dip angle λn (the com-
plement of its polar angle) and by its azimuthal
angle φn, the angle its x-y projection makes with
the horizontal axis x (bottom).
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Figure 30. Measured µ-pair distribution in the
λn-φn plane, in the BABAR reference frame. The
nominal 20 mrad horizontal angle between the
PEP-II collision axis and the detector coordinate
system is clearly visible.



32

 (rad)φ
-3 -2 -1 0 1 2 3

 (
m

ra
d)

λσ

0.6

0.7

0.8

0.9

1

1.1

Bx’σ

B
y’σ
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spread σλn

, corrected for initial-state radiation
and detector resolution. A boost angular spread
of σx′

B
= 1.05 and σy′

B
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in this sample.
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Figure 32. Azimuthal dependence of the detec-
tor resolution in dip angle λn. Although most of
the dilution is caused by the coarser tracking res-
olution of the BABAR drift chamber, the six-fold
symmetry of the silicon vertex tracker is appar-
ent.
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Figure 33. Longitudinal dependence of the x-
x′B (left) and y-y′B (right) correlation in Monte
Carlo simulation, without (closed circles) and
with (open circles) the distortion caused by de-
tector resolution. The dashed curves show the
z-dependence predicted by Eq. 16.
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7.2.1. Signatures of the Vertical Hourglass
Effect

The longitudinal dependence of the vertical-
boost angular spread is given by (see Sec. 3.5):

σ2
y′

B
=

{
(

ǫy−β
∗
y− + ǫy+β

∗
y+

)

(

f2
−

ǫy−
β∗

y−

+ f2
+

ǫy+

β∗
y+

)

+
ǫy−
β∗

y−

ǫy+

β∗
y+

(

f−αy+β
∗
y+ − f+αy−β

∗
y−

)2}

/
[

ǫy−β
∗
y−(1 + α2

y−) + ǫy+β
∗
y+(1 + α2

y+)
]

(26)

The first line describes the boost distribution at
the interaction point, or more precisely at the
waist (αy = 0). There no correlation exists be-
tween the vertical angles of the incoming particles
and the y-position of the collision: the boost an-
gular spread is the incoherent sum of the energy-
weighted individual beam spreads. In contrast,
far from the IP (|αy| ≫ 1) the second line domi-
nates: the y-position of the µ+µ− vertex is com-
pletely correlated with the vertical angles of the
colliding e±. In this regime, the angular spread
of beam particles contributing to collisions is pro-
portional to the vertical size of the luminous re-
gion divided by the longitudinal distance to the
IP. Each collision is “head-on”, but the direction
of the effective collision axis varies as a function
of y: it always points back to the nominal IP.

Figure 34 (left) illustrates the measurement
of the vertical IP β-function, using simulated
muon pairs generated with three different values
of β∗

y− = β∗
y+, and reflecting representative event

statistics. The boost distribution is constructed
from a wider angular range of colliding particles
at the waist than it is at large |z|: σy′

B
measure-

ments show excellent sensitivity to changes in the
common value of β∗

y .
The distance scale over which the y − y′ cor-

relation evolves is also β∗
y . Experimentally, this

correlation can be probed directly by measuring
the y-dependence of the mean vertical boost angle
y′B (Fig. 34, right). Eq. 16 describes the expected
relation between the measured observables and
the actual beam parameters. Detector-resolution
effects, which are large compared to the verti-
cal luminous size, degrade the effectiveness of the
method, but some constraining power remains.
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Figure 34. Impact of β∗
y on the z-dependence of

the vertical-boost angular spread σy′

B
(left), and

of the position-angle correlation (right), predicted
using a full detector simulation. The curves are
fits to simulated data for β∗

y = 14 (long dashes),
10 (short dashes) and 6mm (solid line). The
points with error bars are shown for the 10mm
simulation to indicate the sensitivity to β∗

y vari-
ations. The muon pairs are generated assuming
ǫy− (ǫy+) = 2.3 (1.4) nm-rad and zw

y− = zw
y+ = 0,

and neglecting beam-beam effects.

Figure 35 shows the two-dimensional χ2 con-
tours for a fit of ǫy−, ǫy+, and β∗

y,B (=β∗
y+

= β∗
y−) to a measurement of σy′

B
using simulated

data. In this fit, the emittances are poorly deter-
mined and highly correlated (left), and the β∗

y–
ǫy− plot (right) also exhibits structure (albeit to
a lesser degree). This is because the data allow
a precise determination of the peak value of σy′

B

(Fig. 34, left), but do not constrain the large-
|z| tails for lack of statistics. More information
is thus needed to separate the e+ and e− emit-
tances. The y – y′B correlation provides this ad-
ditional constraint: Figure 36 shows the χ2 con-
tours of the same parameters in the combined
fit to simulated, simultaneous measurements of
σy′

B
and δy′B(z)/δy. The fit reproduces the true

(generated) value of β∗
y to within 0.3mm, with a

statistical accuracy of ±0.3mm for a simulated
exposure of 4 fb−1.

Fig. 37 displays the sensitivity of boost ob-
servables to the longitudinal position of the ver-
tical waists, using a simplified simulation (“toy
Monte Carlo”). The longitudinal position of the
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Figure 35. 1-, 2-, and 3-σ contours for the ver-
tical emittances and (assumed common) vertical
IP β-function β∗

y,B extracted from a fit to σy′

B
in

a Monte Carlo simulation that includes the full
detector response. The muon pairs are gener-
ated assuming ǫy− (ǫy+) = 2.3 (1.4) nm-rad and
β∗

y− = β∗
y+ = 12.1mm, and neglecting beam-

beam effects.
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Figure 36. 1-, 2-, and 3-σ contours for the verti-
cal emittances and IP β-function β∗

y,B extracted

from a combined fit to σy′

B
and the y-y′B corre-

lation, in a Monte Carlo simulation that includes
the full detector response. The muon pairs are
generated assuming ǫy− (ǫy+) = 2.3 (1.4) nm-rad
and β∗

y− = β∗
y+ = 12.1mm, and neglecting beam-

beam effects.

peak angular divergence trails the waist of the
higher-energy electron beam. Separating the elec-
tron and positron waists distorts the shape of
the δy′B(z)/δy measurement, rather than simply

shifting the whole curve towards the waist of one
beam or the other. This simplified Monte Carlo
lacks the ability to model correlated detector er-
rors (which are however included in the full de-
tector simulation used for Fig. 34).
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Figure 37. Impact of the waist positions on
the z-dependence of the vertical-boost angular
spread (left) and of the position-angle correlation
(right), predicted using a parameterized simula-
tion. The curves are fits to simulated data for
zw

y− = zw
y+ = 0 (short dashes); zw

y− = +2mm,
zw

y+ = −2mm (long dashes); and zw
y− = +4mm,

zw
y+ = −4mm (solid curve). The points with er-

ror bars are shown for the {zw
y− = zw

y+ = 0} sim-
ulation to indicate the sensitivity to waist sepa-
ration. The muon pairs are generated assuming
ǫy− (ǫy+) = 2.3 (1.4) nm-rad and β∗

y− = β∗
y+ =

10mm, and neglecting beam-beam effects.

7.2.2. Predicted Beam-beam Signatures
Beam-beam–induced distortions of the e±

phase space at the PEP-II IP are known to in-
duce a significant reduction of the predicted spe-
cific luminosity with increasing bunch currents;
these dynamic changes are reflected in the evolu-
tion of the three-dimensional luminosity distribu-
tion. But beam-beam forces are also expected to
produce measurable effects in the angular distri-
bution of the boost vector.

The spread in vertical boost angle predicted by
the beam-beam simulation of Ref. [27] is shown in
Fig. 38 for very low and for nominal e± bunch cur-
rents: both the peak value of σy′

B
and the shape
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of its z-dependence are impacted. The analysis
of the evolution of the individual beam distri-
butions indicates that the peak angular spread
grows mainly due to a sizable increase in the verti-
cal emittance of the beams; the associated, albeit
moderate reduction in β∗

y accounts for the slightly
sharper fall-off, at nominal bunch currents, of the
z-dependence.

The effects of the beam–beam interaction upon
the y-y′B correlation are illustrated in Fig. 39.
The predictions of Eq. 16 (which ignores beam-
beam distortions) are in good agreement with the
simulation at low current; at nominal currents
the general features are well predicted, but the
quantitative agreement is not as good because
the bunches now deviate significantly from their
original Gaussian shape, and the effective waist
position is slightly shifted by the vertical pinch
effect [36]. Note, however, that the beam-beam
induced distortions illustrated here have a much
weaker impact than, and will be diluted by, the
detector resolution effects shown in Fig. 33.
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Figure 38. z-dependence of the vertical-boost an-
gular spread, predicted by the beam-beam sim-
ulation at e+ and e− bunch currents of 0.010 ×
0.006 mA2 (left) and 1.60×0.92 mA2 (right). The
points with statistical error bars are the simulated
angular spread in each z bin. The solid curve is
from Eq. 26 using emittances and β-functions in-
ferred from the simulated e± distributions at the
IP.
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Figure 39. z-dependence of the vertical-
boost angle-position correlation, predicted by the
beam-beam simulation at very low (left) and
at nominal (right) bunch currents, and assum-
ing perfect detector resolution. The points with
statistical error bars are the simulated angular–
position correlation in each z bin. The solid curve
is from Eq. 16 using emittances and β-functions
inferred from the simulated e± distributions at
the IP.

7.2.3. History of Vertical Phase-Space Pa-
rameters

PEP-II has been operating for over eight years,
allowing to follow the evolution of the beam pa-
rameters extracted from our fits, and to pro-
duce history plots that reflect changes in the ma-
chine optics. To perform this study, the data
was partitioned into intervals approximately two
weeks long, each containing a sufficient number of
e+e− → µ+µ− events to perform an adequately
precise measurement of β∗

y,B. For each of these
intervals, the measured z-dependence of σy′

B
and

of the y−y′B correlation was fit for the beam pa-
rameters. Figures 40 and 41 show typical fits over
one such interval. The vertical angular spread at
z = 0 (Fig. 40, right) significantly exceeds the
single-beam estimates of Table 1, as expected in
the presence of the beam-beam effects discussed
above. The y-y′B correlation measurement ex-
hibits (Fig. 41, right) the strong dilution expected
from the Monte Carlo simulation (see Fig. 33,
right), yet provides an effective constraint in the
combined fit for the beam parameters. The typ-
ical statistical error on such a fit amounts to 0.7
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mm on β∗
y,B. The corresponding systematic un-

certainties add up to approximately ±1mm.
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Figure 40. Measurement of the longitudinal de-
pendence of the vertical-boost angular spread.
Left: azimuthal dependence of the dip angle of
the decay plane, at z ≈ 0 (open circles) and for
z ≈ −1.5 cm from the IP (full circles). The corre-
sponding dashed lines represent the fits that yield
σx′

B
and σy′

B
at those z positions. Right: mea-

sured z-dependence of σy′

B
. The solid line is a

fit using the parameterization of Eq. 26. The two
highlighted data points (full and open circles) cor-
respond to the two fits shown on the left.

The time evolution of β∗
y , as measured by the

boost method and assuming β∗
y+ =β∗

y− = β∗
y,B,

is presented in Fig. 42, and compared with the
β∗

y,eff measurements extracted from the longitudi-
nal luminosity distribution (Sec. 5.1.3). The two
methods yield consistent results, confirming the
apparent discrepancy with the low-current phase-
advance measurements.

Fig. 43 shows the combined fit results for the
e± emittances. As evidenced by the size of the
error bars, the fit is much more sensitive to the
electron than to the positron beam emittance, be-
cause of the higher HER beam energy (see also
Fig. 36, left). A systematic difference (not shown)
between single and combined fits remains to be
understood. These vertical phase-space measure-
ments will be confronted with constraints from
the luminous-size analysis in Sec. 9.3.
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Figure 41. Left: correlation between vertical ver-
tex position and mean boost angle, for µ+µ− ver-
tices in the intervals −1.3 < z < −0.9 cm (full
circles) and 0.9 < z < 1.3 cm (open circles). The
slopes of the corresponding straight-line fits (left,
dashed lines) are plotted as a function of z in the
right figure, and their longitudinal dependence fit
(solid line) using the parameterization of Eq. 16.
The two highlighted data points (open and closed
circle) in the right figure, correspond to the two
fits shown on the left.

7.3. Characterization of Horizontal Phase
Space

A similar set of boost-vector measurements can
be performed in the horizontal plane. Because the
longitudinal evolution of horizontal observables is
determined by β∗

x, which is considerably larger
than the bunch lengths, horizontal-hourglass ef-
fects remain undetectable. The horizontal-boost
analysis therefore provides weaker constraints on
the beam parameters than the corresponding ver-
tical measurements of Sec. 7.2. Some z-averaged
measurements, however, remain useful: for in-
stance, because of the e+ - e− energy asymme-
try, the horizontal boost angular spread is largely
dominated by two parameters, the horizontal
emittance and IP β-function of the electron beam
(Eq. 13). The online measurement of σx′− relies
on this approximation.

7.3.1. Beam-beam Signatures
The effect of the beam-beam interaction on

horizontal-boost observables was studied using
the same simulations as in Sec. 7.2.2. The pre-
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Figure 42. Six-year history of β∗
y measured by the

boost method (circles) and extracted from the fit
to the longitudinal luminosity profile (points).

dicted spread in horizontal boost angle is shown
in Fig. 44 for very low and for nominal e± bunch
currents. The beam-beam interaction induces a
∼ 50% increase in horizontal angular spread, ac-
companied by a sizable reduction in horizontal
luminous size (Fig. 45). These predictions can
be directly confronted with BABAR measurements
under typical high-luminosity conditions.

The z-dependence of the horizontal-boost an-
gular spread is shown in Fig. 46 (left). As ex-
pected from the beam-beam simulation, the ob-
served angular spread is significantly larger than
that naively computed from single-beam param-
eters (Table 1). The positive slope of its z-
dependence suggests that the horizontal waist
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Figure 43. Six-year history of the e− (closed cir-
cles) and e+ (open circles) vertical emittances,
from the combined fit to σy′

B
(z) and δy′B(z)/δy .

may be offset in the positive direction by a con-
siderable fraction of β∗

x. This interpretation is
suggested by analogy with the vertical angular
spread (Fig. 40, right): a positive slope is ob-
served at negative z (with respect to the waist),
and vice versa. The horizontal measurement sam-
ples only a small fraction of the hourglass shape,
compared to the vertical measurement, before
“running out” of luminosity at large |z|.

Figure 46 (right) shows the z-dependence of the
horizontal luminous size σxL, measured using a
simple vertexing technique and resolution correc-
tion (Sec. 4.2.2). The reported magnitude is com-
parable to that expected in the presence of strong
beam-beam effects (Fig. 45, right). It also is fully
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Figure 44. Longitudinal dependence of the
horizontal-boost angular spread, predicted by the
beam-beam simulation at very low (left) and at
nominal (right) bunch currents (see Fig. 38). The
points with statistical error bars are the simulated
angular spread in each z bin. The solid curves are
from Eq. 14 (with x substituted for y) using hor-
izontal emittances and β-functions inferred from
Gaussian fits to the simulated e± distributions at
the IP.
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Figure 45. As in Fig. 44, but for the horizon-
tal luminous size, at very low (left) and at nomi-
nal (right) bunch currents. The points with error
bars are the values of σxL predicted by the sim-
ulation in each z bin. The solid curves reflect
the combination of Eqs. 8 and 9, using horizon-
tal emittances and β-functions inferred from the
simulated e± distributions.

consistent, in spite of very different systematics,
with the horizontal luminous size measured dur-

ing the same period by the much more sophisti-
cated impact-parameter method (Fig. 27). How-
ever, the slight z-dependence of σxL suggests a
horizontal-waist shift of opposite sign to that im-
plied by Fig. 46 (left). A more extensive study
of the impact of beam-beam distortions on the
shape of the luminous ellipsoid and on the boost
distributions, would be required to lift this ap-
parent (but minor) contradiction.

The five-year history of the horizontal lumi-
nous size and e− angular divergence (which dom-
inates the horizontal-boost angular spread), re-
constructed from archived BABAR data, is pre-
sented in Fig. 47. The sharp reduction in σxL

and correlated increase in σx′− were accompa-
nied by an appreciable luminosity increase; these
step changes reflect the onset of the signifi-
cant dynamic-β enhancement associated with the
move to half-integer tunes.
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Figure 46. Measurement of the longitudinal de-
pendence of the horizontal boost angular spread
(left) and of the horizontal luminous size (right).

7.3.2. Crossing Angles
For head-on collisions, the average boost direc-

tion is aligned with the longitudinal axis of the
luminous ellipsoid. When a crossing angle is in-
troduced, the difference between the mean boost
angle and the luminous tilt (Sec. 3.3) provides a
measure of the actual crossing angle, as described
in Eq. 12. The relation depends upon the rel-
ative difference in transverse beam sizes at the
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Figure 47. Long-term evolution of σxL (top) and
σx′

−
(bottom). The dotted vertical line marks the

date when the horizontal tunes of both rings were
moved very close to the half-integer.

interaction point, which for typical beam sizes in-
troduces but a small fractional correction to the
naive horizontal crossing-angle estimate.

Figure 48 (left) displays the history of the
measured mean horizontal boost angle x′B and
horizontal luminous tilt x′L. Both observables
display large, correlated steps, corresponding ei-
ther to reestablishing accelerator operation after
major maintenance periods or to re-optimizing
beam conditions. In contrast, the resulting
0.3 - 0.4mrad crossing angle (Fig. 48, right) ex-
hibits much smaller variations. Its non-zero av-
erage is consistent with the optimum crossing-
angle recorded by beam-orbit monitors during
dedicated beam-beam experiments: the best lu-
minosity results from an empirical compromise
between crossing–angle and parasitic–crossing-
induced beam separation [34].

In the vertical, the much smaller beam size
leads to considerably tighter crossing-angle tol-

erances, not only to ensure the geometrical over-
lap of the ribbon-like beams, but mainly because
the deleterious impact of the beam-beam inter-
action rapidly grows when the vertical crossing
angle exceeds ∼ 10 µrad; a similar sensitivity has
been observed in KEKB [35]. Figure 49 displays
the measured mean vertical boost angle y′B and
the vertical luminous tilt y′L, whose difference
is consistent with zero considering the measure-
ment uncertainties. The BABAR detector reports
measurements of these angles every five minutes
with typical resolutions of 0.1 and 0.2mrad re-
spectively.
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Figure 48. Left: mean horizontal boost x′B
(closed circles), compared to the horizontal tilt of
the luminous ellipsoid (open circles). Their dif-
ference (right) measures the horizontal crossing
angle.

8. Stored-beam profile measurements

8.1. Methodology
The lattice functions that relate the beam pro-

file measured at a synchrotron-light monitor to
the emittances of the two eigenmodes (Eqs. 17,18)
are measured by resonant excitation and analyzed
in the context of the MIA formalism (Sec. 3.6).
The extracted eigenemittances can then be com-
bined with these same lattice functions at the IP
to yield the transverse parameters of each beam
at that particular location.

At any point around the ring, the lattice func-
tions above can be converted into, or alternatively
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Figure 49. Left: mean vertical boost y′B (closed
circles), compared to the vertical tilt of the lu-
minous ellipsoid (open circles). Their difference
(right) measures the vertical crossing angle. The
steps in the measured crossing angle coincide
with down-times indicating a possible dependence
upon detector alignment changes.

expressed in terms of, the fully coupled one-turn
matrix M at that location [37]. Such one-turn
matrices are therefore required at three locations
in the LER: those at the SXML and SLML profile
monitors are used to extract the eigenemittances
and the beam tilt-angle from the measured beam
profiles, while the one-turn matrix at the IP is
needed to convert the results back into IP beam
sizes. In practice, these one-turn matrices M are
built from consecutive transfer matrices T (which
are themselves based on the MIA data): one from
the IP to the SXML, a second one from the SXML
to the SLML, and finally a third matrix connect-
ing the SLML back to the LER IP. The procedure
is similar in the HER, except that here only two
one-turn matrices are required, one at the SLMH
and one at the IP.

The above procedure is well established and has
been routinely used in numerous storage rings (at
least in a simplified form applicable to the no-
coupling limit). As described above however, this
analysis is valid only to the extent that the beam-
beam interaction does not significantly alter the
lattice functions in either ring. Its application
to PEP-II, even at moderate bunch currents, re-
quires to take carefully into account the mutual
focusing of the two beams.

8.2. Transverse Profile Analysis in the
Presence of Beam-Beam Effects

The effect of the beam-beam interaction on the
one-turn matrices is modeled in the linear approx-
imation, by inserting a matrix B± at the IP, with
off-diagonal focusing terms that depend on the
charge and transverse sizes of the other beam.
For example, the beam-beam matrix B+ acting
on the positron beam is given by:









1 0 0 0
−2reN−

γ+σx−(σx−+σy−) 1 0 0
0 0 1 0
0 0 −2reN−

γ+σy−(σx−+σy−) 1









,

where re is the classical electron radius, N− is
the number of electrons per bunch (or per slice,
see below), γ+ is the relativistic factor of the
positrons, and σx− (σy−) is the horizontal (ver-
tical) size of the e− beam at the place where the
collision occurs. Because one is interested in solv-
ing for the lattice parameters at the IP itself, the
beam-beam matrix is split into two parts, insert-
ing on either side of the IP the matrix

√

B+ (sim-
ply obtained by omitting the 2 in the off-diagonal
terms). In the case of the HER for instance, the
one-turn matrix at the IP is given by

MIP =
√

B− TSLMH→IP TIP→SLMH

√

B−.

To take into account the longitudinal spread
of the beams and their hourglass shape, the e±

longitudinal particle distributions, assumed to be
Gaussians, are divided into slices of equal charge;
each slice collides sequentially with all the slices
of the other beam. When building the corre-
sponding B± matrices, the charge of each slice
is assumed to be concentrated at the longitudinal
centroid of that slice, with a transverse distribu-
tion that depends, at each step of the collision
process, on the distance of the slice to the (verti-
cal) waist. For a given beam, all slices have the
same transverse emittance, but each slice is as-
sociated with its own one-turn matrix at the IP
(and at each light monitor); the two eigenemit-
tances are determined from the measured beam
profiles and the slice-averages of the coefficients
of the emittances in Eqs. 17 and 18. This pro-
cedure thus takes into account the longitudinal



41

Table 5
Beam parameters at the PEP-II IP extracted from recent profile-monitor measurements at moderate
beam currents.

Parameter LER (e+) HER (e−)

Beam current (mA) 433 124
Number of bunches 1722 1722

Eigenmode i i = 1 (x-like) i = 2 (y-like) i = 1 (x-like) i = 2 (y-like)
Single-beam analysis, neglecting the beam-beam interaction

ǫi (nm-rad) 28.3 2.3 111 1.1
β∗

i (mm) 259 7.9 419 10.6
σi ( µm) 85 6.5 214 5.8
Tilt angle (degrees) 0.71 -1.20

Beam-beam interaction accounted for by the iterative procedure of Sec. 8.2
ǫi (nm-rad) 27.7 2.2 103 1.1
β∗

i (mm) 248 7.7 228 10.2
σi ( µm) 82 6.3 153 4.9
Tilt angle (degrees) 0.64 -1.10
Beam-beam parameter 2.5 × 10−3 2.4 × 10−3 9.7 × 10−3 5.6 × 10−3

variation of the vertical beam-beam parameters
during the collision process.

In general, the electron beam is tilted by an
angle ψ− at the location of each slice-slice col-
lision, while the expression above for the beam-
beam force is in uncoupled coordinates. One must
therefore apply a rotation matrix R− to the B+

matrix acting on the positron slice in order to get
the rotated beam-beam matrix Br+:

Br+ = R−1

− B+R−,

where

R− =







cosψ− 0 sinψ− 0
0 cosψ− 0 sinψ−

−sinψ− 0 cosψ− 0
0 −sinψ− 0 cosψ−






.

Equivalent considerations apply to the rotated
matrix Br−. The full sequence of rotated beam-
beam matrices then models the beam-beam in-
teraction at the IP.

A difficulty with this technique is evident: the
e− beam size at the IP must be known in order to
determine the e+ beam size there, and vice-versa.
The solution is an iterative approach that starts
with a zero beam-beam contribution and then
gradually increases its strength. In the initial step
the bunch populations N∓ are set to 0, the ring
lattices are independent, and the IP beam sizes
and tilts can be estimated using the measured,

unaltered lattice functions. These IP beam sizes
are then used in the following iteration, N∓ set
to a small non-zero value, the one-turn matrices
altered to include the effect of the beam-beam
kicks, and the eigenemittances computed anew.
The procedure is repeated by progressively ramp-
ing up the charge N∓ in the opposing bunch used
in B±, until both bunch populations reflect the
actual beam currents at the time the beam-profile
measurements were recorded. The number of lon-
gitudinal slices depends on the strength of the
beam-beam interaction in the data sample con-
sidered; it is chosen large enough for the iterative
beam-beam correction to converge.

8.3. Experimental results
When the currents, and hence the beam-beam

forces, are low enough, this procedure yields a
physically plausible result, as illustrated in Ta-
ble 5. The profile monitor data were recorded in
collision, immediately prior to a set of MIA lattice
measurements. Figure 50 shows the IP beam pa-
rameters converging as the bunch populations are
ramped up, in the analysis, from 0 (Table 5, cen-
ter rows) to their actual value in 80 steps. The
calculation then continues for a further 20 iter-
ations with constant bunch charges, and all IP
beam parameters (Table 5, bottom rows) remain
stable. A single longitudinal slice representing
the entire bunch is sufficient to ensure conver-
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gence, and the results do not change when the
number of slices is increased. The impact of the
beam-beam interaction on the interpretation of
the profile-monitor data is illustrated by the re-
duction of β∗

1(e−) from 42 to 23 cm, that reflects
a significant onset of the dynamic-β effect in the
HER, as expected in view of the already sizable
LER current.

At first sight, the transverse IP beam sizes ap-
pear reasonable: while in this experiment the lu-
minosity was too low for directly measuring the
luminous size using BABAR, the inferred values
of σyL and σxL (Table 6) are reasonably consis-
tent with the range of measurements reported in
Figs. 24 and 27, respectively. But closer scrutiny
reveals inconsistencies. The product of convo-
luted beam sizes Σx × Σy inferred from profile-
monitor data can be confronted with that di-
rectly measured by scanning one beam trans-
versely across the other [11]–[12], as well as with
that calculated from the measured specific lumi-
nosity Lsp. After applying the required hour-
glass corrections [10] to the raw measurements
of Σy and Lsp, the beam-beam scans and the
specific luminosity yield values of Σx × Σy that
are consistent within 10% (Table 6); in contrast,
the result inferred using profile monitors is 60–
70% larger. Equivalently, the specific luminos-
ity predicted using measured beam currents and
synchrotron-light profiles would fall significantly
short of that actually observed.

Similar measurements and other circumstantial
evidence accumulated in the last few years of run-
ning suggests that the discrepancy is caused by
the combination of at least two effects. First,
the value of ǫ1(e

−) inferred from SLMH mea-
surements (Table 5) is 1.5 to 2 times as large as
that predicted by lattice simulations; this can be
traced back to an overestimation of the horizon-
tal beam size measured at the HER SLM, whose
primary mirror is known to have suffered large
thermal stresses that distort the image (the ver-
tical measurement remains unaffected because it
relies on the interferometer). Using as a guide the
value of Σx measured in beam-beam scans, scal-
ing the horizontal spot size down by 15% at the
HER SLM and repeating the beam-beam correc-
tion procedure yields σxL = 66µm, Σx = 143µm

and Σy = 7.7µm. While the corresponding elec-
tron emittance is typical of the values reported in
Sec. 9 below, the value of Σx × Σy ∼ 1100µm2

remains incompatible with those extracted from
the specific luminosity or the beam-beam scan.

This persistent discrepancy is presumably due
to at least one of the vertical IP spot sizes not
being accurately predicted using the combination
of lattice-function and profile-monitor measure-
ments. The most likely cause of this inconsistency
is the sensitivity of the ring optics to the stabil-
ity of the orbit, especially in the LER. Already
at moderate beam currents of a few hundred mA,
the ring orbits are significantly different, because
of the synchrotron-radiation heat load, from those
recorded during lattice measurements, when only
one bunch is circulating and the total current is
less than a thousandth of its nominal value. The
interpretation of beam-profile measurements in
terms of IP beam sizes thus becomes very deli-
cate.

Table 6
Comparison of convoluted IP beam sizes deter-

mined by various methods. The profile-monitor
results are computed from the IP parameters in
the bottom rows of Table 5. The bunch lengths
assumed in computing the hourglass corrections
are σz+ (σz−) = 10.2 (9.8)mm.

Synchrotron-light profile monitors
σxL 72.3 µm

σyL(z = zw
y ) 3.9 µm

Σx 173 µm
Σy(z = zw

y ) 8.0 µm
Σx ×Σy 1387 µm2

Beam-beam scans
Σx, Σy (measured) 150, 6.87 µm
Σy (hourglass corr’d) 5.24 µm

Σx ×Σy 787 µm2

Specific luminosity
Lsp (measured) 4.32 µb−1s−1mA−2 b

Lsp (hourglass corr’d) 5.24 µb−1s−1mA−2 b
Σx ×Σy 869 µm2

Numerous attempts to extend this profile-
monitor analysis to the strong beam-beam con-
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Figure 50. Iterative determination of IP parameters from profile monitor data. The HER transverse beam
sizes, emittances, β-functions and beam-beam parameters are shown by dashed lines; the corresponding
LER quantities are the solid lines. The bunch populations are ramped from 0 to their full value in 80
iterations, and then remain constant for an additional 20.

ditions of routine operating currents have yielded
no satisfactory solution. The thermally-induced
orbital and optical distortions are clearly exacer-
bated by the larger heat load. There also exist
other reasons why the low-current lattice charac-
terization may not apply under nominal colliding
conditions. The low-current data presented above
were recorded immediately before the lattice was

measured, so at that particular time the state of
the machine was as close as could be to the MIA-
based model used in the profile-monitor analysis.
When PEP-II is operating for physics, the opera-
tors continuously tune the machine for maximum
luminosity. The procedure includes not only tune
adjustments (which have been approximately in-
corporated into the model), but also changes to
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skew quadrupole settings to optimize the coupling
corrections, and to local bumps in sextupoles that
affect both coupling and dispersion. Modeling
this empirically optimized machine with sufficient
precision becomes an intractable proposition.

9. Combined IP Phase-Space Analysis

9.1. Analysis strategy
The strategy is outlined in Fig. 51, which sum-

marizes the logical flow of the luminous-region
analyses and profile-monitor studies described in
the preceding sections and consolidated below.
Each set of observables: the combination of mea-
sured lattice functions and transverse beam pro-
files on the one hand (Fig. 51, top left), and the
luminous-region parameters on the other (Fig. 51,
right), offers a nearly complete description of the
IP phase space — at least conceptually. Com-
paring results for overlapping parameters can be
used to identify inconsistencies (as illustrated in
Sec. 8) or to validate the techniques (see Secs. 9.2–
9.4 below). Combining all measurements should
eventually yield a complete, and partially con-
strained, description.

Transverse-beam profiles at synchrotron-light
monitors can be combined with lattice functions
measured by resonant excitation, to extract the
eigenmode emittances ǫ1,2 in each ring separately,
and predict the e+ and e− spot sizes at the IP,
and from there the specific luminosity. These tra-
ditional measurements can then, in principle, be
confronted with luminous-region observables, ei-
ther as a consistency check or to provide addi-
tional constraints. In PEP-II however, the incon-
sistencies between lattice functions measured in
single-bunch mode, and those in collision at in-
termediate or full beam currents (Sec. 8), signif-
icantly restrict the usefulness of profile monitors
for phase-space determination at the IP.

The longitudinal and vertical dependence of
the luminosity L and of the angular distribution
of the boost vector allow the determination, un-
der high-luminosity conditions, of the convoluted
bunch length Σz and of the vertical hourglass pa-
rameters (common effective IP β-function, longi-
tudinal position of the waist, σyL at the waist).
The mutual consistency between the results of

these very different methods, and in particular
the potential impact of x-y coupling on these
analyses, are examined in Sec. 9.2. The impact-
parameter and transverse-boost techniques also
provide, respectively, a constraint on, and a mea-
surement of, the vertical phase-space of the two
beams (Sec. 9.3).

The combination of these vertical e± IP pa-
rameters with the specific luminosity Lsp, mea-
sured using the radiative-Bhabha monitor, yields
the horizontal convoluted beam size Σx. Measur-
ing simultaneously Σx and the horizontal lumi-
nous size σxL is tantamount to determining the
two e± IP horizontal beam sizes (up to a two-fold
ambiguity). Finally, the horizontal-boost distri-
bution σx′

B
directly measures the horizontal e−

angular divergence, which together with the hor-
izontal e− spot size allows one to solve for β∗

x−

and ǫx− (Sec 9.4).
The convoluted beam sizes Σx, Σy can also

be directly measured by transverse beam-beam
scans (Fig. 51, bottom left), providing a partial
consistency check on the results above. However,
because such scans are possible only in the low
beam-beam parameter regime, they reflect nei-
ther the full impact of the horizontal dynamic-β
effect, nor that of beam-beam–induced vertical-
emittance blowup. The values of Σx and Σy ex-
tracted from such scans therefore represent an up-
per and a lower limit, respectively, of the corre-
sponding IP spot-size combinations under high-
luminosity conditions.

9.2. Vertical hourglass parameters
The long-term evolution of the effective vertical

IP β-function is presented in Fig. 52. The results
of the longitudinal luminosity profile and boost
methods are highly consistent (as predicted by
simulations), typically tracking each other within
1 mm. The vertical luminous-size results display,
over most of the running period, relative varia-
tions similar to those of the other two methods,
but with β∗

y values lower by 3 to 5mm and more
consistent with phase advance measurements (see
Fig. 25).

The corresponding history of the vertical-waist
positions are shown in Fig. 53. Here again,
the relative variations in zw

y are highly corre-
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Figure 51. Schematic of possible inputs to a combined analysis of the two-beam phase space at the IP.
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lated, suggesting they reflect actual waist dis-
placements. The boost method provides the most
statistically precise measurement; the reported
waist typically lies within 1 mm of the longitu-
dinal position zc of the collision point (which is
extracted independently from the longitudinal lu-
minosity distribution). The systematic difference
in waist position between the longitudinal lumi-
nosity profile and the boost method could not be
explained by instrumental, acceptance, or beam-
beam effects. It appears consistent in sign and
magnitude with the impact, on the longitudinal
luminosity distribution, of an impedance-induced
asymmetry in the longitudinal positron distribu-
tion (already indicated by streak-camera mea-
surements [26]). But this difference in the re-
ported position of the effective waist may also be
due to separated e+ and e− waists, or to different
sensitivities of the two methods to x-y coupling.
However it remains small enough (∼ 2 mm, i.e.

15% of β∗
y) not to bias the β∗

y measurement.
Although none of the luminous-region methods

by itself is able to determine separately β∗
y+ and

β∗
y−, each of these measurements imposes a differ-

ent constraint on the allowed values of the two IP
β-functions; requiring that their results overlap,
may therefore restrict the range of allowed β∗

y+,−

values. These constraints are weakly dependent
on the vertical e+ and e− emittances, and ei-
ther can be expressed analytically (see Eq. 10
for the longitudinal luminosity distribution), or
are computed numerically (vertical luminous-size
and boost methods). An example of the result-
ing contours is presented in Fig. 54. The boost
and longitudinal-profile constraints mostly over-
lap, but the luminous-size method provides or-
thogonal information. However, the overlap re-
gion (β∗

y+ ∼ 9 mm, β∗
y− ∼ 21mm) is inconsistent

both with single-bunch phase advance data (open
circles), and with predictions from PEP-II lattice
models.

This inconsistency could not be explained by
systematic instrumental or acceptance biases, nor
by beam-beam distortions; neither could it be re-
solved by reasonable variations of the assumed
emittances. To investigate the potential impact
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circles), and the vertical luminous size (β∗
y,D,

open blue circles).

of x-y coupling, simulated luminosity and boost-
angle distributions were generated using sets of
lattice functions measured, over the course of one
year, in single-bunch mode by the MIA method
(Sec. 3.6). Applying the (uncoupled) analyses of
Secs. 5, 6 and 7 to these simulated distributions
yields the results displayed in Fig. 55. Here each
symbol shows the results of the fit to a data set
that was generated assuming either coupling as
measured (squares and circles), or with coupling
turned off (triangles) by setting the w matrix
(Eqs. 17, 18) to zero. In all cases, the coupling
distorts the hourglass shape, as evidenced by the
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triangles are the fitted position zc of the collision
point.

correlation, across the three analyses, of sample-
to-sample variations. The β∗

y bias is smallest
(0.5–2mm) for the luminous-size method, and
largest (1–5mm) for the boost technique.

A similar analysis was applied to the measure-
ments of the vertical luminous size at the waist,
displayed in Fig. 56. Remarkably, the impact-
parameter technique and the boost method – fun-
damentally different as they are – yield results
consistent to better than 1µm RMS. A system-
atic difference is however apparent, which would
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These lines are ±1 σ contours, drawn assuming
ǫy− (ǫy+) = 3 (2) nm-rad as suggested by Fig. 43.
The open circles represent low-current, phase-
advance measurements of β∗

y+,− that assume no
x-y coupling.

be consistent, both in sign and in magnitude, with
underestimating the bias correction (Sec. 6.4.3)
to the luminous size by roughly 1µm. In con-
trast, a simulation study of coupling-induced bi-
ases, summarized in Fig. 57, suggests that the
impact of transverse coupling on the measured
vertical luminous size is typically larger when us-
ing the boost rather than the impact-parameter
method (as was also the case for β∗

y). It may well
be, therefore, that the systematic difference ob-
served in Fig. 56 is actually associated with an
underestimation of either the e+ or e− vertical
emittance by the boost analysis.

9.3. Vertical Phase Space
Measurements of the vertical e+ and e−

emittances by the boost method, assuming
β∗

y+ = β∗
y−, were discussed in Sec. 7.2.3 and
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y

measurements by different methods: longitudinal
luminosity profile (β∗

y,eff , top); vertical luminous
size (β∗
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presented in Fig. 43. Simulations indicate that
in the absence of transverse coupling and be-
cause of the energy asymmetry, the HER vertical
emittance is determined more reliably than the
LER emittance. In addition, and due to internal
correlations, the fitted vertical e+ IP spot size

(
√

ǫy+ × β∗
y,B) is less sensitive to unequal e+ - e−

β-functions and emittances, than the correspond-

ing angular spread (
√

ǫy+/β∗
y,B) or than the LER

emittance itself.
The boost measurements are confronted with

the impact-parameter results in Fig. 58, using the
effective vertical emittance defined in Eq. 11. The
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Figure 56. History of the vertical luminous size
σyL, directly measured by the impact-parameter
method (open circles), or inferred from the results
(ǫy+, ǫy−, β∗

y,B) of the boost analysis (full circles).

two techniques track each other nicely in terms
of relative variations, suggesting these reflect ac-
tual changes in the vertical emittance(s). The
difference between emittances measured by the
impact-parameter and by the boost method has
the same sign as, but is more pronounced than in
the case of the vertical luminous-size determina-
tion (Fig. 56). Part of the discrepancy might be
due, as in the case of σyL, to an underestimated
bias correction (σyL, β∗

y,D and ǫy,eff all decrease
when the bias correction increases). But an ad-
ditional contribution to the discrepancy in verti-
cal effective emittance may be attributable to the
systematic difference (most likely caused by x-
y coupling) between the effective β-functions re-
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Figure 57. Impact of coupling on simulated σyL

measurements by the impact-parameter (top) and
by the boost (bottom) methods. Each symbol
shows the results of the fit to simulated luminos-
ity and boost-angle distributions generated using
one set of lattice functions measured in single-
bunch mode at the indicated date, and assum-
ing either zero coupling (triangles), or coupling
as measured (open circles, full circles).

turned by the boost and impact-parameter meth-
ods (β∗

y,B > β∗
y,D, see Fig. 52).

Figure 59 illustrates the potential impact of
transverse coupling on simulated vertical emit-
tance and β∗

y measurements by the boost method.
Boost angular distributions were generated, us-
ing the same sets of measured lattice func-
tions as in the preceding section and assuming
ǫy+ = ǫy− = 3 nm-rad. In the absence of x-y cou-
pling, the fitted effective β-function β∗

y,B (trian-
gles, top) and HER emittance (triangles, center)
perfectly reproduce the corresponding input pa-
rameter (crosses); however the fitted LER emit-
tance (triangles, bottom) deviates from its gener-
ated value, the more so the more the true value
of β∗

y− differs from that of β∗
y+. When coupling
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Figure 58. History of the effective vertical emit-
tance ǫy,eff , measured using the impact-parameter
method (open circles), or inferred from the results
(ǫy+, ǫy−, β∗

y,B) of the boost analysis (full circles).

is turned on (circles), the fitted value of β∗
y,B

typically increases, and the fitted electron and
positron emittances both deviate from their true
value. Further simulations have shown that these
emittance biases can be of either sign, depending
on the coupling parameters and on the relative
true values of β∗

y+, β∗
y−, ǫy− and ǫy+.

9.4. Horizontal phase space
In spite of the systematic uncertainties intro-

duced by residual coupling near the IP, a par-
tial validation of the vertical phase-space mea-
surements above is however provided by the com-
parison (Fig. 60, top) of the directly-measurable
horizontal luminous size σxL (Eq. 8) with the hor-
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Figure 59. Impact of coupling on simulated
vertical phase-space measurements by the boost
method: IP β-function β∗

y,B (top), e− (center)

and e+ (bottom) emittances. The crosses are
the true (input) values. The other symbols show
the results of the fit to simulated boost-angle dis-
tributions generated using lattice functions mea-
sured in single-bunch mode, and assuming either
zero coupling (triangles), or coupling as measured
(full circles).

izontal convoluted beam size Σx (Eq. 7). The lat-
ter is calculated from the IP vertical β-functions
(Fig. 42) and emittances (Fig. 43) extracted
from the boost distribution, and from the mea-
sured specific luminosity (Lsp ∼ 1/ΣxΣy) aver-
aged over the corresponding time window and
hourglass-corrected [10] using the measured ra-
tio of β∗

y,B/Σz. The ratio Σx/σxL (Fig. 60, bot-

tom) is determined by that of the e+ and e− hor-
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izontal beam sizes, and reaches a minimum of 2
when σx− = σx+. The range of observed val-
ues is consistent with this physical bound and
provides an indication of the relative horizontal
beam sizes under the simplifying assumption of
negligible coupling. The same data can also be
presented in terms of a determination of the two
horizontal IP beam sizes (Fig. 61). Additional in-
put is required to lift the ambiguity as to which
of the two beams exhibits the largest horizontal
spot size at the IP.
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Figure 60. Top: comparison of Σx (points with
error bars), inferred from the measured specific
luminosity and the vertical-boost analysis, with
the horizontal luminous size σxL (open circles).
Their ratio (bottom, left scale) is determined by
that of the e+ and e− horizontal beam sizes (bot-
tom, right scale).

One more handle is provided by the horizontal-
boost angular spread, which (up to a ∼ 6% cor-
rection) is dominated by the HER angular diver-
gence (Eq. 13). Combining σx′

−
with the possible
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Figure 61. Seven-year history of the e− and
e+ horizontal IP spot sizes, inferred by combin-
ing Σx and σxL measurements. Luminous-region
analyses do not allow, by themselves, to lift the
ambiguity. The step-like drop in mid 2003 oc-
curred when the horizontal tunes of both rings
were moved very close to the half-integer.

solutions for σx−
yields two solutions for the hor-

izontal emittance and IP β-function of the elec-
tron beam, presented in Fig. 62. Recent models
of the PEP-II optics tuned on low-current lattice
measurements [38], consistently suggest that the
horizontal LER emittance is the smallest of the
two, thereby lifting the ambiguity in Fig. 62. This
in turn identifies the e+ horizontal IP spot size as
the smaller of the two (open circles) in Fig. 61.
These lattice models predict ǫx− (ǫx+) = 50–60
(20–40) nm, yielding a reasonable agreement with
the high-current measurement of ǫx− presented
here.

10. Conclusions

We presented in this paper the development
and application of a novel suite of analysis tools
that extract an extensive set of e+ and e− beam
parameters at the PEP-II IP, from the spatial and
kinematic distributions of e+e− → µ+µ− events
reconstructed using the BABAR detector.
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Figure 62. Seven-year history of the e− horizon-
tal emittance (top) and IP β-function (bottom),
inferred by combining Σx, σxL and σx′

B
measure-

ments. Open circles correspond to the σx− < σx+

solution, full circles to σx− > σx+. Simulations
of the PEP-II lattice favor the latter.

While monitoring the luminous-centroid po-
sition is by now routine procedure in most
colliding-beam experiments, the high luminosity
of e+e− factories allows in addition the continu-
ous determination, on much shorter time scales,
of the orientation of the luminous ellipsoid with
respect to the nominal beam axis. In the spe-
cial case of the B factories, the e+ − e− en-
ergy asymmetry also gives access to the horizon-
tal and vertical crossing angles between the two
beams, because that asymmetry is reflected in
the transverse-momentum distributions of fully-

reconstructed final states.
More importantly, the simultaneous analysis of

the three-dimensional luminosity distribution and
of the angular distribution of muon pairs allows
a continuous determination, under normal high-
luminosity conditions and on time scales varying
from a half hour to a few weeks, of a large panoply
of longitudinal and transverse phase-space pa-
rameters. The use of three complementary tech-
niques, with very different instrumental systemat-
ics and diverse sensitivities to the unknown beam
parameters, allows, in some cases, to separate
electron and positron properties; it also provides
much-needed redundancy and allows crucial con-
sistency checks. Several of the observables acces-
sible to these luminous-region analyses are either
not directly measurable by conventional accelera-
tor techniques, or can be determined only at very
low current or in single-bunch mode, greatly com-
plicating the interpretation of accelerator perfor-
mance during physics running.

The list of the measured phase-space and optics
parameters studied in this paper is presented in
Table 7, which constitutes a self-consistent snap-
shot of beam properties at the PEP-II IP at the
end of the 2007 run. The long-term evolution of
these quantities, measured over the entire life of
the SLAC B-factory, was presented in Secs. 5, 7
and 9. These history plots demonstrate the pro-
gressive optimization of the optics and emittances
of each of the beams, and provide striking illustra-
tions of, for instance, the onset of the dynamic-β
effect.

The techniques presented in this paper are in
principle applicable to all high-luminosity e+e−

colliders - albeit to various degrees. In particu-
lar, the full potential of the very powerful boost
technique can only be realized in the presence of
a significant asymmetry between beam energies.
The impact-parameter method may run into fun-
damental instrumental limitations in some of the
proposed “super-B” factories, where sub-micron
IP spot sizes can no longer be resolved by ver-
tex detectors. Except for the boost technique
(which requires fully-reconstructed exclusive final
states), the methods introduced here should also
prove useful in hadron colliders.
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Table 7
Typical beam parameters at the PEP-II IP extracted from luminous-region measurements in August 2007.
Errors are statistical only. The longitudinal phase-space measurements were presented in Sec. 5, and
the impact-parameter (DOCA) and boost (B) methods detailed in Secs. 6 and 7 respectively. Combined
analyses of transverse phase space were discussed in Sec. 9. The dominant systematic uncertainty affecting
vertical parameters is indicated in the right column; in most cases it also impacts the derived horizontal
parameters.

IP parameter e
−

e
+ Method Comments

Total beam current (A) 1.796 2.526
Number of bunches 1722 1722
Bunch current (mA/b) 1.04 1.47
Luminosity ( cm−2s−1) 11.1 × 1033 rad. Bhabha bef. hourglass crct’n
Lsp ( cm−2s−1 b−1 (mA/b)−2) 3.98 × 1030 rad. Bhabha bef. hourglass crct’n

Σz (mm) 15.15 ± 0.02 L(z)
σz (mm) 11.1 ± 1.1 11.1 ± 1.1 L(z) & VRF Opportunistic only

β∗
y,D

(mm) 10.1 ± 0.8 DOCA Resolution bias

β∗
y,eff

(mm) 12.8 ± 0.2 L(z) Coupling

β∗
y,B

(mm) 12.9 ± 0.3 B Coupling

ǫy,eff (nm-rad) 3.1 ± 0.4 DOCA Resolution bias
ǫy,eff (nm-rad) 1.5 ± 0.1 ǫy+ & ǫy− (B) Coupling
ǫy−,+ (nm-rad) 2.5 ± 0.1 1.0 ± 0.1 B Coupling
σy−,+ ( µm) 5.7 ± 0.3 3.6 ± 0.2 B Coupling
Σy ( µm) 6.9 ± 0.2 σy+,− (B)
σyL ( µm) 3.2 ± 0.1 σy+,− (B)
σyL ( µm) 4.0 ± 0.2 DOCA Resolution bias

σxL ( µm) 64.0 ± 0.1 DOCA
Σx ( µm) 148 ± 3 Lsp & Σy

σx−,+ ( µm) 129 ± 4 71 ± 1 Σx & σxL

σ′
x− (mrad) 0.60 ± 0.02 - B

ǫx− (nm-rad) 75 ± 2 - σx & σ′
x

β∗
x− (mm) 222 ± 6 - σx & σ′

x
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