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Abstract

We present a search for the deday — ¢*v, (¢ = 7, u,or e) in (458.945.1) x 10 7(45) decays recorded

with the BABAR detector at the SLAC PEP-B-Factory. A sample of events with one reconstructed exclusive
semi-leptonicB decay B~ — D%~ vX) is selected, and in the recoil a search &t — ¢+, signal is
performed. Ther is identified in the following channelst™ — etvev,, 77 — ptyv,, 71 — 7ty

andrt — 7t7%.,. The analysis strategy and the statistical procedure is set up for branching fraction
extraction or upper limit determination. We determine from the dataset a preliminary measurement of
B(BY — 7Fu;) = (1.84+0.840.1) x 1074, which excludes zero &40, and fp = 230 + 57 MeV.
Combination with the hadronically tagged measurement yigid8* — 77v,) = (1.8 £0.6) x 1074,

We also set preliminary limits on the branching fractiond3aB* — e*v.) < 7.7 x 1076 (90% C.L),

B(B* — uty,) <11 x 107° (90% C.L), andB(B™ — 7Fv;) < 3.2 x 1074(90% C.L).

Submitted to the § International Workshop on the CKM Unitarity Triangle
9—13 September 2008, Rome, Italy.

Stanford Linear Accelerator Center, Stanford University, Stanford, CA 94309

Work supported in part by Department of Energy contract DE-2AZ6SF00515.



The BABAR Collaboration,

B. Aubert, M. Bona, Y. Karyotakis, J. P. Lees, V. Poireau, E. Prencipe, X. Prudent, V. Tisserand
Laboratoire de Physique des Particules, IN2P3/CNRS et UnigatdsitSavoie, F-74941 Annecy-Le-Vieux, France

J. Garra Tico, E. Grauges
Universitat de Barcelona, Facultat de Fisica, Departament ECM, E-08028 Barcelona, Spain

L. Lopez?, A. Palan@®, M. Pappagallt
INFN Sezione di Bafi Dipartmento di Fisica, Universit di Bari®, I-70126 Bari, Italy

G. Eigen, B. Stugu, L. Sun
University of Bergen, Institute of Physics, N-5007 Bergen, Norway

G. S. Abrams, M. Battaglia, D. N. Brown, R. N. Cahn, R. G. Jacobsen, L. T. Kerth, Yu. G. Kolomensky, G. Lynch,
. L. Osipenkov, M. T. Ronan K. Tackmann, T. Tanabe

Lawrence Berkeley National Laboratory and University of California, Berkeley, California 94720, USA

C. M. Hawkes, N. Soni, A. T. Watson
University of Birmingham, Birmingham, B15 2TT, United Kingdom

H. Koch, T. Schroeder
Ruhr Universiét Bochum, Institutifr Experimentalphysik 1, D-44780 Bochum, Germany

D. Walker
University of Bristol, Bristol BS8 1TL, United Kingdom

D. J. Asgeirsson, B. G. Fulsom, C. Hearty, T. S. Mattison, J. A. McKenna
University of British Columbia, Vancouver, British Columbia, Canada V6T 1Z1

M. Barrett, A. Khan
Brunel University, Uxbridge, Middlesex UB8 3PH, United Kingdom

V. E. Blinov, A. D. Bukin, A. R. Buzykaev, V. P. Druzhinin, V. B. Golubev, A. P. Onuchin, S. I. Serednyakov,
Yu. I. Skovpen, E. P. Solodov, K. Yu. Todyshev

Budker Institute of Nuclear Physics, Novosibirsk 630090, Russia

M. Bondioli, S. Curry, I. Eschrich, D. Kirkby, A. J. Lankford, P. Lund, M. Mandelkern, E. C. Martin, D. P. Stoker
University of California at Irvine, Irvine, California 92697, USA

S. Abachi, C. Buchanan
University of California at Los Angeles, Los Angeles, California 90024, USA

J. W. Gary, F. Liu, O. Long, B. C. ShénG. M. Vitug, Z. Yasin, L. Zhang
University of California at Riverside, Riverside, California 92521, USA

V. Sharma
University of California at San Diego, La Jolla, California 92093, USA

1Deceased



C. Campagnari, T. M. Hong, D. Kovalskyi, M. A. Mazur, J. D. Rican
University of California at Santa Barbara, Santa Barbara, California 93106, USA
T. W. Beck, A. M. Eisner, C. J. Flacco, C. A. Heusch, J. Kroseberg, W. S. Lockman, A. J. Martinez, T. Schalk,
B. A. Schumm, A. Seiden, M. G. Wilson, L. O. Winstrom
University of California at Santa Cruz, Institute for Particle Physics, Santa Cruz, California 95064, USA

C. H. Cheng, D. A. Doll, B. Echenard, F. Fang, D. G. Hitlin, I. Narsky, T. Piatenko, F. C. Porter
California Institute of Technology, Pasadena, California 91125, USA

R. Andreassen, G. Mancinelli, B. T. Meadows, K. Mishra, M. D. Sokoloff
University of Cincinnati, Cincinnati, Ohio 45221, USA

P. C. Bloom, W. T. Ford, A. Gaz, J. F. Hirschauer, M. Nagel, U. Nauenberg, J. G. Smith, K. A. Ulmer, S. R. Wagner
University of Colorado, Boulder, Colorado 80309, USA

R. Ayad? A. Soffer? W. H. Toki, R. J. Wilson
Colorado State University, Fort Collins, Colorado 80523, USA

D. D. Altenburg, E. Feltresi, A. Hauke, H. Jasper, M. Karbach, J. Merkel, A. Petzold, B. Spaan, K. Wacker
Technische Universit Dortmund, Fakukit Physik, D-44221 Dortmund, Germany

M. J. Kobel, W. F. Mader, R. Nogowski, K. R. Schubert, R. Schwierz, A. Volk
Technische Universit Dresden, Institutifr Kern- und Teilchenphysik, D-01062 Dresden, Germany

D. Bernard, G. R. Bonneaud, E. Latour, M. Verderi
Laboratoire Leprince-Ringuet, CNRS/IN2P3, Ecole Polytechnique, F-91128 Palaiseau, France

P. J. Clark, S. Playfer, J. E. Watson
University of Edinburgh, Edinburgh EH9 3JZ, United Kingdom
M. Andreotti*®, D. Bettonf, C. Bozzf, R. Calabres#, A. Cecchi®, G. Cibinettd®, P. Franchirfi®, E. Luppi*®,
M. Negrini*®, A. Petrell&®, L. Piemontesg, V. Santorg®
INFN Sezione di Ferrarg Dipartimento di Fisica, Universi di Ferrara®, 1-44100 Ferrara, Italy
R. Baldini-Ferroli, A. Calcaterra, R. de Sangro, G. Finocchiaro, S. Pacetti, P. Patteri, |. M. PeMizziccolo,
M. Rama, A. Zallo
INFN Laboratori Nazionali di Frascati, I-00044 Frascati, Italy
A. Buzzd, R. Contri®, M. Lo Veterg®, M. M. Macri¢, M. R. Monge?, S. Passaggfo C. Patrignarfi’, E. Robuttf,
A. Santronf?, S. Tosf?
INFN Sezione di Geno¢aDipartimento di Fisica, Universi di Genov4, 1-16146 Genova, ltaly

K. S. Chaisanguanthum, M. Morii
Harvard University, Cambridge, Massachusetts 02138, USA

2Now at Temple University, Philadelphia, Pennsylvania 19122, USA
3Now at Tel Aviv University, Tel Aviv, 69978, Israel

4Also with Universita di Perugia, Dipartimento di Fisica, Perugia, Italy



A. Adametz, J. Marks, S. Schenk, U. Uwer
Universitat Heidelberg, Physikalisches Institut, Philosophenweg 12, D-69120 Heidelberg, Germany

V. Klose, H. M. Lacker
Humboldt-Universit zu Berlin, Institut@ir Physik, Newtonstr. 15, D-12489 Berlin, Germany

D. J. Bard, P. D. Dauncey, J. A. Nash, M. Tibbetts
Imperial College London, London, SW7 2AZ, United Kingdom

P. K. Behera, X. Chai, M. J. Charles, U. Mallik
University of lowa, lowa City, lowa 52242, USA

J. Cochran, H. B. Crawley, L. Dong, W. T. Meyer, S. Prell, E. |. Rosenberg, A. E. Rubin
lowa State University, Ames, lowa 50011-3160, USA

Y. Y. Gao, A. V. Gritsan, Z. J. Guo, C. K. Lae
Johns Hopkins University, Baltimore, Maryland 21218, USA

N. Arnaud, J. Béquilleux, A. D'Orazio, M. Davier, J. Firmino da Costa, G. Grosdidier, A. Hocker, V. Lepeltier,
F. Le Diberder, A. M. Lutz, S. Pruvot, P. Roudeau, M. H. Schune, J. Serrano, V. SoAliitocchi, G. Wormser

Laboratoire de I'Acé&lérateur Liréaire, IN2P3/CNRS et UniveréiParis-Sud 11, Centre Scientifique d’Orsay, B. P.
34, F-91898 Orsay Cedex, France

D. J. Lange, D. M. Wright
Lawrence Livermore National Laboratory, Livermore, California 94550, USA

I. Bingham, J. P. Burke, C. A. Chavez, J. R. Fry, E. Gabathuler, R. Gamet, D. E. Hutchcroft, D. J. Payne,
C. Touramanis

University of Liverpool, Liverpool L69 7ZE, United Kingdom

A. J. Bevan, C. K. Clarke, K. A. George, F. Di Lodovico, R. Sacco, M. Sigamani
Queen Mary, University of London, London, E1 4NS, United Kingdom

G. Cowan, H. U. Flaecher, D. A. Hopkins, S. Paramesvaran, F. Salvatore, A. C. Wren
University of London, Royal Holloway and Bedford New College, Egham, Surrey TW20 OEX, United Kingdom

D. N. Brown, C. L. Davis
University of Louisville, Louisville, Kentucky 40292, USA

A. G. Denig M. Fritsch, W. Gradl, G. Schott
Johannes Gutenberg-Univer&itMainz, Institut @ir Kernphysik, D-55099 Mainz, Germany

K. E. Alwyn, D. Bailey, R. J. Barlow, Y. M. Chia, C. L. Edgar, G. Jackson, G. D. Lafferty, T. J. West, J. I. Yi
University of Manchester, Manchester M13 9PL, United Kingdom

J. Anderson, C. Chen, A. Jawahery, D. A. Roberts, G. Simi, J. M. Tuggle
University of Maryland, College Park, Maryland 20742, USA

5Also with Universita di Roma La Sapienza, 1-00185 Roma, Italy



C. Dallapiccola, X. Li, E. Salvati, S. Saremi
University of Massachusetts, Amherst, Massachusetts 01003, USA

R. Cowan, D. Dujmic, P. H. Fisher, G. Sciolla, M. Spitznagel, F. Taylor, R. K. Yamamoto, M. Zhao
Massachusetts Institute of Technology, Laboratory for Nuclear Science, Cambridge, Massachusetts 02139, USA

P. M. Patel, S. H. Robertson
McGill University, Montéal, Quebec, Canada H3A 2T8

A. Lazzard®, V. Lombardd, F. Palomb6"
INFN Sezione di Milanty Dipartimento di Fisica, Universi di Miland’, 1-20133 Milano, Italy

J. M. Bauer, L. Cremaldi R. GodafiqR. Kroeger, D. A. Sanders, D. J. Summers, H. W. Zhao
University of Mississippi, University, Mississippi 38677, USA

M. Simard, P. Taras, F. B. Viaud
Universie de Montéal, Physique des Particules, Moaal, Quebec, Canada H3C 3J7

H. Nicholson
Mount Holyoke College, South Hadley, Massachusetts 01075, USA

G. De Nardé?, L. Lista®, D. Monorchid?®, G. Onoraté®, C. Sciacc&’
INFN Sezione di Napdlj Dipartimento di Scienze Fisiche, Univegsidi Napoli Federico It, 1-80126 Napoli, Italy

G. Raven, H. L. Snoek
NIKHEF, National Institute for Nuclear Physics and High Energy Physics, NL-1009 DB Amsterdam, The Netherlands

C. P. Jessop, K. J. Knoepfel, J. M. LoSecco, W. F. Wang
University of Notre Dame, Notre Dame, Indiana 46556, USA
G. Benelli, L. A. Corwin, K. Honscheid, H. Kagan, R. Kass, J. P. Morris, A. M. Rahimi, J. J. Regensburger,
S. J. Sekula, Q. K. Wong
Ohio State University, Columbus, Ohio 43210, USA
N. L. Blount, J. Brau, R. Frey, O. Igonkina, J. A. Kolb, M. Lu, R. Rahmat, N. B. Sinev, D. Strom, J. Strube,
E. Torrence
University of Oregon, Eugene, Oregon 97403, USA
G. Castellt’, N. Gagliard#®, M. Margon#*®, M. Morandirf, M. Posoccé, M. Rotondd, F. Simonetté®,
R. Stroili*?, C. Voci*®
INFN Sezione di Pado¢aDipartimento di Fisica, Universé di Padovd, 1-35131 Padova, Italy
P. del Amo Sanchez, E. Ben-Haim, H. Briand, G. Calderini, J. Chauveau, P. David, L. Del Buono, O. Hamon,
Ph. Leruste, J. Ocariz, A. Perez, J. Prendki, S. Sitt
Laboratoire de Physique Nu&ire et de Hautes Energies, IN2P3/CNRS, UniveBierre et Marie Curie-Paris6,
Universi& Denis Diderot-Paris7, F-75252 Paris, France
L. Gladney
University of Pennsylvania, Philadelphia, Pennsylvania 19104, USA

SNow at University of South Alabama, Mobile, Alabama 36688, USA



M. Biasini®®, R. Covarellf®, E. Manonf®?,

INFN Sezione di Perugfa Dipartimento di Fisica, Universi di Perugid, 1-06100 Perugia, Italy

C. Angelini*®, G. Batignart®, S. Bettarini®, M. Carpinellt®,” A. Cervelli*, F. Forti**, M. A. Giorgi®®,
A. Lusiani*, G. Marchiori®*, M. Morganti*®, N. Neri*®, E. Paolort’, G. Rizzd®, J. J. Walsh

INFN Sezione di Pisg Dipartimento di Fisica, Universi di Pis&; Scuola Normale Superiore di Pisa-56127
Pisa, Italy
D. Lopes Pegna, C. Lu, J. Olsen, A. J. S. Smith, A. V. Telnov
Princeton University, Princeton, New Jersey 08544, USA

F. Anulli*, E. Baracchirfi®, G. Cavotd, D. del R&€?, E. Di Marcd™®, R. Faccint®, F. Ferrarott®, F. Ferronf?®,
M. Gasper@®, P. D. Jacksoh L. Li Gioi*, M. A. Mazzon*, S. Morgantt, G. Piredd&, F. Polci*’, F. Rengé’,
C. Voen&

INFN Sezione di RonfaDipartimento di Fisica, Universi di Roma La Sapien2al-00185 Roma, Italy

M. Ebert, T. Hartmann, H. Schroder, R. Waldi
Universitat Rostock, D-18051 Rostock, Germany

T. Adye, B. Franek, E. O. Olaiya, F. F. Wilson
Rutherford Appleton Laboratory, Chilton, Didcot, Oxon, OX11 0QX, United Kingdom

S. Emery, M. Escalier, L. Esteve, S. F. Ganzhur, G. Hamel de Monchenault, W. Kozanecki, G. Vasseur, Ch. Yéche,
M. Zito

CEA, Irfu, SPP, Centre de Saclay, F-91191 Gif-sur-Yvette, France

X. R. Chen, H. Liu, W. Park, M. V. Purohit, R. M. White, J. R. Wilson
University of South Carolina, Columbia, South Carolina 29208, USA

M. T. Allen, D. Aston, R. Bartoldus, P. Bechtle, J. F. Benitez, R. Cenci, J. P. Coleman, M. R. Convery,
. Dingfelder, J. Dorfan, G. P. Dubois-Felsmann, W. Dunwoodie, R. C. Field, A. M. Gabareen, S. J. Gowdy,
T. Graham, P. Grenier, C. Hast, W. R. Innes, J. Kaminski, M. H. Kelsey, H. Kim, P. Kim, M. L. Kocian,
G. S. Leith, S. Li, B. Lindquist, S. Luitz, V. Luth, H. L. Lynch, D. B. MacFarlane, H. Marsiske, R. Messner,

J.C
M.
D. R. Muller, H. Neal, S. Nelson, C. P. O’'Grady, |. Ofte, A. Perazzo, M. Perl, B. N. Ratcliff, A. Roodman,
A.
M

D.

A. Salnikov, R. H. Schindler, J. Schwiening, A. Snyder, D. Su, M. K. Sullivan, K. Suzuki, S. K. Swain,
. Thompson, J. Va'vra, A. P. Wagner, M. Weaver, C. A. West, W. J. Wisniewski, M. Wittgen, D. H. Wright,
H. W. Wulsin, A. K. Yarritu, K. Yi, C. C. Young, V. Ziegler

Stanford Linear Accelerator Center, Stanford, California 94309, USA

J.

P. R. Burchat, A. J. Edwards, S. A. Majewski, T. S. Miyashita, B. A. Petersen, L. Wilden
Stanford University, Stanford, California 94305-4060, USA

S. Ahmed, M. S. Alam, J. A. Ernst, B. Pan, M. A. Saeed, S. B. Zain
State University of New York, Albany, New York 12222, USA

S. M. Spanier, B. J. Wogsland
University of Tennessee, Knoxville, Tennessee 37996, USA

"Also with Universita di Sassari, Sassari, Italy



R. Eckmann, J. L. Ritchie, A. M. Ruland, C. J. Schilling, R. Eh@itters
University of Texas at Austin, Austin, Texas 78712, USA

B. W. Drummond, J. M. Izen, X. C. Lou
University of Texas at Dallas, Richardson, Texas 75083, USA

F. Bianch#®, D. Gamb&®, M. Pelliccioni®®
INFN Sezione di Torirfg Dipartimento di Fisica Sperimentale, Universitli Torind, 1-10125 Torino, Italy

M. Bombert?, L. Bosisid*®, C. Cartar6®, G. Della Ricc&?, L. Lancerf?, L. Vitale®®
INFN Sezione di Trieste Dipartimento di Fisica, Universi di Triesté, 1-34127 Trieste, Italy

V. Azzolini, N. Lopez-March, F. Martinez-Vidal, D. A. Milanes, A. Oyanguren
IFIC, Universitat de Valencia-CSIC, E-46071 Valencia, Spain
J. Albert, Sw. Banerjee, B. Bhuyan, H. H. F. Choi, K. Hamano, R. Kowalewski, M. J. Lewczuk, I. M. Nugent,
J. M. Roney, R. J. Sobie
University of Victoria, Victoria, British Columbia, Canada V8W 3P6

T. J. Gershon, P. F. Harrison, J. llic, T. E. Latham, G. B. Mohanty
Department of Physics, University of Warwick, Coventry CV4 7AL, United Kingdom

H. R. Band, X. Chen, S. Dasu, K. T. Flood, Y. Pan, M. Pierini, R. Prepost, C. O. Vuosalo, S. L. Wu
University of Wisconsin, Madison, Wisconsin 53706, USA



1 INTRODUCTION

In the Standard Model (SM), the purely leptonic deéy — ¢*v, 8 proceeds via quark annihilation into
aW™ boson (Fig. 1).
The branching fraction is given by:

2

2
m
g] TB+fJ2B’Vub’27 1)

2 2
BBY — ) = CEmamE ll_ mj
m
B
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where we have sét = ¢ = 1, G is the Fermi constantl/,;, is a quark mixing matrix element [1, 2],

fB is the BT meson decay constant, which describes the overlap of the quark wave-functions inside the
meson;rz+ isthe BT lifetime, andm g andm, are theB™ meson and masses. This expression is entirely
analogous to that for pion decay. Physics beyond the SM, such as two-Higgs doublet models, could enhance
or suppress th8(B* — (*1,) through the introduction of a charged Higgs boson [3].

Current theoretical values fgip (obtained from lattice QCD calculations) [4] have large uncertainties,
and purely leptonic decays of ti&™ meson may be the only clean experimental method of measiging
precisely. Given measurements|df,;,| from semi-leptonicB — w/v decays,fp could be extracted from
the measurement of the™ — 7T, branching fraction. In addition, by combining the branching fraction
measurement with results froBmixing, the ratio|V,;|/|V;4| can be extracted fro8(BT — 7t v;)/Am,
whereAm is the mass difference between the heavy and light neBtrakson states.

Figure 1: The purely leptoni& decayB™ — 7 v, proceeding via quark annihilation intol&* boson.

The SM estimates of these branching fraction B(&* — 7tv.) = (1.2 4+ 0.4) x 1074, B(BT —
pry,) = (5.6 £1.7) x 1077, and B(BT — eTr,) = (1.3 £0.4) x 10711, We use|V,,| = (4.43 &
0.54) x 1072 [5] and a theoretical calculation ¢f; = 189 4+ 27 MeV [4] in Eq. 1. The differences in the
branching fractions are due to helicity supression, which is expressed in Equation 1 via the different masses
of the leptons.

8Charge-conjugate modes are implied throughout this paper. The siyméll be denoted as 88" decay while the semi-
leptonic B will be denoted as &~ .



2 THE BABAR DETECTOR AND DATASET

The data used in this analysis were collected withBhBar detector at the PEP-II storage ring. The sample
corresponds to an integrated luminosity4afr.6 fo—! with center-of-mass energy equal to HétS) rest
mass (on-resonance) an@l2fb~! taken40 MeV below BB threshold (off-resonance). The on-resonance
sample consists of abo@58.9 4 5.1) x 10° 7(4S) decays BB pairs). The collider is operated with
asymmetric beam energies, producing a boogiof: 0.56 of theY'(4.5) along the collision axis.

The BABAR detector is optimized for asymmetric energy collisions at a center-of-mass (CM) energy
corresponding to th&'(4S) resonance. The detector is described in detail in Ref. [6]. The components
used in this analysis are the tracking system composed of a five-layer silicon vertex detector and a 40-layer
drift chamber, the Cherenkov detector for charged( discrimination, the Csl calorimeter for photon and
electron identification, and the flux return located outside of the 1.5T solenoidal coil and instrumented with
resistive plate chambers for muon and neutral hadron identification. For the most recent 121 dhta, a
portion of the muon system has been upgraded to limited streamer tubes [7, 8].

A GEANT4-based [9] Monte Carlo (MC) simulation is used to model the signal efficiency and the
physics backgrounds. Simulation samples equivalent to approximately three times the accumulated data
were used to modeB B events, and samples equivalent to approximately 1.5 times the accumulated data
were used to model continuum events whete~ — u, dd, s35, cc and 777~. Three large samples of
signal events are simulated, wher&4a meson decays @' v, (7.8 x 10° events) v, (7.6 x 10°% events),
or 7tu, (19.4 x 105 events), and &~ meson decays to an acceptablenode. Beam related background
and detector noise from data are overlaid on the simulated events.

3 ANALYSIS METHOD

Due to the presence of at least one neutrino in the final stateBthe—~ ¢*v, decay modes lack the
kinematic constraints that are usually exploitedBndecay searches to reject both continuum #&hé
backgrounds. The strategy adopted for this analysis is to reconstruct exclusively the decay of on@ of the
mesons in the event, referred to as the “td&)” The remaining particle(s) in the event, referred to as the
“signal B”, are then compared with the signatures expectedfor— ¢*v,. In order to avoid experimenter
bias, the signal region in data is not examined (“blinded”) until the final yield extraction is performed.

The tagB is reconstructed in the set of semileptoicdecay modes3~ — DY/~ X, where/ is
e or 4 and X can be either nothing or a transition particle from a higher mass charm state decay, which
we do not attempt to reconstruct (although those tags consistent with nButiatays are vetoed). The
DY is reconstructed in four decay mode& 7+, K- ntr—at, K—nt7?, and K97*7~. The KV is
reconstructed only in the mod€? — 7*+7~. In a previous search faB* — 7%, [10] we found that
the low momentum transition daughter Bf° decays need not be reconstructed. Reconstructing the final
stateB — D"/v X provides a higher efficiency but somewnhat lower purity than the exclusive reconstruction
method of B~ — D*%¢~7,. In this analysis, we employ a technique, known as the “seeding” method, to
recapture one photon from thé state. The decayB* — e*v, andB* — ptv, have not been previously
searched for in the recoil of semileptonic tags.

Since ther decays before reaching active detector elementspBthe— 7+v, signal is searched for
in both leptonic and hadronic decay modesr* — et v.v,, 77 — ptv,v,, 7t — 770, andrt —
#T79%7,. The branching fractions of the abovelecay modes are listed in Table 1.



Table 1: Branching fractions for thedecay modes used in tHeé™ — 77 v search [11].

Decay Mode | Branching Fraction (%
Tt — ey, 17.84+ 0.05
™ — pty o, 17.36+ 0.05
I a7 10.90+ 0.07
T+t = atx0p, 25.504+ 0.10

3.1 Tag B Reconstruction

The tagB reconstruction proceeds as follows. First, we reconstrucbtheandidates in the aforementioned

four decay modes using reconstructed tracks and photons whérésancluded. The tracks are required

to meet particle identification criteria consistent with the particle hypothesis, and are required to converge
at a common vertex. The” candidate is required to have invariant mass between 0.115-G:#80-> and

its daughter photon candidates must have a minimum energy ofi&0. The mass of the reconstructed

D candidates iFK 7 *, K~nt7~nt, and K77~ modes are required to be within 2deV/c? of the

nominal mass [11]. In thé&l 77" decay mode, the mass is required to be within}\d6V/c? of the

nominal mass [11]; this wider mass window accounts forBaBAR detector’ lower mass resolution when
reconstructing particle candidates from neutral clusters, as opposed to reconstructing candidates involving
charged tracks.

Finally, D°¢ candidates are reconstructed by combiningawith an identified electron or muon with
momentum above 0.8ieV/c in the CM frame. TheD® and/ candidates are required to meet at a common
vertex. If more than one suitable®/ candidate is reconstructed in an event, the best candidate is taken to
be the one with the highest vertex probability. The uncorrected tag reconstruction efficiency in the signal
MC simulation is 1.7% foB* — 7tv,, 1.1% forB* — pu*v, and 1.1% forB* — et .

3.2 Selection ofBT — £* v, signal candidates

After the tagB reconstruction, in the signdp, we identify one of the following reconstructed particles:
et, ut, nt, or p*. Theet andp™ can come fromB* — 7tu, or directly from BT — p*u, or

BT — eTv,. Each signalB track must satisfy the following selection criteria: its point of closest approach
to the interaction point is less than 2cm along the beam axis and less than &b transverse to the beam
axis.

The different reconstructed particles are assigned using a hierarchical selection involving kinematic
constraints and particle identification. All of the signal decay modes for which we search contain only one
track from the signaB. If more tracks that match the criteria stated above are present afteBahag been
reconstructed, the event is rejected. If the track from the signalidentified as a kaon, it is rejected. Since
we search for only one track in the signal we classify that track as one of the following in the priority
given.

e If the track satisfies particle identification as a muon, it is classified as such.

¢ Ifthe track satisfies particle identification as an electron, itis classified as such. We apply Bremsstrahlung
radiation recovery techniques to identify as many electrons as possible.

10



e If the track can be combined with/2 to form ap™ with a common vertex, it is classified as such.
The invariant mass of a° candidate must be between 0.115-0.1%€V/ c; the shower shape of the
daughter photon candidates must be consistent with an electromagnetic shower shape, and the photons
must have a minimum energy of 8deV in the CM frame.

e If the track is not accepted by any of the above filters, it is classifiedrastay default.

Background consists primarily @+ B~ events in which the tag meson has been correctly reconstructed
and the recoil side contains one signal candidate track and additional particles which are not reconstructed by
the tracking detectors or calorimeters. Typically these events coAtdicandidates and/or neutrinos, and
frequently also additional charged or neutral particles which pass outside of the tracking and calorimeter
acceptance. Background events also confzfiB® events. In addition some excess events in data, most
likely from two-photon and QED processes which are not modeled in the MC simulation, are also seen.
Multiple variables are used to suppress backgrounds. Most are combined into two likelihood ratios
(LHRs), which are probability distributions designed to produce maximum separation between signal and
background. Two variables are reserved for individual use due to their discriminating power. They are the
momentum of a signal lepton in tHe™ rest frame;é;ig ,) and the total energy recorded in the detector that
is not assigned to the tag or signal( Fexys).
Due to the presence of the neutrino in the products of theRathe direction of neithe3 can be
known accurately. Insteadps 6 5_ o, (the cosine of the angle between th&¢ candidate and th8 meson
momenta) is calculated in the(45) rest frame.

2EBEpo, — mQB — m%og @)
2[pB|Ppodl

where Epoy, Ppos) and E'g, pr) are the four-momenta in the CM frame, ang,o, andm p are the masses

of the DY candidate and tagg— meson, respectivelyEz and the magnitude gip are calculated from

the beam energyEp = Ecw/2 and|pp| = 1/ E% — m%. This definition assumes that the only missing

particle in the tag3 decay is a massless neutrino. Events in which theagughters include ®° and no
higher mass charmed states are more common in the physical region, but other events have a larger tail into
the non-physical regiotos 0g_ o, < —1.

For the reconstructed leptons in the sigiiglwe estimate the momentum of the signal lepton in the
signal BT rest frameJQ;ig ;) by averaging around the cone formeddwo 05 _ po,. SinceBT — etv, and

BT — uty, are two-body decays, for true signal evemg.?g , should exhibit a peak at

COS QB—DOZ =

’ m2 — m2 mp
psigf = gTBZ ~ T = 2.64 GeV/C. (3)

If an event has a reconstructed signal muon candidat@;%npb 2.3GeV/¢, itis classified as BT —
ptuv, candidate; otherwise it is classified asa — p"v,7, candidate. If an event has a reconstructed
signal electron candidate alpggz > 2.25GeV/c, itis classified as 8+ — eTv, candidate; otherwise it
is classified as at — et 1,7, candidate.

In an idealB* — ¢*v, decay, we reconstruct all tracks and clusters associated with the real decay. The
only unreconstructed particles would be neutrinos, which leave no energy in the detector. Therefore, we
expect our signal to concentrate near z€kQ .. We require a minimum energy 80 MeV for any neutral
cluster.

After the DY has been reconstructed, a “seeding” algorithm adds a photon (called the “seed photon”) to
the reconstructed® and reevaluatesos f5_,. The seeding algorithm performs this procedure with all
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photons that do not overlap with the t&jyand have CM energy less than 300V . If a seed photon causes
cos 0p_po, to become closer to (but not greater than) 1, it is selected. We seek todsxdg_ o, closer
to 1 because events containing réxl mesons usually appear in the low tail of e 6 5_ o, distribution.
If more than one photon satisfies these conditions, the one which maves= m -0 — mpo closest to the
nominal value of 142.12V[eV/c? [11] is used. The photon is removed fraffa., and the event is stored
with the modifiedFexira @andcos 0 5_ po, Variables.

We use a single photon to account for decays such*ds— D%y and D** — D70 (70 — ). We
studied the possibility of including a second seed photon, but it did not produce a significant improvement
in performance.

3.3 Likelihood Ratios

To take advantage of shape differences between variables, we use two LHRs that consist of several probabil-
ity density functions (PDFs). Separate LHRs are generatef foand continuum background suppression.

Two PDFs are generated for each variable in a LHR. One uses the signal MC sample and is treated as a prob-
ability P;(x), wherez is the value of the PDF variable. The other uses the relevant generic MC samples and

is treated as a probabilit),(z). These two PDFs are combined to form a probabifityz)

Py(z)

Po(z) + Pyx)’ “)

Pi(z) =
where eacli represents a different variable. Bins in a distribution that are more likely to contain background
events have’; (x) closer to O; bins that are more likely to contain signal events i) closer to 1. Each
LHR is formed by multiplying allP; (z) together:

LHR(z) = H Py(x). (5)

Ideally, a LHR is a doubly peaked distribution with background events forming a peak near zero and
signal events forming a peak near 1. The PDFs are created using MC samples with all tag selection criteria
applied. Any given event will have one LHR fd@ B events and one for continuum events, where the PDFs
are selected based on the reconstructed decay mode of that event.

3.3.1 Variables Included in LHR

Multiple variables were considered for inclusion in the LHRs. For each of the 14 LHRs (7 decay modes

2 background types), a fixed signal yield was chosen. Each LHR was tested using signal MC samples and
the background MC samples it was designed to reject. The test were performed on MC after the appropriate
decay mode was selected and withy, required to be less thah5 GeV. For a given LHR, a baseline
performance was calculated by using all prospective variables. A cut was placed on the LHR in question to
produce the chosen signal yield, and the Punzi Figure of MO\ p,.,;) was calculated [12].

Nsig
Ncr/2 + v NBG ’
where N, is the signal yield andVpg is the background yieldN, is the number of standard deviations
desired from the result. We ugé, = 3.

The Punzi FOM is better suited to searches for small signals on small backgrounds. It is designed to
prevent optimization algorithms from reducing the background to zero and creating a undesirably low signal

FOMPunzi = (6)
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yield. We used it for the LHRs for all modes because signifiegd\&;s/ |/ (Nsig + Npc)) Sometimes caused
our optimization algorithm to reduce the background to zero.

Each PDF was tested by removing it (aswly it) from the LHR. The LHR was scanned again until the
chosen signal yield was reached, and the FOM was recalculated. If removing the PDF increased the FOM
by a statistically significant amount, it was not included in the final LHR. We also removed any variables
that should not, for physical reasons, improve the analysis. For instance, variables related t@thvetég)
not rejectB B background because the vast majority of it has a properly reconstructétl Eae results of
this selection process are shown in Table 2. Four of these variables were combined to form 2-D PDFs. The
remainder were used as 1-D PDFs.

e Separation Between the Signal and Tayertices Az/oa.):

Due to the neutrinos on both sides of the event, the vertices of the reconstructed signal tracks and
neutral clusters do not correspond exactly to the tBudecay points. However, the reconstructed
vertices are still displaced in space while tracks from continuum processes tend to point back to the
interaction point.

We calculate the displacement between the putaliveertices divided by the uncertainty on that
displacement. Continuum events are distributed more strongly towards zero th&hRreeents.

e Net Event Charge:

In our previous search [10], we noted a drop in tag efficiency over the lifetime of the experiment. We
found that approximately half of this drop was due to a requirement that the event have zero net charge
in order to pass tag selection. To avoid this drop in efficiency while retaining the discriminating power
of this variable, the net charge of the event was moved from tag selection to the LHRs.

¢ Ratio of the Second to Zeroth Fox-Wolfram MomeR( 1):

The Fox-Wolfram moments are rotationally invariant kinematic quantities designed to quantify the
shapes of events resulting fraefie ™ collisions. They are denotef;, wherel is the number of the

moment.
J— i 3 Y 6:) i
'Tarv1 & | s
wherei runs over all hadrons in the even, are the momenta of the hadrons (in the CM frame),
Y;™ are the spherical harmonidsjs the angle of the momentum with respect to thexis, and,/s
center-of-mass energy of the collision [13]. This variable is the ratio
H,

R2 All = F() (8)

2

; (7)

We do not place a cut on this variable. We use it as a PDF in the LHRs of several modes, just as we
use all of the other variables in this list.

e cosfOp_poy:
This angular variable is defined in Section 3.2 and Equation 2.

e DY Decay Mode:

EachD° decay mode is assigned an integer, and these integers form a distribution for an MC sample.
Signal and background events have different distribution3‘ofiecay mode. For instance, true signal
events are found recoiling againsD8 — K~ more often tharB B background events.
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Center of Mass Momentum for the Tdg~ (p*TagK,) and/~ (pikragé,)

Tag K~ Selector:

If the tag D decay produces a putative chargédwe assign an integer value to the track correspond-

ing to level of K particle identification passed by the track, with increasing values indicating tighter
selection criteria. This is an integer value ranging from 10-14; each track is assigned to exactly one of
these numbers. The value 16 is assigned focandidates. Signal events concentrate more strongly
than background events at higher values.

Minimum Invariant Mass of Any 2 Reconstructed TracRg}('™"):

Since the minimum invariant mass of any three tragk®™ was a useful variable in our previous
search [10], we decide to try usingz*™. As the name suggests, it is the smallest invariant mass
produced by any combination of two tracks used to reconstruct the difynal

Myy.
If an event contains two putative lepton tracks, their invariant mass is calculated and stotgd as

This variable was originally developed to remove pair-produced leptons. It is obviously highly corre-
lated with M3*® | so both variables are never used in the same LHR.

Signalu Selector:

If the track from the signaB decay passes the particle identification requirements to become a puta-
tive 4+, we check if it passes a stricter levelof identification. If so, the event is assigned the value
one for this PDF. Otherwise, it is assigned the value zero. More Continuum background than signal
accumulates at zero.

Signal K+ Selector:

We wish to suppress the misreconstructiorkof as pions or leptons from the signa| so we include
K selection in the LHR. Specifically, this PDF is set to zero if a signal track passesioogarticle
identification requirements.

Vertex Status:

For thoser modes that involve neutral clusters (t€ — 7 797,), a vertex is created. The quality of

that vertex is reported as an integer from zero through four, which is included as PDF. Zero indicates
that the vertex fit was successful. Other values indicate various failure modes for the fit. The only
failure mode that occurs in this analysis is that the fit does not converge

Reconstructed Mass of theDaughter {2+ ):

The decayr™ — 7 7%7, often proceeds through the" resonance. For true signal events, a peak
at the resonance mass appears in the invariant mass distribution of the signal track and neutrals.
Background events yield a flat or linear distribution.

Center of Mass Momentum for the" andz® in 7+ — 770, (pX.., pX).

2-D PDFs are two-dimensional histograms that contain two variable distributions. We use 2-D PDFs in
cases where we want to exploit two variables that are highly correlated or that have a stronger separation
when combined than when separate.
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Table 2: This is a list of all variables used as signal PDFsfenarious decay modes. Variabledwld are
used for both Continuum anBl 3 background.

| 7 —etvr, | T — utu,o, | Y a7 | 7 = 1T, | BT — uTy, | BT —eTv. |
Net Charge
R2all
pffagé
Tag K~ Sel. Level
D° Dec. Mode
p’}agK* - p";‘agK*
cosOp_poy - -
Az/oax Az/oax Az/oax Az/oax Az/oax Az/oax
Mee mz" - mz" Mg Meee
Munreco-dir Munreco-air - - Munreco-air Munreco-dir

- Signal K+ Sel. - Signal KT Sel. - -
- Signaly Sel. - - Signal v Sel. -
CosrY-pY CosrY-pY CosrY-pY - - -
- - - [ - -
- - - Pro - -
- - - m,+ - -
- - - Vertex Status - -

® MMynreco VS. COS(preniss) (munroco'dir):

The total invariant mass and initial momentum of each event are well known from beam information.
Since neutrinos escape undetected from each event, we expect the total reconstructed invariant mass
to be less than what the beam provides. The difference is called the unreconstructethmass)(

The missing momenturtp**) is similarly defined, wherd is the angle with respect to the beam

line.

The PEP-II beam pipe corresponds to valuesas(pg’iss) near+1. One source of background is
events in which real particles are lost down the beam pipe, which is outside of the detector coverage.
Since they are not reconstructed, they can be misinterpreted as neutrinos. This PDF allows the LHR to
account for background events that have high unreconstructed mass but are likely to have lost particles
down the beam pipe.

e cosf _y vs. P’y | (CosY-pY):
cos0._y- is the equivalent otosfz_po, for the signalB. Y represents all of the reconstructed
daughters of the signd®, and¢’._,- is the calculated angle betwe&hand+ momenta in the signal
B rest frame. \ﬁ’y\ Is the estimated momentum &f in the signalB rest frame. It is the same as
p;igz defined to include the hadronicdecay modes; it is calculated with the same average around
the cone formed byos 6 5_ po,. Sincep;ig , is such a powerful variable for select&t — e*v, and
Bt — p*v,, we tested it forBT — 77 1,. We found that it was not very useful unless combined in

this PDF. This PDF is not used ii* — e*v, or B* — 1", reconstruction becauge,, , is kept
as a separate variable.
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3.4 Optimization

We use threeHexira, LH R 55, andLH R...,,¢.) variables in our final selection of the fivedecay modes. For
B* — e*v.and Bt — pty,, we add a fourth variablg,;, ,. The final requirements for these variables
are obtained by optimizing on a figure of merit (FOM). For thdecay modes, we choose the FOM to be

significance Vg /+/ (Nsig + Ng)). For the other two leptoni@ decay modes, we use the Punzi FOM
(Equation 6).

Inthe BT — 77v, mode, both signal and background are large enough that optimizations perform well
with standard significance. We make this determination based a¥ithexpected from the SM predictions
for the branching fractions. The optimized selection criteria are shown in Table 3.

Table 3: Optimized ranges from which we accept signal candidates, which are mostly given by our opti-
mization procedure. The exceptions are ;bggg ranges for the two leptonic decay modes, which were
chosen to separate the leptonidecays fromB™ — e*v, andBt — pfv,.

Mode Eextra LHR 5 | LHRcon. Paig ¢

77 — ety |[0,0.24] GeV | [0.74,1] | [0.16,1] | [0.00,2.25]GeV/c
7+ — pty, 7, | [0,0.24] GeV | [0.14,1] | [0.72,1] | [0.00,2.30]GeV/c
7+ — 7+, |[0,0.35] GeV | [0.57,1] | [0.80,1] -

7+ — 777, | [0,0.24] GeV | [0.97,1] | [0.95,1] -

BY — uFy, [[0,0.72] GeV | [0.33,1] | [0.75,1] | [2.45,2.92]GeV/c
BY —e*y, [[0,0.57]GeV | [0.00,1] | [0.01,1] | [2.52,3.02]GeV/c

After we examined the data in the signal region, we discovareexcess of data above our MC simula-
tions at low values ofng,, which is the minimum invariant mass of any two leptons. These events constitute
an unmodeled background and are most likely due to photon pair conversion in the material of the detector.
We decided remove all events below a certain valuewgf after all other analysis cuts had been applied.
This value was chosen using only signal and background MC simulations with the optimization technique
described in this section. The result excludes events inthes et vz, channel withm,, < 0.29 GeV/c?,
which constitutes less than two percent of our signal MC sample. All efficiencies and yields in this note
include the effects of this requirement.

3.5 Signal Efficiency

The signalB selection efficiencies for the decay modes are determined from signal MC simulation and
summarized in Table 4. The signal efficiencies correspond to the number of events selected in a specific
signal decay mode, given that a tBghas been reconstructed.

The selection efficiency for™ — p*v,7; is low compared to that of the™ — e*v.7, mode because
the momentum spectrum of the signal muons peaks belovz&\2 ¢, where the muon detection efficiency
is low. Since no minimum momentum requirement and no tight pion identification criteria are applied to the
7T — 77w, dgnal selection, electron and muon signal tracks that fail particle identification requirement
get selected in this mode. Any true® — 7797, signal events, with a missed are also included in
7T — 777, selection mode. Therefore, the — 777, selection mode has the highest signal efficiency.
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Table 4: Overall efficiencye = cq, X c1ag) Of Optimized signal selection for all modes before systematic

corrections.

Mode Esig e(x107%)

7t —etr.r, | (1.987 £0.043)% | 3.384+ 0.07
™ — pty, v, | (1.610 £0.038)% | 2.73+ 0.06
T - ato, (2.48 £0.05)% | 4.21+0.08
7t — 770, | (0.859 £0.028)% | 1.46+ 0.05
Bt = 1Fu, (6.94 +0.08)% | 11.78+ 0.13
BY — uty, (30.92 +0.36)% | 32.54+ 0.36
Bt = et (36.98 +0.38)% | 40.43+ 0.40

3.6 Background Estimation from E¢4, Sidebands

We define the “sideband” region dSywa > 0.6 GeV, except forB+ — N+Vu where it is defined as

Fextra > 0.72 GeV. The “signal region” is defined separately for each signal mode using the optimized cuts

on Eexragiven in Table 3. Distributions aFexya fOr the signal decay modes are shown in Figures 3 - 6(b).
For each mode, after applying the optimized final selections (ex€gpt), the number of MC events

in the signal region{¥mc sig) and side bandvc sider) are counted and their rati&®{"®) is obtained.

Nwmc,sig
Nwc sideB

Using the number of data events in the side baNghf sided and the ratioRMC, the number of expected
background events in the signal region in dat@, sig is estimated.

RMC

MC
Nexp,Sig = Ndata,SideB'R

Table 5 shows the background predictions from Mg, sideband. We verify that the background
predictions given by this sideband are consistent with/Memass,LH Reoni., LH Ry5, and p'Sig , Side-
bands, where applicable. We also studied the predictions given whdi.thesideband is loosened to be
> 0.8 GeV or tightened to include all events but the signal region in each mode. These predictions are also
consistent with Table 5.

4 SYSTEMATIC STUDIES

The branching fraction for any of the decay modes in this analysis is given by

Nobs — NG
NppetagEsis
where N5 is the total number of events observed in the signal reghasy is the predicted number of
events from background in the signal region; we use the values givéR,@sigin Table 5 for Ngg. By
definition No,s = Nsig+ Npa. Ny is the total number dF (45) decays in the data set, and the efficiencies
can have different values for each mode. Each of these variables, exggpbrings a systematic error into
the branching fraction.

B(Bt — () = 9)
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Table 5: BG Predictions fronfuera Sideband. Ry ¢ is the ratio of events in the sideband to events in the
signal region offleyra in the background MCNg,ia, siden IS the number of events in th€era sideband in
data. Nyic sig IS the number of normalized events in thg, signal region of the background MC samples.
This is the background prediction taken solely from the MC sampl&s,, ;¢ is the product ofRyic and
Naata,sideB; it is the background prediction extrapolated from the data sideband using the MC samples.
Mode RMC Ndata,Sich Nexp,Sig NMC,Sig
7T — ety v, | 0.322£0.040| 284+ 17 | 91+13 | 98+ 11
7t — pty,v, | 0.1284 0.012 | 1070+ 33 | 137+ 13 | 136+ 12
R 7 0.033+ 0.003| 69904+ 80 | 233+ 19 | 2124+ 17
r+t = 7t7%, | 0.035+ 0.005| 1684+ 41 | 59+9 62+ 9
BT — pnty, 1.1+ 0.6 14.0£3.7 | 15+ 10 12+5
Bt —ety, 0.57+0.25 42+ 6 244+ 11 15+5

4.1 Double Tag Control Sample

To assess the agreement between Data and MC samples, we used two sets of control samples: sidebands
and “double tagged” events. Events where both of thenesons are reconstructed in tagging modes,

B~ — D@y vs. Bt — D™+y,, are referred to as “double tag” events. Due to both the large
branching fraction oD /v X decays and the high tagging efficiency for reconstructing these events, a sizable
sample €& 3.4 x 10°) of such events are available in the on-resonance dataset.

For double tag events, we first applied the tag selection requirements described in section 3.1 to both
of the tag candidates. This procedure resulted in noticeable shape and yield discrepancies between data
and MC, as seen in Figure 2(a). In order to improve agreement, several additional selection criteria were
imposed. These are based on the selection criteria from the previous seafgh for 7+v, [10]. We
require that-2.0 < cosfg_po, < 1.1 for both B decays and the event has zero net charge. The resulting
distribution is shown in Figure 2(b). The yield disagreement has improved, and the agreement in shape is
better. To test how much of the disagreement is due to yield and how much is due to shape, we normalize
data and MC to unit area with the same cuts as in Figure 2(b). The resulting distribution is shown in Figure
2(c), which shows excellent agreement in the shape of the distribution.

4.2 Systematic Error from Background Prediction (INgg)

We use the ratio of data to MC samples in our background prediction, and the statistical error on that
prediction is already large. The shape of our data and MC samples agree well in the sideband region, so we
have no need to apply an additional systematic error. Therefore, we accept this as the total error and apply
no further systematic correction or uncertainty.

4.3 Systematic Error from B-Counting (INgp)

The estimation of the number &+ B~ events present in our data sample has a small uncertainty of 1.1%
[14].
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Figure 2: Distribution ofEe,q4 in double tags with different sets of selection requirements. The Data and
MC samples are normalized to Data luminosity in 2(a) and 2(b). In 2(b), additional analysis requirements
are applied in order to improve agreement. In 2(c) the same requirements are applied as in 2(b), but Data
and MC are normalized to unit area. The gray rectangles represent the extent of the error bars on the MC
histogram.
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4.4 Systematic Error from Tagging Efficiency (e¢ag)

We pursue a procedure that attempts to combine what we know about both the single- and double-tagged
samples. We define the efficiency
g9 = Nao/Ny,

where NV, is the single-tagged events, and is the number of double-tagged events, as defined in Section
4.1. We use the ratio of; in Data and our MC samples as a systematic correction to the tag efficiency
(0.891). We take the uncertainty on this ratio as a systematic uncertainty (0.021). These numbers were
extracted using only those events reconstructed4s— K ~x* for the first tag. We verify that this
correction is consistent with the correction calculated ugMg— K~ 77~ 7" on the first tag.

4.5 Systematic Error from Signal Efficiency (es;g)

The systematic uncertainties on the signal selection efficiency for each signal mode have contributions from
Eexiramis-modeling, tracking efficiency, particle identification, aideconstruction for thet — 7797,
mode.

The systematic correction and uncertainty on g, shape is taken from the double talgyy, distri-
bution described in Section 4.1. The double tagged events provide us with a means of comparing data and
simulation, using an independent control sample, to extract this uncertainty. We usgthdistributions
shown in Figure 2(b) to extract the yield of candidates satisfyigg, < 0.6 GeV. This yield is then com-
pared to the number of candidates in the full distribution. Comparing the ratio extracted from MC to that
extracted from data yields a correction factor, the error on which is taken as the systematic uncertainty for
FEextrae We extract a correction and uncertaintylad15 + 0.021.

Since the particle identification algorithms have not changed since our previous seasch ferr v
[10], we use the same values as conservative estimates of our current systematic errors. Since the previous
analysis only used the four single-pronglecay modes, we must extrapolate. Forthe— ntr 77,
mode, we apply ther correction three times and take triple the uncertainty asspwmcertainty. For the
Bt — ;ﬁy“ and BT — e'r, modes, we use the ande systematics, which is a conservative choice
because patrticle identification is more effective at the high momenta that characterize twB-dedgys.

All multiplicative contributions to the systematic uncertainty are summarized in Table 6. The corrected
efficiencies are shown in Table 7. We extract a total multiplicative systematic uncertainty of 3.6% for
Bt - ttu., 4.4% forBT — l‘—’_yﬂ’ and 4.0% forBT — et ..

5 RESULTS

After finalizing the signal selection criteria, the signal region in the on-resonance data is examined. Table 8
lists the number of observed events in on-resonance data in the signal region, together with the expected
number of background events in the signal region. Figures 3 and 4 shadi,the distribution in data and
simulation for each of the decay modes considered. Data is overlaid on the summed MC contribution,
scaled to the dataset luminosity, and signal MC is plotted for comparison. Figure 5 shakgthelistri-
bution for all - decay modes combined, with MC scaled to the sideband data yield. Figure 6(a) shows the
FEextra distribution for BT — p* v, with and without MC scaling to the sideband data yield. Figure 6(b)
shows thel.,.. distribution forB+ — e™v, with and without MC scaling to the sideband data yield.

We use the method developed by Feldman and Cousins [15], which is designed to produce an upper
limit for null results and a two-sided confidence interval for non-null results. The Feldman Cousins method
begins with the construction of a confidence belt, which is a two-dimensional histaijramvs. Ngi,.
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Table 6: Summary of Systematic corrections, uncertaintesl fractional uncertainties. Note that the
numbers from the rightmost column of Table 7 are included in the rightmost column of this Table.

Source Applicable Mode(s)] Correction | Fractional Uncertainty (%
B Counting All 1.0 1.1
Tag efficiency All 0.891+ 0.021 2.4
Fetra All 1.015+ 0.021 2.1
79 Reconstruction T+t - rtalp, 0.984+ 0.030 3.0
Tracking Efficiency ™+ —etur, 1.0 0.36
" — pty,U, 1.0 0.36
Tt St 1.0 0.36
T 7 1.0 0.36
Bt — uty, 1.0 0.36
Bt = etr, 1.0 0.36
Particle Identification| 77 — eTv. 7, 1.01 2.5
" — pty,U, 0.92 3.1
Tt St 1.02 0.8
T+t = 7ta%%, 1.00 15
Bt — uty, 0.92 3.1
Bt = etr, 1.01 2.5

Nsig represents the extracted signal yield for an ensemble of experiments for each valug. ofVi, e is
the actual number of signal events used as the central value to generate each ensemble of experiments. We
generate these distributions using a random number generator.

For each value ofV;,.., we generate two sets of 100,000 random numbers. For the first set, a Poisson
random number generator is used with the central value s8t,.tg. The second set is based on the back-
ground predictions from Table 5. A Gaussian random number generator is used with the center set to the
central value from the table\g¢) and the width equal t§/ Ngg. This value is then used as the center of
another random number distributionVi(,.y ), with a width equal to the error omMz) from Table 5. This
procedure is used to account for both the error on the background prediction and the statistical error on the
total number of observed eveni¥{,s). These two numbers are summed for each experiment to fopn

Nsig = Nobs - Nback- (10)

To smooth the statistical fluctuations resulting from the random number generation, we fit the distribu-
tion for each value ofVy,,. to the sum of two GaussiangVy;, is then reassigned its value from the fitting
functions. For eaclv,,., we must define an acceptance regiomVig, that will determine our upper limit
or central value with uncertainty. The Feldman Cousins method defines this acceptance region without re-
ferring to data or any bias regarding whether we seek an upper limit or branching fraction. For each bin, we
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Table 7: The corrected tag and signal efficiencies. Two emoesquoted: the first is the MC statistical
uncertainty, and the second is the systematic error computed from the sources in this section.

Efficiency Corrected Fractional Systematic Error (%)
Tag B+ — rv,) | (1514 £ 0.003 £ 0.036)% 2.4
Tag B+ — ptw,) | (0.937 £ 0.003 £ 0.022)% 2.4
Tag B+ — e*v,) | (0.974 % 0.003 £ 0.023)% 2.4

(T etvn) (2.04 £ 0.04 + 0.07)% 3.3

) (1.50 = 0.04 = 0.06)% 3.7
elr /=) (2.57 + 0.05 + 0.06)% 2.2
G (0.86 £ 0.03 £ 0.03)% 4.0
(=) (6.97 £ 0.08 % 0.20)% 2.8
elZ —HTv) (28.9+£0.3+ 1.1)% 3.7
(BT etve) (37.9£0.4+1.2)% 3.3

calculated the ratio
P(Nsig|Ntruo)

P(Nsig|Nbest)7
whereNy is the value ofVy,,,. that maximizes the probability of observing;,. Thus,R ranges between
0 and 1. For each value d¥,,., we sort the bins ofVy;, in order of descending:. The probabilities
P(Ngig| Nirue) are summed in this order until the desired confidence level is reached. The resulting distribu-
tions are shown in Figure 7. We calcula¥g;, and draw a vertical line through the appropriate distribution
at Ngg. The upper and lower limits are determined by the intersection of that line with the appropriate
confidence bands.

We determine the following preliminary branching fraction:

R = (11)

B(BT — tTv,) = (1.8 £0.84+0.1) x 107%. (12)

Using the Feldman-Cousins method, we determine this result excludes the null hypothesis4at tbeel,
including all systematic uncertainties.

We notice that the electron mode has a much larger excess than the- ateeay channels. We per-
formed several tests and cross-checks to determine if this discrepancy is a statistical fluctuation or due to
a background mode not included in our MC simulation. We have tested for the following potential back-
ground contributions: two photon fusion QED events, “events” that contain two overlapping colli-
sions, overzealous Bremsstrahlung recovery, photon pair production where dmgle— are reconstructed
as the tag and signal lepton, and photon pair production events where one lepton is lost and the other is
reconstructed as the signal electron.

In two-photon fusion events, the- ande™ each emit a photon; the two photons interact to to produce
multiple hadrons. When these hadrons are misreconstructed8sand theet ande™ are identified as a
tag and signal lepton, the result is a signal-like event with low extra energy. Since the signal leptefi,is an
these events will only populate the electrodecay channel. Two-photon fusion events rarely produce real
D mesons, so they should populate the sidebands and peak Bf tinass distribution. However, we find
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Figure 3: Total extra energy is plotted after all cuts have been applied in the mode (a)e*v.7, and

(b) 7t — pty,w,. The background MC samples have been scaled according to the ratio of predicted
backgrounds from data and MC as presented in section 3.6 and summed together. The grey rectangles
represent the extent of the error bars on the MC histogram. The signal region consists of the régjgn of

to the left of the vertical dashed line. SimulatBd — 7"v. signal MC is plotted (lower) for comparison.

that the background predictions taken from/h& mass sidebands (1234817.7 events) is consistent with
the prediction from th&eyya Sideband (Table 8). In th&eya distribution forr™ — et 1,7, taken from
the sidebands of th®° mass distribution, the data agree will with the MC simulation. This shows that the
excess of signal events in this mode occurs mostly in the peak ditmeass distribution. Since two-photon
fusion events rarely produce re@f, any excess from this process should also be in the sidebands. No such
excess was present, so we can rule out this potential background.

We examined the distribution dfz, which is the separation between the putati&ertices. Overlap-
ping events should have wider separation than real events, and thus we should see an excess of data above
the MC at high values foAz. No such excess was found. Another suggested source of background in
this channel is Bremsstrahlung recovery that assigns more photons to an electron than it actually generated.
This could move events into the signal rangeifafia undeservedly. To test for this, we compare Higia
distributions for electrons with and without Bremsstrahlung recovery. When we turn off Bremsstrahlung
recovery, we do so for electrons in both the tag and sighallhe comparison showed that data and MC
simulation have very similar shapes regardless of whether Bremsstrahlung recovery is used. No suspicious
excess appears when Bremsstrahlung recovery is activated, so this is not a likely source of the excess.

To remove events in which both daughters of a photon pair conversion are reconstructed as the tag and
signal leptons, we require thaté/ > 0.29 GeV/c? inthert — e*v,.7, channel, as described in Section
3.4. If a photon produces ar e~ pair in the detector material, one of member of the pair is lost (e.g. down
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Figure 4: Total extra energy is plotted after all cuts have been applied in the mode (&)= "7, and (b)
r+ — 7t7%%,. The background MC samples have been scaled according to the ratio of predicted back-
grounds from data and MC as presented in section 3.6 and summed together. The grey rectangles represent
the extent of the error bars on the MC histogram. The signal region consists of the regiggn4b the left

of the vertical dashed line. Simulaté&i~ — 7, signal MC is plotted (lower) for comparison.

the beam pipe), @°¢* candidate is reconstructed, and these candidates pass all analysis cuts, we would
reconstruct this as a fals8™ — 7+v, decay. However, either member of thee™ pair is equally likely
to be lost, so any excess from this source of background would appear in events where the tag and signal
lepton have the same electrical charge. However, the MC simulation matches the data for same-sign events
very well.

To test the probability of a statistical fluctuation producing the excess seemir theet .7, channel,
we fill a histogram with the branching fraction calculated from eadecay channel separately. The values
and uncertainties are taken from the Feldman-Cousins method; systematic uncertainties are not included.
We fit a constant to the branching fractions; the resulli§ + 0.6) x 10~*. The fit has a reduceg? of
1.64, which corresponds to a probability of 18%. The results of this study are shown graphically in Figure
8.

Using |V,,| = (4.43 £ 0.54) x 1073, we extract a preliminary valugg of
fB =230+ 57MeV. (13)

The BABAR Collaboration previously published a statistically independent measurement Bffthe
7Fv, branching fraction using tafg mesons decaying into fully hadronic final states[16]. We measured

B(BT — 7ty,) = (1.8759) x 1074 (14)
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Figure 5: Total extra energy is plotted after all cuts have been applied wifefal~ 7+, modes com-

bined. Events in this distribution are required to pass all selection criteria. In addition, the background MC
samples have been scaled according to the ratio of predicted backgrounds from data and MC as presented
in section 3.6 and summed together. The grey rectangles represent the extent of the error bars on the MC
histogram. Simulate®* — 7, signal MC is plotted (lower) for comparison.

Combining these two measurements using a simple error-weighted averaged yields
B(BT — 7Tv,) = (1.840.6) x 107*, (15)

which excludes zero at tte20 level.
Since the result foB(BT — 71v,) is still consistent with zero, we set an upper limit for all three
modes at the 90% confidence level.

BBt — 1) <3.2x 1074, (16)

BBt — utv,) < 11 x 1079, (17)
I

B(BT - etv,) < 7.7 x 1075, (18)

The upper limits fol3(B* — p*v,) andB(B*t — e'v,) are consistent with previous measurements
including the current PDG values af 1.7 x 1075 and< 9.8 x 107, respectively. Th&aBar Collaboration
has set the latest limit o(B* — ptv,) < 1.3 x 1079 [17]. The limits reported in this analysis are much
higher than the best available limits because the tagging method produces a very low background at the cost
of a low efficiency. Low backgrounds are more conducive to discovery; however, until we have enough data
to make a statistically significant discovery, other methods will produce stricter upper limits.
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We have performed a search for the decay proéess— ¢*v,. To accomplish this, a sample of semilep-
tonic B decays B~ — D®%~5X) has been used to reconstruct one of fhenesons and the remaining
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information in the event is searched for evidencé3of — ¢*v,.
For BT — 7Tv,, we measure a preliminary branching fraction of

BBt — rtv;) = (1.8 £0.8 £0.1) x 107*,

which excludes zero at the4o level.

We set preliminary upper limits at the 90% confidence level of

B(B* — 7tu,) <32 x 1074,

B(B* — uTy,) <11 x 107,
B(BT - etv) < 7.7 x 1075,
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Table 8: The observed number of on-resonance Data ev&ts)(in the signal region is shown, together
with the number of expected background evets (), the corrected overall selection efficieney,(and
the branching fraction calculated from each channel. For the/fagcay channels, the branching fraction
shown is the branching fraction & — 77v, using only this channel. All systematic uncertainties are
included.

Mode Expected | Observed Overall Branching
Background| Events Efficiency (¢) Fraction
(NBG) (Nobs)
™ —etrr, | 91413 148 (3.08 +0.14) x 10~* (4.0+1.2) x 1077
- pty,p, | 137413 148 (2.28 £0.11) x 107* 1.0753) x 1074
rt —rtp, | 233+19 243 (3.89 +0.15) x 10~* 0.6745%) x 1074
™+ - ata0, | 59+9 71 (1.30 £0.07) x 1074 2.0713) x 1074
BT —rty, | 521+31 610 | (10.54+£0.41) x 107% | (1.8 0.8 £0.1) x 1074
Bt — uty, 15+ 10 11 (27.1+£1.2) x 107* | <11 x 107°% @ 90% CL
BT = eTu, 24+ 11 17 (36.9+1.5) x 107 | <7.7x 107 @ 90% CL
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