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Abstract

We present a preliminary measurement of the time-dependent CP asymmetries in decays of
neutral B mesons to the final states D∗∓π±, using approximately 82 million BB events collected by
the BABAR experiment at the PEP-II storage ring. Events containing these decays are selected with
a partial reconstruction technique, in which only the high momentum π± and the low momentum
pion from the D∗∓ decay are reconstructed. The flavor of the other B meson in the event is
tagged using the information from kaon and lepton candidates. We measure the time-dependent
CP asymmetry A = −0.063 ± 0.024 (stat.) ± 0.017 (syst.). We interpret these results in terms of
the angles of the unitarity triangle to set a bound on | sin(2β + γ)|.
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Università di Bari, Dipartimento di Fisica and INFN, I-70126 Bari, Italy

J. C. Chen, N. D. Qi, G. Rong, P. Wang, Y. S. Zhu

Institute of High Energy Physics, Beijing 100039, China

G. Eigen, I. Ofte, B. Stugu

University of Bergen, Inst. of Physics, N-5007 Bergen, Norway

G. S. Abrams, A. W. Borgland, A. B. Breon, D. N. Brown, J. Button-Shafer, R. N. Cahn, E. Charles,
C. T. Day, M. S. Gill, A. V. Gritsan, Y. Groysman, R. G. Jacobsen, R. W. Kadel, J. Kadyk, L. T. Kerth,
Yu. G. Kolomensky, J. F. Kral, G. Kukartsev, C. LeClerc, M. E. Levi, G. Lynch, L. M. Mir, P. J. Oddone,

T. J. Orimoto, M. Pripstein, N. A. Roe, A. Romosan, M. T. Ronan, V. G. Shelkov, A. V. Telnov,
W. A. Wenzel

Lawrence Berkeley National Laboratory and University of California, Berkeley, CA 94720, USA

K. Ford, T. J. Harrison, C. M. Hawkes, D. J. Knowles, S. E. Morgan, R. C. Penny, A. T. Watson,
N. K. Watson

University of Birmingham, Birmingham, B15 2TT, United Kingdom

T. Deppermann, K. Goetzen, H. Koch, B. Lewandowski, M. Pelizaeus, K. Peters, H. Schmuecker,
M. Steinke

Ruhr Universität Bochum, Institut für Experimentalphysik 1, D-44780 Bochum, Germany

N. R. Barlow, J. T. Boyd, N. Chevalier, W. N. Cottingham, M. P. Kelly, T. E. Latham, C. Mackay,
F. F. Wilson

University of Bristol, Bristol BS8 1TL, United Kingdom

K. Abe, T. Cuhadar-Donszelmann, C. Hearty, T. S. Mattison, J. A. McKenna, D. Thiessen

University of British Columbia, Vancouver, BC, Canada V6T 1Z1

P. Kyberd, A. K. McKemey

Brunel University, Uxbridge, Middlesex UB8 3PH, United Kingdom

V. E. Blinov, A. D. Bukin, V. B. Golubev, V. N. Ivanchenko, E. A. Kravchenko, A. P. Onuchin,
S. I. Serednyakov, Yu. I. Skovpen, E. P. Solodov, A. N. Yushkov

Budker Institute of Nuclear Physics, Novosibirsk 630090, Russia

D. Best, M. Bruinsma, M. Chao, D. Kirkby, A. J. Lankford, M. Mandelkern, R. K. Mommsen, W. Roethel,
D. P. Stoker

University of California at Irvine, Irvine, CA 92697, USA

C. Buchanan, B. L. Hartfiel

University of California at Los Angeles, Los Angeles, CA 90024, USA

2



B. C. Shen

University of California at Riverside, Riverside, CA 92521, USA

D. del Re, H. K. Hadavand, E. J. Hill, D. B. MacFarlane, H. P. Paar, Sh. Rahatlou, U. Schwanke,
V. Sharma

University of California at San Diego, La Jolla, CA 92093, USA

J. W. Berryhill, C. Campagnari, B. Dahmes, N. Kuznetsova, S. L. Levy, O. Long, A. Lu, M. A. Mazur,
J. D. Richman, W. Verkerke

University of California at Santa Barbara, Santa Barbara, CA 93106, USA

T. W. Beck, J. Beringer, A. M. Eisner, C. A. Heusch, W. S. Lockman, T. Schalk, R. E. Schmitz,
B. A. Schumm, A. Seiden, M. Turri, W. Walkowiak, D. C. Williams, M. G. Wilson

University of California at Santa Cruz, Institute for Particle Physics, Santa Cruz, CA 95064, USA

J. Albert, E. Chen, G. P. Dubois-Felsmann, A. Dvoretskii, D. G. Hitlin, I. Narsky, F. C. Porter, A. Ryd,
A. Samuel, S. Yang

California Institute of Technology, Pasadena, CA 91125, USA

S. Jayatilleke, G. Mancinelli, B. T. Meadows, M. D. Sokoloff

University of Cincinnati, Cincinnati, OH 45221, USA

T. Abe, F. Blanc, P. Bloom, S. Chen, P. J. Clark, W. T. Ford, U. Nauenberg, A. Olivas, P. Rankin, J. Roy,
J. G. Smith, W. C. van Hoek, L. Zhang

University of Colorado, Boulder, CO 80309, USA

J. L. Harton, T. Hu, A. Soffer, W. H. Toki, R. J. Wilson, J. Zhang

Colorado State University, Fort Collins, CO 80523, USA

D. Altenburg, T. Brandt, J. Brose, T. Colberg, M. Dickopp, R. S. Dubitzky, A. Hauke, H. M. Lacker,
E. Maly, R. Müller-Pfefferkorn, R. Nogowski, S. Otto, J. Schubert, K. R. Schubert, R. Schwierz, B. Spaan,

L. Wilden

Technische Universität Dresden, Institut für Kern- und Teilchenphysik, D-01062 Dresden, Germany

D. Bernard, G. R. Bonneaud, F. Brochard, J. Cohen-Tanugi, P. Grenier, Ch. Thiebaux, G. Vasileiadis,
M. Verderi

Ecole Polytechnique, LLR, F-91128 Palaiseau, France

A. Khan, D. Lavin, F. Muheim, S. Playfer, J. E. Swain, J. Tinslay

University of Edinburgh, Edinburgh EH9 3JZ, United Kingdom

M. Andreotti, V. Azzolini, D. Bettoni, C. Bozzi, R. Calabrese, G. Cibinetto, E. Luppi, M. Negrini,
L. Piemontese, A. Sarti
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Università di Pavia, Dipartimento di Elettronica and INFN, I-27100 Pavia, Italy

P. K. Behera, L. Gladney, Q. H. Guo, J. Panetta

University of Pennsylvania, Philadelphia, PA 19104, USA

C. Angelini, G. Batignani, S. Bettarini, M. Bondioli, F. Bucci, G. Calderini, M. Carpinelli, F. Forti,
M. A. Giorgi, A. Lusiani, G. Marchiori, F. Martinez-Vidal,3 M. Morganti, N. Neri, E. Paoloni, M. Rama,

G. Rizzo, F. Sandrelli, J. Walsh
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1 INTRODUCTION

Measuring the angles of the Cabibbo-Kobayashi-Maskawa (CKM) unitarity triangle [1] will allow
us to overconstrain this triangle and to test the Standard Model interpretation of CP violation
in the quark sector. A crucial step in this scientific program is the measurement of the angle
γ = arg (−VudV ∗

ub/VcdV
∗
cb) of the unitarity triangle.

The neutral B meson decay modes B0 → D∗±h∓, where h is a light hadron (π, ρ, a1), have
been proposed for use in measurements of sin(2β + γ) [2], where β = arg (−VcdV ∗

cb/VtdV
∗
tb). Since

the time-dependent CP asymmetries in these modes are expected to be of order 2%, large data
samples and multiple decay channels are required for a statistically significant measurement. The
technique of partial reconstruction of D∗− mesons, in which only the soft (low momentum) pion πs
from the decays D∗− → D0π−s or D∗+ → D0π+

s is reconstructed, has already been used to select
large samples of B meson candidates [3].

This paper reports the preliminary results of a study of CP -violating asymmetries in B0 →
D∗∓π± decays using the partial reconstruction technique. The analysis procedures for the selection
of the signal and the reconstruction of the decay-time difference between the two B mesons in the
event are essentially the same as those we have already applied to the measurement of the B0

lifetime [4].

2 PRINCIPLE OF THE MEASUREMENT

The decays B0 → D∗∓π± may proceed via a b → cūd or a b → uc̄d amplitude (see Figs. 1
and 2). Interference between these amplitudes through B0 − B0 mixing produces time-dependent
CP -violation observables [2]. The probability that a state produced at time 0 as a B0 or B0 decays
into the final state D∗∓π± at time t is

P (B0 → D∗∓π±)(t) =
1
4τ
e−|t|/τ [1 ± C cos(∆mdt) + S∓ sin(∆mdt)

]
, (1)

P (B0 → D∗∓π±)(t) =
1
4τ
e−|t|/τ [1 ∓ C cos(∆mdt)− S∓ sin(∆mdt)

]
, (2)

where τ is the B0 lifetime, ∆md is the B0 −B0 mixing frequency, and we have defined

C =
1 − r2
1 + r2

,

S± =
2r

1 + r2
sin(2β + γ ± δ). (3)

Here δ is an unknown CP -conserving phase 7, and r is the ratio of the magnitudes of the b→ uc̄d
and b→ cūd amplitudes

r =
|A(B0 → D∗−π+)|
|A(B0 → D∗+π−)| . (4)

Since the b→ uc̄d amplitude is doubly Cabibbo-suppressed with respect to the b→ cūd amplitude,
one expects r ≈ 2%. Due to the small value of r, we use the approximations

C ≈ 1,
S± ≈ 2r sin(2β + γ ± δ). (5)

7The definition of δ is subject to additional π terms [5] that we ignore, as they are redundant with the discrete
ambiguity 2β + γ → 2β + γ + π, δ → δ + π.
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In principle, r can be measured from the first two terms in the square brackets of Eqs. 1 and 2. In
practice, this requires sensitivity to terms of order r2, which is not available with the statistics of
current data sets.

�W
+

B0 D∗−

π+

d
b̄ c̄

d

d̄
u

Figure 1: Feynman diagram for the Cabibbo-
favored decay B0 → D∗−π+.

�W
−

B0 π+

D∗−

d̄
b u

d̄

c̄
d

Figure 2: Feynman diagram for the Cabibbo-
suppressed decay B0 → D∗−π+.

Due to the small value of r, a large number of signal events is required in order to observe
and measure the small time-dependent CP asymmetry. In the partial reconstruction method, the
decay B0 → D∗∓π± is identified by reconstructing only the hard (high momentum) π± and the
soft pion π∓s from the decay of the D∗∓. The four-momentum of the unreconstructed neutral D
meson produced in the D∗∓ decay is calculated from the two observed tracks and the kinematic
constraints relevant for signal decays. Partial reconstruction provides a way to obtain very large
single-mode signal samples, by making use of events that cannot be fully reconstructed.

3 THE BABAR DETECTOR AND DATASET

The data used in this analysis were collected with the BABAR detector at the PEP-II storage ring.
The data sample consists of 76.4 fb−1 collected on the Υ (4S) resonance, and 7.6 fb−1 collected at
an e+e− center-of-mass (CM) energy approximately 40 MeV below the resonance peak. Samples
of simulated events with an equivalent luminosity four times larger than the data were analyzed
through the same analysis chain.

The BABAR detector is described in detail elsewhere [6]. We provide a brief description of the
main components and their use in this analysis. Charged particle trajectories are measured by a
combination of a five-layer silicon vertex tracker (SVT) and a 40-layer drift chamber (DCH) in
a 1.5-T solenoidal magnetic field. Tracks with low transverse momentum can be reconstructed
in the SVT alone, thus extending the charged-particle detection down to transverse momenta of
∼ 50MeV/c. Photons and electrons are detected in a CsI(Tl) electromagnetic calorimeter (EMC),
with photon energy resolution σE/E = 0.023(E/GeV)−1/4 ⊕ 0.019. A ring-imaging Cherenkov
detector (DIRC) is used for charged particle identification, augmented by energy loss information
from the SVT and DCH. The instrumented flux return (IFR) is equipped with resistive plate
chambers to identify muons.

4 ANALYSIS METHOD

4.1 Partial Reconstruction of B0 → D∗∓π±

In the partial reconstruction of a B0 → D∗∓π± candidate, only the hard pion track from the B
decay and the soft pion track πs from the decays D∗− → D0π−s or D∗+ → D0π+

s are reconstructed.

9



The cosine of the angle between the momenta of the B and the hard pion in the CM frame is then
computed:

cos θBh =
M2
D∗− −M2

B0 −M2
π + ECMEh

2pB |$ph| , (6)

where Mx is the nominal mass of particle x [7], Eh and $ph are the measured CM energy and
momentum of the hard pion, ECM is the total CM energy of the beams, and pB =

√
E2

CM/4 −M2
B0 .

Events are required to be in the physical region | cos θBh| < 1. Given cos θBh and the measured
momenta of the πh and πs, the B four-momentum can be calculated up to an unknown azimuthal
angle φ around $ph. For every value of φ, the expected D four-momentum PD(φ) is determined
from four-momentum conservation, and the corresponding φ-dependent invariant mass m(φ) ≡√|PD(φ)|2 is calculated. We define the missing mass mmiss ≡ 1

2 [mmax +mmin], where mmax and
mmin are the maximum and minimum values that m(φ) may obtain. In signal events, mmiss

peaks at the nominal D0 mass MD0 , with a spread of about 3 MeV/c2. The distribution for
combinatoric background events is significantly broader, making the missing mass the primary
variable for distinguishing signal from background, as described below. We use four-momentum
conservation to calculate the CM D momentum vector with the arbitrary choice φ = 0, and use
this variable as described below.

4.2 Backgrounds

In addition to B0 → D∗∓π± events, the above procedure yields a sample containing the following
kinds of events: B → D∗∓ρ±; peaking BB background (other than B → D∗∓ρ±), defined as
pairs of tracks coming from the same B meson, with the soft pion originating from the decay
of a charged D∗, including contributions from B → D∗∗π as well as non-resonant B → D∗ππ
decays; combinatoric B background, defined as all remaining BB background events; continuum
e+e− → qq, where q represents a u, d, s, or c quark.

4.3 Event Selection

To suppress the continuum background, we select events in which the ratio of the 2nd to the 0th
Fox-Wolfram moment [8], computed using all charged particles and EMC clusters not matched to
tracks, is smaller than 0.40. Hard pion candidates are required to be reconstructed with at least
twelve DCH hits. Kaons and leptons are rejected based on information from the IFR, DIRC, energy
loss in the SVT and DCH, or the ratio of the candidate’s EMC energy deposition to its momentum
(E/p). We define the D∗ helicity angle θD∗ to be the angle between the flight directions of the
D and the B in the D∗ rest frame, calculated with φ = 0. Taking advantage of the longitudinal
polarization in signal events, we suppress background by requiring | cos θD∗ | to be larger than
0.4. All candidates are required to be in the range 1.81 < mmiss < 1.88 GeV/c2. When multiple
candidates are found in the same event, only the one with the mmiss value closest to MD0 is used.

4.4 Fisher Discriminant

To further discriminate against continuum events, we combine fifteen event shape variables into
a Fisher discriminant [9] F . Discrimination is provided due to the fact that qq events tend to
be jet-like, whereas BB events have a more spherical energy distribution. Rather than applying
requirements to the variable F , we maximize efficiency by using it in the fits described below.
The fifteen variables are calculated using two sets of particles. Set 1 includes all tracks and EMC
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clusters, excluding the hard and soft pion candidates; Set 2 is composed of Set 1, excluding all tracks
and clusters with CM momentum within 1.25 rad of the CM momentum of the D, calculated with
φ = 0. The variables, all calculated in the CM frame, are 1) the scalar sum of the momenta of all
Set 1 tracks and EMC clusters in nine 200 angular bins centered about the hard pion direction;
2) the value of the sphericity, computed with Set 1; 3) the angle with respect to the hard pion of
the sphericity axis, computed with Set 2; 4) the direction of the particle of highest energy in Set 2
with respect to the hard pion; 5) the absolute value of the vector sum of the momenta of all the
particles in Set 2 ; 6) the momentum $ph of the hard pion and its polar angle.

4.5 Decay Time Measurement and Flavor Tagging

We define zrec to be the decay position along the beam axis of the partially reconstructed B
candidate. To find zrec, we fit the hard pion track with a beam spot constraint in the plane
perpendicular to the beams, the (x, y) plane. The actual vertical beam spot size is approximately
5 µm, but the constraint is taken to be 30 µm in the fit in order to account for the B flight distance
in the (x, y) plane. The soft pion is not used in the fit, since it undergoes significant multiple
scattering.

The decay position ztag of the other B in the event (the tag B) along the beam axis is obtained
from all other tracks in the event, excluding all tracks whose CM momentum is within 1 rad of the
D CM momentum. The remaining tracks are fit with a beamspot constraint in the (x, y) plane.
The track with the largest contribution to the χ2 of the vertex, if greater than 6, is removed from
the vertex, and the fit is carried out again, until no track fails this requirement.

We then calculate the decay distance ∆z = zrec − ztag, and the decay-time difference ∆t =
∆z/(γβc). The machine boost parameter γβ is calculated from the beam energies, and its average
value over the run period is 0.55. The vertex fits used to determine zrec and ztag also yield the ∆z
error σ∆z which is used to compute the event-by-event ∆t error σ∆t.

The flavor of the tag B is determined from lepton and kaon candidates. The lepton CM momen-
tum is required to be greater than 1.1 GeV/c in order to suppress “cascade” leptons originating in
charm decays. We identify electron candidates using E/p, and the Cherenkov angle and number of
photons detected in the DIRC. Muons are identified by the depth of penetration in the IFR. Kaons
are identified using the ionization measured in the SVT and DCH, and the Cherenkov angle and
number of photons detected in the DIRC. In either the lepton or kaon tagging category, if several
tagging tracks are present, the track used for tagging is the one with the largest value of θtag, the
CM-frame angle between the track momentum and the D momentum. This is done in order to
minimize the impact of tracks originating from the unreconstructed D. If there are both identified
leptons and kaons in the event, the event is tagged using the lepton tracks only.

We apply the following criteria in order to obtain good ∆t resolution: the χ2 probability of the
zrec vertex fit must be greater than 0.001; at least two tracks must be used for the tag B vertex
fit; σ∆t is required to be less than 2 ps; and |∆t| is required to be less than 15 ps. To minimize
the impact of tracks coming from the unreconstructed D, only tagging leptons (kaons) satifying
cos θtag < 0.75 (cos θtag < 0.50) are retained.

4.6 Probability Density Function

The analysis is carried out with a series of unbinned maximum likelihood fits performed indepen-
dently for the lepton-tagged and kaon-tagged events. The probability density function (PDF) is a
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function of the missing mass mmiss, the Fisher discriminant F , the decay time difference ∆t, and
its error σ∆t.

The PDF for on-resonance data is a sum over the PDFs of the identified event types,

P = fBB

{
fρ+π (fD∗π PD∗π+(1− fD∗π)PD∗ρ)

+(1 − fρ+π)
[
fcomb Pcomb + (1 − fcomb)Ppeak

]}
+ (1 − fBB)Pqq,

(7)

where Pi is the PDF for events of type i, and fj are relative fractions of events, each limited to lie
in the range [0, 1]. Each of the PDFs Pi is a product of the form

Pi(mmiss, F,∆t, σ∆t, stag, smix) = Mi(mmiss)Fi(F )T ′
i (∆t, σ∆t, stag, smix), (8)

where the variables stag and smix are determined by the flavor of the tag B and the charge of the
hard pion

stag =

{
+1, tag B = B0

−1, tag B = B0 , (9)

smix =

{
+1, unmixed
−1, mixed

, (10)

and an event is labeled “unmixed” if the hard pion is a π−(π+) and the tag B is tagged as a B0(B0)
and “mixed” otherwise. The functions Mi, Fi, and T ′

i are described below. The parameters of Pi
are different for each event type, except where indicated otherwise.

The mmiss PDF for each event type i is the sum of a bifurcated Gaussian plus an ARGUS
function:

Mi(mmiss) = f Ĝi Ĝi(mmiss) + (1 − f Ĝi )Ai(mmiss), (11)

where f Ĝi is the bifurcated Gaussian fraction. The functions Ĝi and Ai are

Ĝi(x) ∝
{

exp
[−(x−Mi)2/2σ2

Li

]
, x < Mi

exp
[−(x−Mi)2/2σ2

Ri

]
, x > Mi

, (12)

A(x) ∝ x
√

1 − (x/MA
i

)2 exp
[
εi

(
1 −

(
x/MA

i

)2
)]

Θ(MA
i − x), (13)

where Mi is the peak of the bifurcated Gaussian, σLi and σRi are its left and right widths, εi is
the ARGUS exponent, MA

i is its end point, and the proportionality constants are such that each
of these functions is normalized to unit area.

The Fisher discriminant PDF Fi for each event type is a bifurcated Gaussian, as in Eq. 12. The
parameter values of FD∗π, FD∗ρ, Fpeak, and Fcomb are identical.

The ∆t-dependent part of the PDF for events of type i is a convolution of the form

T ′
i (∆t, σ∆t, stag, smix) =

∫
d∆ttrue Ti(∆ttrue, stag, smix)Ri(∆t− ∆ttrue, σ∆t), (14)

where Ti is the distribution of the true decay-time difference ∆ttrue and Ri is a resolution function
that accounts for detector resolution and effects such as systematic offsets in the measured positions
of vertices. The resolution function for events of type i is the sum of three Gaussians:

Ri(∆t− ∆ttrue, σ∆t) = fni Gni (tr, σ∆t) + (1 − fni − f oi )Gwi (tr, σ∆t) + f oi Goi (tr, σ∆t), (15)
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where tr is the residual ∆t− ∆ttrue, and Gni , Gwi , and Goi are the “narrow”, “wide”, and “outlier”
Gaussians. The narrow and wide Gaussians have the form

Gji (tr, σ∆t) ≡ 1√
2π sji σ∆t

exp


−

(
tr − bjiσ∆t

)2

2(sji σ∆t)2


 , (16)

where the index j takes the values j = n,w for the narrow and wide Gaussians, and bji and sji are
parameters determined by fits, as described in Sec. 5. The outlier Gaussian has the form

Goi (tr, σ∆t) ≡ 1√
2π soi

exp

(
− (tr − boi )2

2(soi )2

)
, (17)

where in all fits the values of boi and soi are fixed to 0 ps and 8 ps, respectively, and are later varied
to evaluate systematic errors.

The PDF TD∗π(∆ttrue, stag, smix) for signal events corresponds to Eqs. 1 and 2 with Eq. 5 and
additional parameters to account for imperfect flavor tagging. We define ωB0 (ωB0) to be the
mistag probability of signal events whose tag B was tagged as a B0 (B0), when the tagging track is
a daughter of the tag B. Then ω = (ωB0 +ωB0)/2 is the average mistag rate, and ∆ω = ωB0 −ωB0

is the mistag rate difference. We further define α to be the probability that the tagging lepton or
kaon is a daughter of the unreconstructed D produced in the B0 → D∗∓π± decay, and ρ to be the
probability that this track results in a mixed flavor tag. With these definitions, the signal PDF is
written as

TD∗π(∆ttrue, stag, smix) =
1
4 τ

e−
|∆ttrue|

τ ×
{(1 − α) [(1− stag ∆ω)
+smix (1 − 2ω) cos(∆m∆ttrue)
−stag (1 − 2ω)S± sin(∆m∆ttrue)

]
+α(1 + smix(1 − 2ρ))} , (18)

where the value ± in S± is determined by the sign of the product stagsmix. The last term accounts
for the tags due to daughters of the unreconstructed D. The parameters τ , ∆ω, ω, ∆m, and S±

are determined from a fit to the data, as described below.
The tag B may undergo a b→ uc̄d decay, and the kaon produced in the subsequent decay of the

charmed meson may be used for tagging. This introduces additional terms, which are not present
in Eq. 18. To take this effect into account, we use an alternative parameterization [10] for the kaon
tags. In this parameterization [10], the coefficient of the sin(∆m∆ttrue) term in Eq. 18 changes, to
give

TD∗π(∆ttrue, stag, smix) =
1
4 τ

e−
|∆ttrue|

τ ×
{(1 − α) [(1 − stag ∆ω) ,
+smix (1 − 2ω) cos(∆m∆ttrue)
− ((1 − 2ω) (staga+ smixc) + stagsmixb(1 − stag∆ω)) sin(∆m∆ttrue)]
+α(1 + smix(1 − 2ρ))} , (19)

where

a ≡ 2r sin(2β + γ) cos δ, (20)
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b ≡ 2r′ sin(2β + γ) cos δ′, (21)

c ≡ 2 cos(2β + γ)(r sin δ − r′ sin δ′). (22)

Here r′ describes the effective ratio between the magnitudes of the b→ ucd and b→ cud amplitudes
in the tag side decays, and δ′ is the effective strong phase difference between these amplitudes. This
parameterization neglects terms of order r2 and r′2.

We take the ∆t PDF parameters of B → D∗∓ρ± events to be identical to those of the B0 →
D∗∓π± events except for the CP -violating parameters S±, a, b, and c, which are set to 0 and are
later varied to evaluate systematic uncertainties.

The ∆ttrue PDF for the combinatoric and the peaking BB background have the same functional
form as Eq. 18 but with independent values for the parameters. The parameterization of the ∆ttrue

PDF for the peaking BB background has been determined from the Monte Carlo sample.
The ∆ttrue PDF for the continuum background has the functional form

Tqq = f δqq δ(∆ttrue)T δqq + (1 − f δqq)
1

2 τqq
e
− |∆ttrue|

τqq T τqq, (23)

where

T δqq = 1 − stag ∆ωqq + smix (1 − 2ωδqq),
T τqq = 1 − stag ∆ωqq + smix (1 − 2ωτqq). (24)

5 ANALYSIS PROCEDURE

The analysis takes place in four steps, each involving maximum likelihood fits, carried out simul-
taneously on the on- and off-resonance data samples:

1. Kinematic-variable fit: The parameters of Mi(mmiss) and the value of fD∗π and in Eq. 7
are obtained from the Monte Carlo simulation, conducted with the branching fractions from
Ref. [7]. Using these parameter values, we fit the data using the PDF in Eq. 7, but with Eq. 8
replaced by

Pi(mmiss, F ) = Mi(mmiss)Fi(F ). (25)

The parameters determined in this fit are fBB, fρ+π, and fcomb in Eq. 7, the parameters of
Mqq(mmiss), and those of Fi(F ) for both continuum and BB events.

2. α and ρ fit: The kinematic-variable fit is repeated to determine the number of signal events
above and below the cut on cos θtag (see section 4.5). These values are then used to compute
the values of α and ρ in the ∆t PDF (Eq. 18). This is done using values for the efficiencies
of the cut on cos θtag determined from the Monte Carlo simulation.

3. Sideband fit: We fit events in the mmiss sideband 1.81 < mmiss < 1.84 GeV/c2 to obtain the
parameters of the combinatoric BB PDF T ′

comb(∆ttrue, stag, smix, σ∆t). The PDF in Eq. 7
is used in this fit, with fρ+π = 0 and fcomb = 1, to account for the fact that the sideband
is populated only by continuum and combinatoric BB events. The value of fBB and the
parameters of the continuum PDF T ′

qq(∆ttrue, stag, smix, σ∆t) in the sideband are also floating
in this fit.
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4. Signal-region fit: Using the parameter values obtained in the previous steps, we fit the data
in the signal region 1.845 < mmiss < 1.880 GeV/c2. This fit determines all the floating pa-
rameters of the signal PDF T ′

D∗π(∆ttrue, stag, smix, σ∆t), and the parameters of the continuum
PDF T ′

qq(∆ttrue, stag, smix, σ∆t) except for b0D∗π, s
0
D∗π, b

0
qq, and s0qq of Eq. 17.

In steps 3 and 4 we also fit for a possible difference between the B0 and B0 tagging efficiencies,
which may be different for each event type. In order to minimize the possibility of experimenter
bias, step 4 of the analysis is carried out in a “blind” manner, such that the values of S±

D∗π are
hidden from the analysts until all the systematic errors have been evaluated.

The validity of the analysis procedure has been verified using the Monte Carlo simulation in
two ways. First, the use of identical ∆t PDFs for B → D∗∓ρ± and B0 → D∗∓π± events (except
for the CP violating parameters), as well as for the combinatoric BB background in the sideband
and in the signal region, is validated by comparing the ∆t distributions for these event types in
Monte Carlo by means of Kolmogorov-Smirnov tests. The results of fits to the ∆t distributions are
also compared. In all cases, good agreement is observed. Second, the entire analysis procedure is
carried out on a Monte Carlo sample containing four times the number of events observed in the
data. The values of the parameters obtained in these Monte Carlo fits, most importantly, the CP
parameters, are consistent with the input parameters to within the statistical uncertainties. In the
case of the fit to the lepton-tagged events, a bias due to the assumption that events tagged with
direct and cascade leptons are described by the same resolution function is studied using the full
Monte Carlo simulation and a fast Monte Carlo technique. This bias is found to be ∓0.012 for
S±
D∗π, and a corresponding correction is applied to the results presented in this paper.

6 SYSTEMATIC STUDIES

The systematic uncertainties on the CP violation parameters (S± for events tagged with a lepton
candidate and a, b, and c for events tagged with a kaon candidate) are summarized in Table 1 and
described here:

(1) The statistical errors obtained in the kinematic-variable fit are propagated to the signal-
region ∆t fit. This is done by varying the parameters determined by the kinematic-variable
fit, taking into account their correlated errors, repeating the signal-region ∆t fit with the new
parameters, and taking the resulting variation in the CP violation parameters as a systematic
uncertainty.

(2) The same procedure is applied for the statistical errors of the parameters determined in the
sideband fit.

(3) The parameters of the outlier Gaussian for the signal ∆t PDF that are fixed in the signal-
region fit are varied: so is varied between 6 and 10 ps, and bo between −2 and 2 ps. The
parameters α and ρ are varied by the statistical uncertainties determined in their fit.

(4) We vary fD∗π according to the uncertainties in the branching fractions B(B0 → D∗−π+) and
B(B0 → D∗−ρ+) [7], and repeat the signal region ∆t fit.

(5) In the signal-region ∆t fit we set the values of S±
D∗ρ to 0. To obtain the systematic error due

to this, we vary S±
D∗ρ between −0.04 and +0.04. The same is done for S±

peak and S±
comb and

the resulting variations in the CP parameters are combined linearly to obtain a conservative
uncertainty.
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(6) The values of the neutral B meson lifetime τ and the mixing frequency ∆m are left free in
the fit. The fit is repeated setting ∆m to the published value [7]. It is also repeated with τ
set to the value obtained by fitting the Monte Carlo sample, which is lower than the value in
Ref. [7] due to tracks originating from the unreconstructed D [4]. The resulting variations in
the CP parameters are combined in quadrature to obtain the systematic uncertainty.

(7) The parameters of the peaking background ∆t PDF, nominally taken from Monte Carlo,
are varied: we set their values to the values of the corresponding combinatoric background
parameters, and alternatively fit the parameters ωpeak, ∆mpeak, and τpeak from the data. The
largest variation is used as a systematic error. We also fit signal Monte Carlo with and without
BB backgrounds, taking the difference as a systematic error. An additional error accounts
for a possible difference between the combinatoric BB parameters in the signal region and the
sideband, evaluated by fitting Monte Carlo events with the parameters of T ′

comb determined
from BB Monte Carlo events in the signal-region or sideband.

(8) The uncertainty due to the beam spot constraint is evaluated by performing the fit on a
sample where the beam spot y position has been shifted by 20 µm.

(9) The z length scale of the detector is determined with an uncertainty of 0.4% from the recon-
struction of secondary interactions with a beam pipe of known length [11]. The uncertainty
in the CP parameters due to the detector z scale is evaluated performing the fit on a sample
where the z scale has been varied by 0.4%.

(10) The effect of imperfect detector alignment on a time dependent CP violation measurement is
estimated in a similar study using fully reconstructed decays and is assumed to be the same
for this analysis.

(11) The bias due to cascade leptons is evaluated by varying the parameters of the corresponding
PDF. The fraction of cascade leptons is varied by 3% and the mistag rate by 2%.

(12) The statistical error of the fit to the signal Monte Carlo sample is added to the systematic
error to account for possible bias of the analysis procedure.

7 RESULTS OF THE FITS

The kinematic-variable fit yields 6406±129 signal events for the lepton-tagged sample and 25157±
323 signal events for the kaon-tagged sample. The results of the fit are shown in Figs. 3 and 4. The
background in the lepton (kaon) sample is mainly due to BB (continuum) events. The kinematic-
variable fit is then repeated on subsamples of the data, separated according to the flavor tag and
the charge of the final state particles (Table 2).

The fit to the signal region (Figs. 5 and 6), described in step 4 of Sec. 5, determines ∆m, τ , ω,
∆ω, and the CP parameters of the signal PDF TD∗π(∆ttrue, stag, smix). These parameters are S±

for lepton tags and a, b, c for kaon tags. Five parameters of the signal resolution function are also
determined by the fit, as are eight continuum parameters: four parameters for the ∆ttrue PDF and
four parameters for the resolution function. The results of the fits on the data are

S+ = −0.078 ± 0.052 (stat.)± 0.020 (syst.),
S− = −0.070 ± 0.052 (stat.)± 0.021 (syst.) (26)
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Table 1: The systematic uncertainties on the CP violation parameters: S± for events tagged with
a lepton candidate, and a, b and c for events tagged with a kaon candidate.

Source S− error S+ error a error b error c error
(1) Kinematic-variable fit statistics 0.0005 0.0007 0.0009 0.0004 0.0004
(2) Sideband fit statistics 0.0007 0.0015 0.0004 0.0003 0.0005
(3) Variation of fixed ∆t PDF parameters < 10−4 < 10−4 < 10−4 < 10−4 < 10−4

(4) Uncertainty in branching fractions 0.0028 0.0028 0.0017 0.0002 0.0033
(5) Uncertainty in bkg CP parameters 0.0096 0.0096 0.0128 0.0073 0.0127
(6) Variation of τ and ∆m 0.0012 0.0040 0.0052 0.0017 0.0008
(7) Effect of BB background 0.0008 0.0068 0.0045 0.0042 0.0054
(8) Beam spot 0.0017 0.0012 0.0007 0.0013 0.0006
(9) z scale 0.0004 0.0004 0.0002 < 10−4 0.0003
(10) Detector alignment 0.0100 0.0100 0.0100 0.0056 0.0100
(11) Cascade lepton bias 0.0052 0.0052 - - -
(12) MC statistics 0.0128 0.0128 0.0080 0.0040 0.0090
Total 0.020 0.021 0.019 0.011 0.020

Table 2: Result of the kinematic-variable fit: number of signal events for the entire data sample
and for samples separated according to the flavour tag and the charge of the final state particles.

Lepton Tag Kaon Tag
All 6406 ± 129 25157 ± 323
B0 tag 3217 ± 84 12821 ± 232
B̄0 tag 3179 ± 88 12343 ± 224
D∗+π− 3136 ± 85 12299 ± 227
D∗−π+ 3269 ± 84 12830 ± 230
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Figure 3: Result of the kinematic-variable fit for lepton-tagged events. The (a) mmiss and (b) Fisher
discriminant F distributions for the on-resonance data are shown by the points with error bars.
In the mmiss plot, the overlayed curves show, from bottom to top, the cumulative contributions of
continuum, peaking BB, combinatoric BB, B0 → D∗+ρ− and B0 → D∗+π− events. In the F plot,
the PDFs for BB and continuum events are overlaid. Plots (c) and (d) show the same distributions
for off-resonance data.
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Figure 4: Result of the kinematic-variable fit for kaon-tagged events. The (a) mmiss and (b) Fisher
discriminant F distributions for the on-resonance data are shown by the points with error bars.
In the mmiss plot, the overlayed curves show, from bottom to top, the cumulative contributions of
continuum, peaking BB, combinatoric BB, B0 → D∗+ρ− and B0 → D∗+π− events. In the F plot,
the PDFs for BB and continuum events are overlaid. Plots (c) and (d) show the same distributions
for off-resonance data.
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Figure 5: Result of the ∆t fit to the lepton-tagged data in the signal region. The points with error
bars show the ∆t distributions for (a) B0-tag unmixed, (b) B0-tag mixed, (c) B0-tag unmixed, (d)
and B0-tag mixed events. The curves show the PDF with the parameters obtained from the fit.
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Figure 6: Result of the ∆t fit to the kaon-tagged data in the signal region. The points with error
bars show the ∆t distributions for (a) B0-tag unmixed, (b) B0-tag mixed, (c) B0-tag unmixed, (d)
and B0-tag mixed events. The curves show the PDF with the parameters obtained from the fit.
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for the lepton-tagged events, and

a = −0.054 ± 0.032 (stat.)± 0.019 (syst.),
b = −0.009 ± 0.019 (stat.)± 0.011 (syst.),
c = +0.005 ± 0.031 (stat.)± 0.020 (syst.) (27)

for the kaon-tagged events. We note the good agreement between a and (S+ +S−)/2. The largest
correlation of S+ (S−) with any linear combination of the other parameters floated in the fit is 0.24
(0.26) and the correlation between S+ and S− is −0.057.

We define two time-dependent CP -violating asymmetries from the numbers of events observed
at time t with specific combinations of flavor tag and reconstructed final state:

Arec
CP =

N(tag B0,D∗±π∓)(t) −N(tag B0,D∗±π∓)(t)
N(tag B0,D∗±π∓)(t) +N(tag B0,D∗±π∓)(t)

,

Atag
CP =

N(tag B0 + B0,D∗−π+)(t) −N(tag B0 +B0,D∗+π−)(t)
N(tag B0 + B0,D∗−π+)(t) +N(tag B0 +B0,D∗+π−)(t)

. (28)

In the absence of background and experimental effects, Arec
CP = −2r sin(2β + γ) cos δ sin(∆m∆t)

and Atag
CP = 2r′ sin(2β + γ) cos δ′ sin(∆m∆t). The asymmetry plots obtained for the data in the

signal region are shown in Fig. 7 for lepton tags and in Fig. 8 for kaon tags. As expected, no
time-dependent asymmetry is visible for Atag

CP in the lepton case.

8 PHYSICS RESULTS

Combining a and (S+ + S−)/2 from Eqs. 26 and 27, accounting for correlated errors, we obtain

2r sin(2β + γ) cos δ = −0.063 ± 0.024 (stat.) ± 0.017 (syst.). (29)

This measurement deviates from 0 by 2.1 standard deviations, and is the main result of this analysis.
From the difference (S+ − S−)/2, we obtain

2r cos(2β + γ) sin δ = −0.004 ± 0.037 (stat.) ± 0.020 (syst.). (30)

We use two different methods for extracting constraints on | sin(2β + γ)| from our results.
We emphasize that the two methods make use of different additional information and different
assumptions, and are therefore not directly comparable. These constraints are interpretations of
our experimental results. Each of the methods involves defining and minimizing a χ2 function of
sin(2β+γ) and other parameters. The χ2 functions are symmetric under the exchange sin(2β+γ) →
− sin(2β + γ). Due to the large uncertainties and the fact that the minimum value of the χ2 may
occur at the boundary of the physical region (| sin(2β + γ)| = 1), the errors naively obtained from
the variation of the χ2 functions are not relevant. In order to give a probabilistic interpretation to
the results, we apply the Feldman-Cousins method [12] to set limits on | sin(2β + γ)|.

In the first method we make no assumption regarding the value of r and use no additional
experimental information about r. In this method, for different values of r we minimize the function

χ2 =
3∑

j,k=1

∆xjV −1
jk ∆xk, (31)
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Figure 7: Raw asymmetries Arec
CP and Atag

CP

(Eq. 28) for lepton tags as a function of ∆t. The
curves show the projection of the fitted PDF.
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(Eq. 28) for kaon tags as a function of ∆t. The
curves show the projection of the fitted PDF.
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where ∆xj is the difference between the result of our measurement and the theoretical expression
for S+ (j = 1), S− (j = 2), and a (j = 3), and V is the measurement error matrix, which is
almost diagonal. The parameters determined by this fit are sin(2β + γ), which is limited to lie in
the range [−1, 1], and δ. The measurements of b and c are not used in the fit, since they depend
on the unknown values of r′ and δ′. We generate many parameterized MC experiments with the
same sensitivity as reported here for different values of sin(2β + γ) and r. The fraction of these
experiments in which χ2(sin(2β+γ))−χ2

min is smaller than in the data is computed and interpreted
as the confidence level (CL) of the lower limit on | sin(2β + γ)|. The 90% and 95% CL limits as a
function of r are shown in Fig. 9. The χ2 fit determines | sin(2β + γ)| up to the twofold ambiguity
| sin(2β + γ)| ↔ | cos δ|. The limits shown in Fig. 9 are always the more conservative of the two
possibilities.
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Figure 9: The 90% and 95% CL lower limits on | sin(2β+γ)| as a function of r, using no experimental
information on r.

In the second method we assume that r may be estimated from

r = tan θC

√
B(B0 → D∗+

s π
−)

B(B0 → D∗−π+)
fD∗

fD∗
s

(32)

where θC is the Cabibbo angle. Using the branching fractions B(B0 → D∗−π+) = (0.276 ±
0.021)% [7], B(B0 → D∗+

s π
−) = (1.9+1.2

−1.3 ± 0.5) × 10−5 [13] and the ratio of decay constants
fD∗

s
fD∗ = 1.10 ± 0.02 [14] yields

r = 0.017+0.005
−0.007. (33)

An additional non-Gaussian 30% relative error is associated with the theoretical assumptions in-
volved in obtaining this value. To carry out this method, we minimize

χ̃2 =
3∑

j,k=1

∆xjV −1
jk ∆xk + ∆2(r), (34)
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non-Gaussian theoretical uncertainty.
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25



where the function

∆2(r) =



( r−r0

0.005

)2 (r − r0)/r0 > 0.3,
0 |r − r0|/r0 ≤ 0.3,( r−r0

0.007

)2 (r − r0)/r0 < −0.3
(35)

accounts for the 30% theoretical error and the Gaussian experimental error around the central
value r = r0, Eq. 34. In addition to sin(2β + γ) and δ, the parameter r is also determined by this
fit. The minimum of χ̃2 occurs at | sin(2β + γ)| = 1.0, δ = 0, and r = 0.024, and at a value of
χ̃2
min = 0.54 for one degree of freedom. The value of χ̃2 − χ̃2

min as a function of sin(2β+ γ) and the
resulting Feldman-Cousins confidence level curve are shown in Figs. 10 and 11. This method yields
the limits | sin(2β + γ)| >0.88 at 68% CL, | sin(2β + γ)| >0.75 at 90% CL, and | sin(2β + γ)| >0.62
at 95% CL.

9 SUMMARY

We present preliminary results of a study of time-dependent CP asymmetries in the B0 → D∗∓π±

decay channels using the partial reconstruction method. The time-dependent CP asymmetry that
we measure,

2r sin(2β + γ) cos δ = −0.063 ± 0.024 (stat.) ± 0.017 (syst.), (36)

is different from 0 by 2.1 standard deviations. This asymmetry does not depend on assumptions
regarding r, the ratio of the magnitudes of the b → uc̄d and b → cūd amplitudes contributing to
this decay. We present model-independent bounds on | sin(2β + γ)| as a function of r. With some
assumptions regarding r, our results can be interpreted as a limit on the combination of CKM
angles 2β + γ, | sin(2β + γ)| > 0.75 (0.62) at the 90% (95%) CL.
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