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The A-dependence of the quasielastic A(e, e′p) reaction
has been studied at SLAC with 2H, C, Fe, and Au nuclei at
momentum transfers Q2 = 1, 3, 5, and 6.8 (GeV/c)2. We
extract the nuclear transparency T (A,Q2), a measure of the
average probability that the struck proton escapes from the
nucleus A without interaction. Several calculations predict
a significant increase in T with momentum transfer, a phe-
nomenon known as Color Transparency. No significant rise
within errors is seen for any of the nuclei studied.

PACS numbers: 25.30

In 1982, Mueller and Brodsky [1] proposed that in wide
angle exclusive processes, the soft initial and final state
interactions (ISI and FSI) of hadrons in nuclei would van-
ish at high energies. This effect, originally based on ar-
guments using perturbative QCD, is called “Color Trans-
parency” (CT), in reference to the disappearance of the
color forces between the hadrons and nuclei. Evidence
for the CT effect can be sought by measurement of the
nuclear transparency T , defined as the ratio of the mea-
sured cross section to the cross section expected in the
limit of complete CT (i.e., no ISI or FSI), as a func-
tion of the 4-momentum transfer squared, Q2, and nu-
clear mass, A. For CT to be observable in quasielastic
A(e, e′p) scattering, the recoiling proton must maintain
its reduced interaction with other nucleons over a dis-
tance comparable to the nuclear radius. This is probed
directly by measuring the A dependence of T . At low
energies, T < 1 because of absorption or deflection of the

hadrons by ISI and FSI with the nucleus. As the energy
increases, and if CT effects begin to dominate the scat-
tering, T should increase towards unity [2]. Some recent
models of CT predict significant increases in T for Q2 as
low as 5 (GeV/c)2 [2–6]. We present measurements of T
for the reaction A(e, e′p) on 2H, C, Fe, and Au nuclei at
Q2 = 1, 3, 5, and 6.8 (GeV/c)2.

The first experiment to investigate CT was performed
by Carroll et al. [7] using simultaneous measurements
of A(p, 2p) and H(p, 2p) reaction rates at Brookhaven
National Laboratory. Their results showed T increas-
ing for Q2 ' 3–8 (GeV/c)

2
, but then decreasing for

Q2 ' 8–11 (GeV/c)
2
. Because of the subsequent de-

crease, the rise at lower momentum transfer cannot be
taken as an unambiguous signal of CT. Ralston and Pire
[6] suggest that the maximum in T is due to a soft pro-
cess that interferes with the perturbative QCD ampli-
tude in free proton-proton scattering but is suppressed
in the nuclear environment. Such ambiguities should be
smaller in A(e, e′p) reactions because of the simplicity of
the elementary electron-proton interaction compared to
the proton-proton interaction.

The experiment reported here was performed in End
Station A at SLAC using the electron beam from the
Nuclear Physics Injector [8]. Details of the experiment
have been published previously [9]. Kinematics for the
present data are shown in Table I. Solid targets of 2% (C),
6% (C, Fe, and Au), and 12% (Au) radiation length and
liquid targets of 4.0 (1H and 2H) and 15.7 cm (2H) were
used. The angle of the proton spectrometer was varied
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to account for the Fermi motion of the initial proton (so-
called perpendicular kinematics).

Measurement of the electron and proton in coincidence
allows reconstruction of the “missing” energy, Em ≡ ν −
E′p + Mp − KA−1, and momentum, pm ≡ p′ − q, not
accounted for in the detected particles [10]. In the Plane
Wave Impulse Approximation (PWIA), these are equal
to the separation energy Es and momentum p of the
struck proton, which has initial 4-momentum p ≡ (Mp −
Es − KA−1,p). Here q = (ν,q) is the virtual photon
4-momentum transfer (Q2 ≡ −q2), p′ = (E′p,p

′) is the
4-momentum of the detected proton, and KA−1 is the
kinetic energy of the recoiling A− 1 system.

We define the nuclear transparency T as the ratio of
the measured coincidence rate to the rate calculated in
the PWIA. The PWIA quasielastic cross section is [11]

d6σ

dE′edΩe′dE′pdΩp′
= p′E′pσ

cc
1 S(p, Es) . (1)

Here dE′edΩe′ and dE′pdΩp′ refer to the outgoing electron
and proton, respectively. The nuclear structure is char-
acterized by the spectral function S(p, Es), the proba-
bility density for finding a proton with separation energy
Es and 3-momentum p. The electromagnetic interaction
is specified by σcc1 [11], the square of the elastic scat-
tering amplitude of an electron and a moving off-shell
proton. Other forms for this amplitude, including the
on-shell value, have been tested with little (≤ 2%) effect
on the measured T . The dipole form for GpE and the
Gari-Krümpelmann [12] form for GpM are assumed.

Details of the Monte Carlo program used to compute
the PWIA cross-section were presented in a previous pub-
lication [9]. In the present analysis, we use a delta func-
tion for the 1H spectral function and determine the 2H
spectral function using the full Bonn potential [13, Ta-
ble II]. For the solid targets, we use Independent Particle
Shell Model (IPSM) spectral functions; the energy lev-
els are characterized by a Lorentzian energy profile (due
to the finite lifetime of the one-hole state), and the mo-
mentum distributions are calculated using Woods-Saxon
nuclear potentials with shell-dependent parameters. The
Lorentzian and Woods-Saxon parameters are determined
from fits to spectral functions extracted from previous
A(e, e′p) experiments (Ref. [10] for C and Fe, Ref. [14] for
Au). Descriptions of the deepest-lying shells of Fe and
Au were taken from a Hartree-Fock calculation [15] since
data on these shells are inconclusive. For Fe and Au,
the spectral function parameters were varied to provide
better agreement with the Q2 = 1 and Q2 = 3 (GeV/c)2

data of the present experiment [16]. The uncertainty in
the spectral function parameters results in 2% systematic
uncertainties in T for C, 3% for Fe, and 5% for Au. The
IPSM spectral function does not include the effects of
short-range nuclear correlations, which move strength to
pm greater than the Fermi momentum. The measured T

must be corrected by the ratio of
∫
S d3p dEs for the cor-

related and the IPSM spectral functions, integrated over
the measured Em and pm range. For C, the correction
factor is 1.11± 0.03, inferred from 12C [17] and 16O [18]
spectral functions that include the effects of correlations.
For Fe and Au we use a correlated nuclear matter spectral
function corrected for finite nucleus effects [19,20], yield-
ing correction factors of 1.22±0.06 for Fe and 1.28±0.10
for Au.

The data used to extract T are restricted to a kine-
matic region where the spectrometer acceptances and the
shape of the spectral function are well understood. The
acceptance of each spectrometer is restricted to ±5% of
the central momentum, ±15 mr in in-plane angle, and
±40 mr in out-of-plane angle. Furthermore, we require
−30 < Em < 100 MeV (negative Em account for finite
resolution effects) and restrict the range of pm. By elim-
inating events with Em >∼ 140 MeV ' mπ , we ensure
that no inelastic processes have occurred. For 1H and
2H, we use pm < 170 MeV/c. For the C, Fe, and Au
targets, we use a range in pm that provides uniform cov-
erage over all Q2: 0 < pm < 250 MeV/c [21] for Fe and
C and 0 < pm < 210 MeV/c for Au because fewer recoil
proton angles were measured for this target. The trans-
parency at each Q2 is the weighted average of T over the
proton spectrometer angle settings. The resulting T is
insensitive at the ∼ 5% level to variations in the above
kinematic limits.

Figure 1. Nuclear transparency for A(e, e′p) as a function of Q2.
The inner error bars are the statistical uncertainty, and the outer
error bars are the statistical and systematic uncertainties added in
quadrature. The points at Q2 = 0.33 (GeV/c)2 are from Ref. [22]
for C, Ni and Ta targets.

Figure 1 shows the measured transparency as a func-
tion of Q2. Note that the results for 12C differ slightly
(2–3%) from those previously published [9], principally
due to improvements in the radiative corrections [16].
The 1H results are consistent with the expected T = 1
(no absorption), while the 2H transparencies appear to
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be systematically below unity by ∼ 8%. For the A > 1
targets at all Q2, the measured pm and Em distributions
are in reasonable agreement [9,16] with those calculated
in the PWIA model. As this comparison is made using a
single spectral function for each nucleus (renormalized at
each Q2 by the measured transparency T ), it indicates
that the PWIA description of quasielastic scattering is
valid at Q2 ≥ 1 (GeV/c)

2
.

Fractional systematic uncertainties in T include 3% for
detection, tracking, and coincidence timing; 5% for spec-
trometer acceptances; 2% for proton absorption; ≤ 0.9%
for charge, target thicknesses, and dead time; 3% for ra-
diative effects; 2% for GpE and GpM parametrization; 2%
for σcc1 (except for 1H); 2–5% for S(p, Es) (solid targets
only); and 3–8% for the correlation correction (solid tar-
gets only). Color Transparency is expected to produce
an increase in T with increasing Q2 for the A > 1 targets.
There is no evidence within experimental errors of such
an increase in the measured Q2 range. The rise in the
value of T at Q2 ≤ 1(GeV/c)

2
(including the data from

Ref. [22]) is at least partially due to the smaller nucleon-
nucleon total cross section at momenta ' 1GeV/c, as

has been suggested in Ref. [5]. For Q2 ≥ 3 (GeV/c)
2
, the

magnitude of the measured T is within the range of the
existing Glauber model calculations (i.e., no CT effects)
[2–5,23–25]).

To combine the results from different nuclei and im-
prove the sensitivity to CT effects, we can use a simple
model for the A-dependence (for A ≥ 12) of the trans-
parency to obtain an effective nucleon-nucleon cross sec-
tion (σeff) for each momentum transfer. This model as-
sumes classical attenuation for the proton propagating in
the nucleus with a σeff that is independent of density:

Tclass =
1

Z

∫
d3r ρZ(r) exp [−

∫
dz′ σeffρA−1(r′)] .

In the limit of complete CT, one would expect σeff → 0.
For this calculation, the nuclear density distributions
were taken from Ref. [26] and σeff is the only free pa-
rameter. We also assume that the hard scattering rate is
accurately described at each Q2 by our PWIA model,
unlike Ref. [27], where the hard scattering amplitude
was also varied as a free parameter. The results of fit-
ting this model to the measured transparency for the
C, Fe, and Au targets is shown in Fig. 2 (solid curve).
Also shown (dashed curve) is a simple T = Aα pa-
rameterization, where complete CT would correspond to
α = 0. The classical attenuation model provides a rea-
sonable parameterization of the data (somewhat better
than the Aα fits) and the fitted values of σeff are tabu-
lated in Table II, where one observes a decrease in σeff at
Q2 = 1 (GeV/c)

2
correlated with the measured decrease

in the free nucleon-nucleon cross section. We note that
σeff is noticeably lower than the free cross section σfree

(Table II), as could be expected from quantum effects
not accounted for in the classical calculation, as well as

nuclear effects such as Pauli blocking, short-range corre-
lations, etc. [28], which are important effects at lower Q2.
In addition, the finite experimental acceptance has been
shown [5,25] to account for some of this effect. The ratio
of σeff to σfree is consistent with a constant value of 0.68.

Nuclear transparency (with total errors) as a function of A for
eachQ2. The solid line is a fit using the classical attenuation model
discussed in the text and the dashed line is a fit to T = Aα .

In summary, we have measured the nuclear trans-
parency of the quasielastic (e, e′p) reaction as a function
of the nuclear mass A in the Q2 range of 1–7 (GeV/c)2.
The measured transparencies for all the A > 1 targets, as
well as σeff, are independent of Q2 for Q2 > 3 (GeV/c)

2

indicating that we have seen no evidence of effects asso-
ciated with Color Transparency.
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TABLE I. Kinematics of the experiment. E is the beam
energy, E′ and θe are the momentum and angle setting of the
electron spectrometer, and θp is the angle setting of the proton
spectrometer. The momentum of the proton spectrometer
was set equal to the virtual photon 3-momentum q. The 1H
data were taken at elastic scattering kinematics with the same
E and E′ as the solid targets.

Q2 Targets E E′ θe θp
(GeV/c)2 (GeV) (GeV) (deg) (deg)

1.04 C, Fe, Au 2.015 1.39 35.5 43.4, 46.2, 49.0, 51.8,
54.6

1.21 2H 1.36 38.8 35.9, 39.1, 41.3, 43.5,
46.7

3.06 C, Fe 3.188 1.47 47.7 27.7, 30.5, 33.3
Au 27.7, 30.5
2H 27.7

5.00 C, Fe 4.212 1.47 53.4 20.9, 22.6
Au 20.9
2H 19.5

6.77 C, Fe 5.120 1.47 56.6 15.9, 16.7, 17.3
Au 16.7
2H 15.9

TABLE II. Measured transparencies (with total errors) for C, Fe, and Au. Also shown are the results of the fits to the
A-dependence shown in Fig. 2. σfree is the average of the free p-p and p-n total cross sections from Ref. [29].

Q2 TC TFe TAu α σeff σfree

(GeV/c)2 (mb) (mb)

1.04 0.64±0.05 0.50±0.05 0.39±0.05 -0.18±0.02 22± 3 37±4
3.06 0.63±0.06 0.39±0.05 0.26±0.04 -0.23±0.02 32± 3 44±3
5.00 0.61±0.06 0.40±0.06 0.23±0.04 -0.24±0.02 32± 4 43±3
6.77 0.67±0.07 0.43±0.06 0.32±0.07 -0.20±0.02 27± 4 42±3
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