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#### Abstract

We have investigated the up-down asymmetry in inelastic electron scattering from polarized protons. It is shown that the contributions from (possible) T violation and $\alpha^{3}$ effects can be separated experimentally. We have demonstrated that the contribution of bremsstrahlung emission to the asymmetry is negligible. An expression for the two-photon exchange contribution is obtained, assuming a proton intermediate state and $\mathrm{N}^{*}(1238)$ final state. The expression has been evaluated numerically and found to be one order of magnitude smaller than the observed asymmetry. A general formalism for calculating the up-down asymmetry is presented and its physical significance discussed. The relation between T violation and the measurement of the asymmetry given by Christ and Lee is sharpened and the experimental results of Berkeley-SLAC collaboration discussed.
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## I. INTRODUCTION

Inelastic electron scattering from a polarized proton was suggested by Christ and Lee ${ }^{1}$ to test time reversal invariance in electromagnetic interactions involving hadrons. The experiment was carried out at CEA by Chen et al., ${ }^{2}$ and more recently at SLAC by Berkeley-SLAC collaboration ${ }^{3}$ and the results of the latter show some up-down asymmetry as shown in Fig. 1. Christ and Lee ${ }^{1}$ showed that in the $\alpha^{2}$ cross section the up-down asymmetry should be zero if parity conservation and time reversal invariance hold. It is obvious that if the up-down asymmetry is due to a violation of time reversal invariance, the asymmetry should have the same sign whether the incident particle is an electron or a positron, because in the lowest order Born approximation the cross section is proportional to the square of the charge of the electron. On the other hand, the $\alpha^{3}$ cross section has two parts ${ }^{4}$ : one which changes sign and one which does not, when $\mathrm{e}^{-}$is replaced by $\mathrm{e}^{+}$. In Chapter II we show that only the part which changes sign contributes to the up-down asymmetry if $T$ and $P$ invariances hold. Therefore if $T$ invariance holds the experimental points for $e^{+} p$ and $e^{-} p$ in Fig. 1 should be symmetric (up to $\alpha^{3}$ in cross section) with respect to the line representing no up-down asymmetry. This simple consideration shows that up to $\alpha^{3}$ in cross section the effects of $T$ violation and $\alpha^{3}$ cross sections can be separated out experimentally and are given respectively by
and

$$
\begin{equation*}
\mathrm{A}\left(\alpha^{3}\right)=\frac{\sigma^{-1} \mathrm{e}^{-\sigma_{-1}} \mathrm{e}^{-\sigma_{+1}^{+} \sigma_{+1}} \mathrm{e}^{+} \mathrm{e}^{+1}}{\mathrm{e}^{-1+\sigma^{+1}} \mathrm{e}^{-1} \mathrm{e}_{+1}^{+\sigma_{+1}} \mathrm{e}^{+1}} \tag{I.2}
\end{equation*}
$$

Hence in order to test the $T$ invariance it is not necessary to calculate the up-down asymmetry due to $\alpha^{3}$ cross sections.

Nevertheless we have investigated the part of the $\alpha^{3}$ cross sections which gives the up-down asymmetry for its own interest. ${ }^{5}$ From the discussion in Chapter II, the most general class of $\alpha^{3}$ diagrams contributing to the up-down , asymmetry are as shown in Fig. 2a and 2b. Figure 1 shows that no statistically significant evidence of $T$ violation was found. The positron and electron data were taken at different incident eneriges, hence no meaningful separation of two effects is possible from the data. However, if we ignore the possibility of $T$ violation, the electron data do show some evidence of $\alpha^{3}$ effect between one pion threshold and two pion threshold. It happens that the nature of the final states in this kinematical region is better known than other regions from other experiments. Therefore we shall concentrate our discussion in this region. In this kinematical region, $f^{\prime}$ in Fig. 2a is either $p$ or $N+\pi$ and $f$ in Fig. $2 b$ is $N+\pi$.

The purpose of this paper is the following :

1. To develop a general formalism for calculating the up-down symmetry;
2. By assuming some simple intermediate and final states for Fig. 2a and 2b, and actually calculating their contributions to the asymmetry to learn not only many of the salient features of the problem, but also to obtain a rough order of magnitude of the asymmetry;
3. To investigate what physics one can learn from this kind of experiment in general.

In Chapter II, we first generalize the theorem given by Christ and Lee to include the higher order electromagnetic effects and show that only the imaginary parts of two classes of diagrams shown in Fig. 2 a and 2 b contribute to the up-down asymmetry if $T$ and $P$ invariances hold. From Fig. $2 a$ and $2 b$, it is obvious that
phases of the final states always get canceled out hence one can always use the convention that the Feynman diagrams at the left of each figure is real and the imaginary part can occur only when all the particles in the intermediate states of the right-hand side of each figure are on the mass shell.

We also show that $A(T$ violation $)$ is proportional to the interference between the normal current $j_{i}^{n}$ and the abnormal current $j_{i}^{a}$ where PT $j_{i}^{n}(P T)^{-1}=j_{i}^{n}$ and $P T j_{i}^{a}(P T)^{-1}=-j_{i}^{a}$. This is very similar to the effect of parity nonconservation in weak interactions where the observable effects show only in the interference terms between the vector and axial vector currents.

In Chapter III we treat the class of diagrams represented by Fig. 2a. We find that these diagrams contribute a negligible amount to the up-down asymmetry compared with the experiment. In Chapter IV we treat Fig. 2 b assuming that the final state is an $N^{*}(1238)$ and the intermediate state is a proton. For these particular final and intermediate states the contribution to the up-down asymmetry is found to be roughly $1 / 10$ of the maximum observed asymmetry. In Chapter V, we sharpen Christ-Lee Theorem and show that the measurement of $A(T$ violation $)$ gives a lower bound for the ratio of the magnitude of the abnormal current to that of the normal current. It is pointed out that unless there are some conspiring cancellations among the products of the matrix elements of $j_{x}^{a}$ and $j_{z}^{n}$ and those of $j_{z}^{a}$ and $j_{x}^{n}$ at all energies and angles, the smallness of the asymmetry found by Rock et al., ${ }^{3}$ indicates the smallness of $j^{a}$ compared with $j^{n}$. Hence it is unlikely that the apparent CP violation in the decay $\mathrm{K}_{2} \longrightarrow 2 \pi$ is due to the $T$ violation in the electromagnetic interaction of hadrons. We also give a general formula for calculating $\mathrm{A}\left(\alpha^{3}\right)$ for arbitrary final and intermediate states in terms of a product of three currents. Possible refinements of our calculation of $A\left(\alpha^{3}\right)$ are discussed. The relations between the two photon exchange which appears in the calculation of
$\mathrm{A}\left(\alpha^{3}\right)$ and other observable two photon interaction phenomena are discussed. Appendix A gives an alternative derivation of some of the results of Chapter II using $T$ and $P$ invariances and unitarity of s-matrix. Appendix B gives an example of how to use Cutkosky's rule to obtain the imaginary part of a two photon exchange diagram. Appendix $C$ shows why the infrared divergent parts of Fig. 2a and 2b do not contribute to the up-down asymmetry. In Appendix D we show that due to the current conservation no singularity is induced by ignoring the mass of the electron in calculating the up-down asymmetry and hence no terms such as $\ln \left(s / m^{2}\right)$ or $\ln \left(-t / m^{2}\right)$ exist in the up-down asymmetry.

## II. PRELIMINARY CONSIDERATIONS

In this chapter we summarize all those observations which can be made without lengthy calculations. The incident and outgoing electrons are labeled $p_{1}$ and $p_{3}$ respectively and the target proton is denoted by $p_{2}$. sis the polarization vector of the target proton.
A. Since we are dealing with an experiment which detects only one final electron, we have only four independent vectors $p_{1}, p_{2}, p_{3}$ and $s$ to construct an invariant representing the asymmetry. This invariant must be linear in s. Since $s$ is a pseudovector, Lorentz invariance and parity conservation demand that the asymmetry must be proportional to

$$
\begin{equation*}
\epsilon_{\alpha \beta \gamma \delta} \mathrm{p}_{1 \alpha} \mathrm{p}_{3 \beta} \mathrm{p}_{2 \gamma^{\mathrm{s}} \delta}=\mathrm{M}\left[\left(\mathrm{p}_{1} \times \mathrm{p}_{3}\right) \cdot s_{\mathrm{s}}\right]_{l a b} \tag{II.1}
\end{equation*}
$$

Thus as long as only one final electron is detected, only the component of the polarization vector perpendicular to the scattering plane can enter into the expression for the asymmetry. This is true no matter what the final states of other
unobserved particles are and true to all orders in strong and electromagnetic interactions. Let us denote the initial proton state by $\left|p_{2}\right|>$ if the spin of $p_{2}$ is parallel to $\overrightarrow{\mathrm{p}}_{1} \times \overrightarrow{\mathrm{p}}_{3}$ and $\mid \mathrm{p}_{2} \downarrow>$ if it is antiparallel to $\overrightarrow{\mathrm{p}}_{1} \times \overrightarrow{\mathrm{p}}_{3}$. Let us define a coordinate system in the laboratory frame as shown in Fig. 3. In the laboratory system s can be written as

$$
\begin{equation*}
s=\left(s_{0}, s_{x}, s_{y}, s_{z}\right)=(0,0, s, 0) \tag{II.2}
\end{equation*}
$$

where ${ }^{7}$

$$
\begin{equation*}
S=\frac{\text { Number of protons with spin up }- \text { Number of protons with spin down }}{\text { Number of protons with spin up }+ \text { Number of protons with spin down }} \tag{II.3}
\end{equation*}
$$

Later we shall use the rest frame of the final undetected particle or particles (rest frame of $N^{*}$, hereafter referred to as $R$ frame) to perform the spin sum and the center-of-mass system ( $\mathfrak{p}_{1}+p_{2}=0$, hereafter referred to as $C$ frame ) to perform the integration in the two photon exchange diagram. Since both the $C$ frame and the $R$ frame are obtained from the laboratory system (hereafter denoted as $L$ frame) by Lorentz transformations in the scattering plane (the $x-z$ plane), the components of s given by Eq. (II.2) are unchanged by the Lorentz transformations i. e., $s$ has only the $y$ component in $L, C$ and $R$ frames.
B. We show that if $T$ invariance holds, those terms in the $\alpha^{3}$ cross sections which do not change sign when $\mathrm{e}^{-}$is replaced by $\mathrm{e}^{+}$, will not contribute to the asymmetry. These terms can be classified into three categories:

1. Interference between the lowest order Born term ( $\mathrm{e}^{2}$ ) and the next order terms ( $\mathrm{e}^{4}$ ) which still contains only one photon exchange: such as vertex corrections, self-energy diagrams, and the vacuum polarization diagram.
2. Square of bremsstrahlung diagrams all of which contain one real photon emission only from electron lines.
3. Square of bremsstrahlung diagrams all of which contain one real photon emission only from hadron lines.
The $e^{4}$ terms in the category 1 have the same structure as the $e^{2}$ term but with different form factors, hence from Christ-Lee theorem they should not contribute to the asymmetry if T invariance holds. Christ-Lee theorem also applies to category 3. Hence we need to consider only the category 2. However, we observe that all three categories have properties that: 1) only one virtual photon is exchanged between the electron current and the hadron current, and 2) no interference between photons emitted by electrons and those emitted by hadrons. We prove in the following that no asymmetry can be produced under these two assumptions. Our proof can be regarded as a generalization of Christ-Lee theorem. With these two assumptions, the asymmetry can be written as

$$
\begin{equation*}
\mathrm{A}=\sigma(\mathrm{f})-\sigma(\mathrm{l}) \propto \int \mathrm{d}^{4} \Delta \mathrm{~L}^{\mu \nu} \frac{1}{\Delta^{4}} \mathrm{~B}_{\mu \nu} \tag{II.4}
\end{equation*}
$$

where $\Delta$ is the four momentum of the photon exchanged between the electron system and the hadron system (note that $\Delta$ is not necessarily equal to $q=p_{1}-p_{3}$ because we are allowing the possibility of bremsstrahlung emission by electrons). $\mathrm{B}_{\mu \nu}$ is the second rank tensor representing the product of two hadron sides of the matrix elements:

$$
\begin{equation*}
\left.\mathrm{B}_{\mu \nu}=\sum_{\mathbf{f}}\left[\left\langle\mathrm{p}_{2}\right|\left|\mathrm{j}_{\mu}\right| \mathrm{f}\right\rangle\langle\mathrm{f}| \mathrm{j}_{\nu}\left|\mathrm{p}_{2}\right|>-<\mathrm{p}_{2}| | \mathrm{j}_{\mu}|\mathrm{f}\rangle\langle\mathrm{f}| \mathrm{j}_{\nu}\left|\mathrm{p}_{2}\right|>\right] \delta^{4}\left(\Delta+\mathrm{p}_{2}-\mathrm{p}_{\mathrm{f}}\right) \tag{II.5}
\end{equation*}
$$

where the final state $f$ is allowed to have any number of photons emitted by hadrons in addition to the hadrons. $L^{\mu \nu}$ is a similar tensor representing the product of two lepton sides of the matrix elements, except the sign between the two terms in Eq. (II. 5) should be changed to plus because the incident electron is not polarized. Current conservation requires $\Delta^{\mu} \mathrm{B}_{\mu \nu}=\Delta^{\nu} \mathrm{B}_{\mu \nu}=0$, therefore we need to consider only the space components $\mathrm{B}_{\mathrm{ij}}$ of $\mathrm{B}_{\mu \nu}$ with $\mathrm{i}, \mathrm{j}=1,2,3$, the fourth component being determined by the other three. Hermiticity of the electromagnetic current $\mathbf{j}_{\mathbf{i}}$ requires

$$
\begin{equation*}
B_{i j}^{*}=B_{j i} \tag{II.6}
\end{equation*}
$$

On the other hand, taking the complex conjugate of Eq. (II.5) directly and using the antiunitarity of $X=$ PT operator we obtain

$$
\begin{align*}
\mathrm{B}_{\mathrm{ij}}^{*}= & \sum_{\mathrm{f}}\left[\left\langle\mathrm{X}\left(\mathrm{p}_{2} \mid\right)\right| \mathrm{Xj}_{\mathrm{i}} \mathrm{X}^{-1}|\mathrm{Xf}\rangle\langle\mathrm{Xf}| \mathrm{Xj}_{\mathrm{j}} \mathrm{X}^{-1}\left|\mathrm{X}\left(\mathrm{p}_{2} \mid\right)\right\rangle\right. \\
& \left.-\left\langle\mathrm{X}\left(\mathrm{p}_{2} \mid\right)\right| \mathrm{Xj}_{\mathrm{i}} \mathrm{X}^{-1}|\mathrm{Xf}\rangle\langle\mathrm{Xf}| \mathrm{Xj}_{\mathrm{j}} \mathrm{X}^{-1}\left|\mathrm{X}\left(\mathrm{p}_{2} \downarrow\right)\right\rangle\right] \delta^{4}\left(\Delta+\mathrm{p}_{2}-\mathrm{p}_{\mathrm{f}}\right) \tag{II.7}
\end{align*}
$$

In the laboratory system $p_{2}$ is at rest and our states $\left|p_{2}\right|>$ and $\left|p_{2}\right|>$ are
eigenfunctions of the angular momentum operator $J_{y}$ with eigenvalues $1 / 2$ and $-1 / 2$ respectively. Using Wigner's convention, we have

$$
\begin{equation*}
\mathbf{x}\left|\mathbf{p}_{2}\right|>=-\left|\mathbf{p}_{2}\right|> \tag{II.8}
\end{equation*}
$$

and

$$
\begin{equation*}
x\left|p_{2}\right|>=+\left|p_{2}\right|> \tag{II.9}
\end{equation*}
$$

If PT invariance holds, the current operator $j_{i}$ satisfies

$$
\begin{equation*}
X j_{i} X^{-1}=j_{i} \tag{II.10}
\end{equation*}
$$

Obviously we have

$$
\begin{equation*}
\sum_{f}|\mathrm{Xf}\rangle\langle\mathrm{Xf}| \delta^{4}\left(\Delta+\mathrm{p}_{2}-\mathrm{p}_{\mathrm{f}}\right)=\sum_{\mathrm{f}}|\mathrm{f}\rangle\langle\mathrm{f}| \delta^{4}\left(\Delta+\mathrm{p}_{2}-\mathrm{p}_{\mathrm{f}}\right) \tag{III.11}
\end{equation*}
$$

Substituting Eqs. (II. 8) through (II. 11) into Eq. (II. 7) we obtain

$$
\begin{equation*}
B_{i j}^{*}=-B_{i j} \tag{II.12}
\end{equation*}
$$

Comparing Eq. (II. 6) with Eq. (II. 12) we conclude

$$
\begin{equation*}
B_{i j}=-B_{j i} \tag{II.13}
\end{equation*}
$$

Using a similar argument we obtain $L^{i j}=L^{j i}$, hence $L^{\mu \nu}{ }_{B_{\mu \nu}}=0$. Since all three categories of terms can be written in the form of Eqs. (II. 4) and (II.5) we have proved our assertion. In other words, the terms in the $\alpha^{3}$ cross section which contribute to the up-down asymmetry are: 1) interference between the lowest Born approximation and the two photon exchange diagram, 2) interference between bremsstrahlung originating with the electron and that originating with the hadron. In both of these cases the cross section is proportional to the cube of the charge of the electron. Hence when $\mathrm{e}^{-}$is replaced by $\mathrm{e}^{+}$, this asymmetry changes sign.
C. We show that if the up-down asymmetry is produced by an interference between two diagrams $T_{1}$ and $T_{2}$ then only the imaginary part of $T_{1}^{+} T_{2}$ contributes to the asymmetry. By definition the asymmetry produced by the interference between $T_{1}$ and $T_{2}$ is proportional to

$$
\begin{equation*}
A=\sum_{\substack{\text { spin of } \\ \text { all particles }}} \operatorname{Tr} \gamma_{5} \frac{\mathrm{~s}}{\mathrm{o}}\left(\mathrm{~T}_{1}^{+} \mathrm{T}_{2}+\mathrm{T}_{2}^{+} \mathrm{T}_{1}\right) \tag{II.14}
\end{equation*}
$$

where $\sum_{\text {spin }} \mathrm{T}_{1}^{+} \mathrm{T}_{2}$ can in general be expressed as a sum of terms each of which is expressible as a product of $\gamma$ matrices times an invariant function. Let us write
therefore

$$
\begin{equation*}
\sum_{\mathrm{spin}} \operatorname{Tr} \gamma_{5} \underline{\mathrm{~s}}^{\mathrm{T}} \mathrm{~T}_{1}^{+} \mathrm{T}_{2}=\sum_{\mathrm{i}} \operatorname{Tr} \gamma_{5} \mathrm{~s} \Gamma_{\mathrm{i}} \mathrm{~F}_{\mathrm{i}} \tag{II.15}
\end{equation*}
$$

where $\Gamma_{i}$ is a product of $\gamma$ matrices and $F_{i}$ an invariant function. The second term in Eq. (II. 14) is then

$$
\begin{equation*}
\sum_{\operatorname{spin}} \operatorname{Tr} \gamma_{5} \frac{\mathrm{~s}}{} \mathrm{~T}_{2}^{+} \mathrm{T}_{1}=\sum_{\mathrm{i}} \operatorname{Tr} \gamma_{5} \frac{\mathrm{~s}}{\mathrm{~s}} \Gamma_{\mathrm{i}}^{+} \mathrm{F}_{\mathrm{i}}^{*} \tag{II.16}
\end{equation*}
$$

Because of parity conservation, $\gamma_{5}$ in $\Gamma_{i}$ should always occur in pairs and hence they can be eliminated by commuting through other $\gamma$ matrices. We can write therefore $\Gamma_{i}=\frac{a}{m} a_{1} a_{2} \cdots \frac{a}{n} 2 n+1$ where $n \geq 1$ and $\frac{a}{m} 1=a_{10} \gamma_{0}-a_{1 i} \gamma_{i}$. Because of Eq. (II.2) $s$ has only the $y$ component, hence

$$
\operatorname{Tr} \gamma_{5} \frac{s}{w i n} \Gamma_{\mathrm{i}}^{+}=\operatorname{Tr} \gamma_{5} \mathrm{~s} \gamma_{0}\left(\frac{\mathrm{a}_{\mathrm{m}}^{+}}{\frac{\mathrm{m}}{\mathrm{n}+1}} \cdots \frac{\mathrm{a}_{\mathrm{m}}^{+}{ }^{+} \mathrm{a}_{\mathrm{u}}^{+} 1}{+}\right) \gamma_{0}
$$

Using the identities $\gamma_{0}^{2}=1, \gamma_{0}^{+}=\gamma_{0}, \gamma_{i}^{+}=-\gamma_{i}, \gamma_{0} \gamma_{\mu}^{+} \gamma_{0}=\gamma_{\mu}$, we obtain

$$
\gamma_{0}\left(\frac{a_{2}^{+}}{2 n+1} \cdots a_{m_{2}}^{+} a_{1}^{+}\right) \gamma_{0}=\frac{a_{2}}{2 n+1} \cdots a_{2}^{a_{2}} a_{1}
$$

Hence

From Eqs. (II. 14) through (II. 17), we obtain

$$
\begin{equation*}
\mathrm{A}=\sum_{i} \operatorname{Tr} \gamma_{5} \frac{s}{} \Gamma_{i} 2 i \operatorname{Im} F_{i} \tag{III.18}
\end{equation*}
$$

This proves our assertion. It should be noted that $\operatorname{Tr} \gamma_{5} S_{i x} \Gamma_{i}$ is pure imaginary and hence $A$ is real as it should be. When Feynman diagrams are used for the calculation, T invariance usually imposes a reality conditions for the coupling
constants and $F_{i}$ in Eq. (II.18) can have an imaginary part only when the intermediate states are kinematically possible to be real (due to unitarity). Using this fact we can immediately conclude that diagrams shown in Fig. 4a, b, c do not contribute to the up-down asymmetry, hence the diagrams shown in Fig. 2 contain all the diagrams needed to be considered for the up-down asymmetry. We notice that in both Fig. 2a and $2 b$, the phases of the final states always get cancelled out, hence the diagram in the left-hand side of Figs. 2 a and 2 b can be chosen to be real. If we choose this phase convention, the imaginary part of the matrix element in Fig. 2a can be obtained by replacing the Breit-Wigner formula for the resonant intermediate state $f$ with its imaginary part:

$$
\operatorname{Im} \frac{1}{\left(\Delta+\mathrm{p}_{2}\right)^{2}-\mathrm{M}_{\mathrm{R}}^{2}+\mathrm{i} \Gamma \mathrm{M}_{\mathrm{R}}}=\frac{-\Gamma \mathrm{M}_{\mathrm{R}}}{\left[\left(\Delta+\mathrm{p}_{2}\right)^{2}-\mathrm{M}_{\mathrm{R}}^{2}\right]^{2}+\Gamma^{2} \mathrm{M}_{\mathrm{R}}^{2}}
$$

where $\mathrm{M}_{\mathrm{R}}$ is the mass of the resonance and $\Gamma$ is the width of the resonance with a proper threshold behavior. The imaginary part of the two photon exchange diagram Fig. 2 b can be obtained from Cutkosky rule (see Appendix B). Indeed if we let $T_{1}$ represent the matrix element of the Born term and $T_{2}$ represent the two photon exchange diagram, then Eq. (II. 18) is equivalent to the statement that

$$
\begin{equation*}
\mathrm{A}=\operatorname{Tr} \gamma_{5} \mathrm{~S}_{\mathrm{w}} \mathrm{~T}_{1}^{+} \mathrm{T}_{2 \mathrm{cut}} \tag{II.19}
\end{equation*}
$$

where $T_{2 \text { cut }}$ is obtained from $T_{2}$ by replacing the denominator of each of the propagators in the intermediate states by the following rule

$$
\frac{1}{\left(\mathrm{p}_{\mathrm{i}}^{2}-\mathrm{m}_{\mathrm{i}}^{2}\right)} \rightarrow 2 \pi \mathrm{i} \delta_{+}\left(\mathrm{p}_{\mathrm{i}}^{2}-\mathrm{m}_{\mathrm{i}}^{2}\right)
$$

When a set of Feynman diagrams are given, usually there is no ambiguity whatsoever as to how the asymmetry should be computed. The procedure sketched above is exactly what happens in the actual calculation. However the reasoning
given is not very rigourous. In Appendix A we give a more satisfactory derivation of the results of this section using $T$ and $P$ invariances and unitarity.
D. Both the real and imaginary part ${ }^{8}$ of the two photon exchange diagram shown in Fig. 2b have infrared divergence when the hadron intermediate state is either a proton or equal to the final state f. However, it is well known that the infrared divergent part of the matrix element is proportional to a product of the lowest order Born diagram and a scalar function containing infrared divergence factor. ${ }^{4}$ Since the lowest order diagram does not produce the up-down asymmetry, we conclude that the infrared part of the two photon exchange diagram does not contribute to the up-down asymmetry. A simple demonstration of this fact is given in Appendix C.
E. It is well known that the real part of the two photon exchange diagram shown in Fig. 2b is not by itself gauge invariant, one has to add the criss-cross two photon exchange diagram Fig. 4 c in order to have gauge invariance. However, the imaginary part of the two photon exchange diagram Fig. 2 b is gauge invariant. This can be seen easily if we remember that the imaginary part of this matrix element is obtained by putting both the electron and the hadron intermediate state on the mass shell. Since both the top and the bottom part of the diagram is gauge invariant if the intermediate state is on the mass shell, the product of them must also be gauge invariant.
F. Since we are dealing with a very high energy electron, the mass of the electron can be ignored. In Appendix D, we show that because of gauge invariance, no singularity is induced by ignoring the mass of the electron when integrating with respect to the intermediate states in the two photon exchange diagram.
G. For completeness let us reexpress Christ-Lee theorem ${ }^{1}$ when the electromagnetic current operator $\mathrm{j}_{\mu}$ has a component which does not transform according
to Eq. (II. 10). Let us decompose the current $j_{\mu}$ into two parts (normal and abnormal) $\mathrm{j}_{\mu}=\mathrm{j}_{\mu}^{\mathrm{n}}+\mathrm{j}_{\mu}^{\mathrm{a}}$, where $\mathrm{j}_{\mu}^{\mathrm{n}}$ and $\mathrm{j}_{\mu}^{\mathrm{a}}$ behave differently under $\mathrm{X}=\mathrm{PT}$ :

$$
X j_{i}^{n} x^{-1}=j_{i}^{n} \text { and } X j_{i}^{a} x^{-1}=-j_{i}^{a}
$$

Equation (II. 7) becomes then

$$
\begin{align*}
B_{i j}^{*}= & \sum_{f}\left[\left\langle p_{2} \| j_{i}^{n}-j_{i}^{a} \mid f\right\rangle\langle f| j_{j}^{n}-j_{j}^{a}\left|p_{2}\right|\right\rangle \\
& \left.-<p_{2}| | j_{i}^{n}-j_{i}^{a}|f\rangle\langle f| j_{j}^{n}-j_{j}^{a}\left|p_{2}\right|>\right] \delta^{4}\left(q+p_{2}-p_{f}\right) \tag{II.20}
\end{align*}
$$

On the otherhand Eq. (II. 6) gives

$$
\begin{align*}
B_{j i}^{*}= & B_{i j}=\sum_{f}\left[<p_{2}\left|j_{i}^{n}+j_{i}^{a}\right| f\right\rangle\langle f| j_{j}^{n}+j_{j}^{a}\left|p_{2}\right|> \\
& \left.-<p_{2}| | j_{i}^{n}+j_{i}^{a}|f\rangle\langle f| j_{j}^{n}+j_{j}^{a}\left|p_{2}\right|>\right] \delta^{4}\left(q+p_{2}-p_{f}\right) \tag{III.21}
\end{align*}
$$

Now in Section II. B, we have shown that when $j_{i}=j_{i}^{n}$, there is no asymmetry. It is also obvious from the derivation there that if $j_{i}=j_{i}$, there is also no asymmetry. Hence only the interference terms between $j_{i}^{n}$ and $j_{j}^{a}$ produce asymmetry. Since $L^{i j}$ is symmetric, only the symmetric part of $B_{i j}$ contributes to the cross section. Equation (II.6) says that the symmetric part of $\mathrm{B}_{\mathrm{ij}}$ is its real part. Summing Eq. (II. 20) and Eq. (II.21), dividing the result by 2, and taking the real part, we obtain

$$
\begin{align*}
\left(B_{i j}\right)^{s y m} & \equiv\left(B_{i j}+B_{j i}\right) / 2 \\
& \left.=\operatorname{Re} \sum_{f}\left[\left\langle p_{2}\right|\left|j_{i}^{n}\right| f\right\rangle\langle f| j_{j}^{a}\left|p_{2}\right|>+\left\langle p_{2}\right|\left|j_{i}^{a}\right| f\right\rangle\langle f| j_{j}^{n}\left|p_{2}\right|> \\
& \left.\left.-<p_{2}| | j_{i}^{n}|f\rangle\left\langle f^{\prime} j_{j}^{a}\right| p_{2}\left|>-<p_{2}\right|\left|j_{i}^{a}\right| f\right\rangle\langle f| j_{j}^{n}\left|p_{2}\right|>\right] \times \delta^{4}\left(q+p_{2}-p_{f}\right) \tag{II.22}
\end{align*}
$$

Applying the symmetry under a rotation operator $R=e^{i \pi J} z$ on the first two terms in Eq. (II. 22) and remembering that $\left|p_{2}\right|>$ is quantized along the $y$ axis,

$$
\begin{aligned}
& R\left|p_{2}\right|>=\eta_{+}\left|p_{2}\right|>, R\left|p_{2}\right|>=\eta_{-}\left|p_{2}\right|>, \text { we obtain immediately } \\
& B_{\mathrm{xx}}^{\mathrm{sym}}=\mathrm{B}_{\mathrm{yy}}^{\text {sym }}=\mathrm{B}_{\mathrm{zz}}^{\text {sym }}=\mathrm{B}_{\mathrm{xy}}^{\text {sym }}=0
\end{aligned}
$$

Hence only $\mathrm{B}_{\mathrm{xz}}^{\mathrm{sym}}$ and $\mathrm{B}_{\mathrm{yz}}^{\mathrm{sym}}$ are nonzero.
When no photons are emitted by the electrons, we have

$$
L^{\mu \nu}=\frac{1}{2} \operatorname{Tr}\left({\underset{p}{1}}^{1}+\mathrm{m}\right) \gamma^{\mu}\left(\underline{p}_{3}+m\right) \gamma^{\nu}=2\left(p_{1}^{\mu} p_{3}^{\nu}+p_{1}^{\nu} p_{3}^{\mu}+\frac{q^{2}}{2} g^{\mu \nu}\right)
$$

Hence $L^{y z}=0$, and

$$
L^{x z}=\frac{2\left(\mathrm{E}_{1}^{2}-\mathrm{E}_{3}^{2}\right)}{Q^{2}}\left|\mathrm{~g}_{1} \times \mathrm{p}_{3}\right|
$$

where all quantities are in the laboratory system and $Q^{2}=\left(p_{1}-p_{3}\right)^{2}$.
Since $L^{y z}=0$, the asymmetry is proportional to

$$
\begin{align*}
N & =L^{x z}\left(B_{x z}+B_{z x}\right)+L^{x 0}\left(B_{x 0}+B_{0 x}\right)=L_{x z}\left(B_{x z}+B_{z x}\right) q^{2} / q_{0}^{2} \\
& =\frac{4\left(E_{1}^{2}-E_{3}^{2}\right) q^{2}}{q_{0}^{2} Q^{2}}\left|p_{m 1} \times p_{3}\right| \operatorname{Re} \int \frac{e^{-i q \cdot x}}{(2 \pi)^{4}} d^{4} x \sum_{\operatorname{spin} o f p_{2}}\left\langle p_{2}\right| \gamma_{5}{\underset{m}{m}}_{S}^{\left.\int j_{x}^{n}(0) j_{z}^{a}(x)+j_{x}^{a}(0) j_{z}^{n}(x)\right]\left|p_{2}\right\rangle} \tag{II.24}
\end{align*}
$$

Using the same normalization for $j_{\mu}$ and $\left|p_{2}\right\rangle$ the unpolarized cross section $d \sigma(t)+d \sigma(t)$ is proportional to $D=L^{\mu \nu} A_{\mu \nu}$ where

$$
\begin{align*}
A_{\mu \nu}= & \int e^{-i q \cdot x} \frac{d^{4} x}{(2 \pi)^{4}} \sum_{\text {spin of } p_{2}}\left\langle p_{2}\right| j_{\mu}^{n}(0) j_{\nu}^{n}(x)+j_{\mu}^{a}(0) j_{\nu}^{a}(x)\left|p_{2}\right\rangle \\
= & M^{-2}\left(p_{2 \mu}-q_{\mu}\left(p_{2} \cdot q\right) / q^{2}\right)\left(p_{2 \nu}-q_{\nu}\left(p_{2} \cdot q\right) / q^{2}\right)\left(-q^{2} Q^{-2}\right)\left(A_{x x}-q^{2} q_{0}^{-2} A_{z z}\right) \\
& -\left(g^{\mu \nu}-q_{\mu} q_{\nu} q^{-2}\right) A_{x x} \tag{II.25}
\end{align*}
$$

The asymmetry A(T violation) defined in Eq. (I.1) is then equal to

$$
\begin{equation*}
A(T \text { violation })=N / D \tag{II.26}
\end{equation*}
$$

Contracting the tensor in Eq. (II.25), we obtain

$$
\begin{aligned}
D= & 2\left(E_{1} E_{3}+p_{1} p_{3} \cos \theta_{13}+m^{2}\right)\left(-q^{2} Q^{-2}\right)\left(A_{x x}-q^{2} q_{0}^{-2} A_{z Z}\right) \\
& +4\left(E_{1} E_{3}-p_{1} p_{3} \cos \theta_{13}-2 m^{2}\right) A_{x x}
\end{aligned}
$$

Now Eq. (II, 26) can be shown to be completely equivalent to Eq. (40) of Christ and Lee. ${ }^{1}$ However writing the asymmetry in the form of Eq. (II. 24) has certain advantages. 1) It is more covariant looking hence easier to apply when one is using Feynman diagrams. 2) It shows explicitly that the asymmetry is due to the interference between the matrix element of $j_{x}^{n}$ and $j_{z}^{a}$ and between those of $j_{z}^{a}$ and $\mathrm{j}_{\mathrm{x}} \mathrm{n}^{-}$3) It can be more easily compared to the formal expressions of Chapter V which relate to the asymmetry in the absence of $T$ violation (see Chapter $V$ ).

## III. BREMSSTRAHLUNG DIAGRAMS

In this chapter we show that the class of diagrams represented by Fig. 2a contributes negligibly to the up-down asymmetry. To show this we first argue that among all the diagrams which can be represented by Fig. 2a, only the mechanism represented by Fig. 5 can possibly have a large contribution to the up-down asymmetry in the kinematical region we are interested in. We then show that Fig. 5 contributes negligibly to the up-down asymmetry compared with the experiment by an explicit calculation.

We are interested only in the kinematical region where $\mathrm{f}^{\prime}$ in Fig. 2 a is a proton or $N+\pi$, but the only hadron intermediate state $f$ which can have any significant imaginary part in this kinematical region is $\mathrm{N}^{*}(1238)$. When the final state $f^{\prime}$ is $N+\pi$, the photon emitted is necessarily soft. The matrix element for emission of a soft photon is proportional to the matrix element for no photon emission and hence does not produce any up-down asymmetry. Therefore the
final state f must be a proton. This shows that only the mechansim shown in Fig. 5 can possibly have any significant contribution to the up-down asymmetry in the kinematical region of interest.

In the following we proceed to calculate the up-down asymmetry due to the mechanism shown in Fig. 5. We notice that this cross section can be calculated exactly in terms of the known experimental form factor for the $\gamma \mathrm{pN}$ * vertex. However, we have made an order of magnitude estimate of this cross section by making several reasonable approximations. We present this rough estimate of the cross section because the result happens to be too small to account for the observed asymmetry. We shall assume a pure M1 transition for $\gamma \mathrm{pN} \mathrm{N}^{*}$ vertex which can be written as ${ }^{9}$

$$
\begin{align*}
& \mathrm{e} \bar{\Psi}_{\beta}\left(\mathrm{p}_{\mathrm{f}}\right) \mathrm{C}_{3}\left(\mathrm{q}^{2}\right) \gamma_{5} \pi_{\mu \beta}(\mathrm{q}) \mathrm{u}\left(\mathrm{p}_{2}\right) \\
& \quad=\mathrm{e} \bar{\Psi}_{\beta}\left(\mathrm{p}_{\mathrm{f}}\right) \mathrm{C}_{3}\left(q^{2}\right) \gamma_{5}\left[\frac{g g_{\beta \mu}}{}-q_{\beta} \gamma_{\mu}+\frac{q \cdot p_{f} g_{\beta \mu}}{\bar{M}_{f}}-\frac{q_{\beta} p_{f \mu}}{M_{f}}\right] u\left(p_{2}\right) \tag{III.1}
\end{align*}
$$

where $\Psi_{\beta}\left(p_{f}\right)$ is the Rarita-Schwinger spin $3 / 2$ wave function, $q$ is the momentum of the photon, $q+p_{2}=p_{f}$, and $u\left(p_{2}\right)$ is the spinor representing the initial proton. $\mathrm{C}_{3}$ is the form factor for the transition and can be written as ${ }^{9}$

The covariant spin sum for the spin $3 / 2$ wave function is given by

$$
\begin{align*}
& \sum_{\text {spin }} \Psi_{\alpha}\left(p_{f}\right) \bar{\Psi}_{\beta}\left(p_{f}\right) \equiv G_{\alpha \beta} \\
& =\left(p_{f}+M_{f}\right)\left[g_{\alpha \beta}-\frac{2}{3} p_{f \alpha} p_{f \beta} M_{f}^{-2}-\frac{1}{3} M_{f}^{-1}\left(p_{f \alpha} \gamma_{\beta}-p_{f \beta} \gamma_{\alpha}\right)-\frac{\gamma_{\alpha} \gamma_{\beta}}{3}\right] \tag{III.3}
\end{align*}
$$

In the rest frame of the 3-3 resonance, $p_{f}=\left(M_{f}, 0\right), G_{0 \beta}=G_{\alpha 0}=0$ and the space components of $G_{\alpha \beta}$ assume a very simple form

$$
G_{i j}=\left[\begin{array}{cc}
\frac{\sigma_{i} \sigma_{j}}{3}-\delta_{i j} & 0  \tag{III.4}\\
0 & 0
\end{array}\right]\left(2 M_{f}\right)
$$

Also in the rest frame of the 3-3 resonance ( $R$ frame) the energy of the photon emitted is independent of the angle as long as the missing mass $\left(p_{1}-p_{3}+p_{2}\right)^{2}=$ $(k+p)^{2}$ is fixed. For these two reasons we shall use the rest frame of the 3-3 resonance in our calculation.

The $\gamma \mathrm{pp}$ vertex in Fig. 5 a can be written as ${ }^{10}$

$$
\begin{equation*}
\mathrm{e} \bar{u}(p)\left[a(t) \gamma_{\mu}-b(t)\left(p+p_{2}\right)_{\mu}\right] u\left(p_{2}\right) \equiv e \bar{u}(p) \Gamma_{\mu}(t) u\left(p_{2}\right) \tag{III.5}
\end{equation*}
$$

where

$$
\begin{aligned}
a(t) & \equiv G_{m}(t)=\frac{2.79}{\left(1-\frac{t}{.71}\right)^{2}}=2.79 G_{e}(t), \\
b(t) & =\left(G_{m}(t)-G_{e}(t)\right) /\left[\left(1-\frac{t}{4 M^{2}}\right) 2 M\right]
\end{aligned}
$$

and

$$
t=\left(p-p_{2}\right)^{2}
$$

The matrix element for Fig. 5 a is

$$
\begin{equation*}
\bar{u}\left(p_{3}\right)\left[\frac{\epsilon}{E} \frac{1}{p_{m}+\frac{k}{z}-m} \gamma_{\mu}+\gamma_{\mu} \frac{1}{p_{m}-\frac{k}{w}-m} \underset{m}{\epsilon}\right] u\left(p_{1}\right) \frac{1}{t} \bar{u}(p) \Gamma_{\mu}(t) u\left(p_{2}\right) \tag{III.6}
\end{equation*}
$$

Since k is small compared with $\mathrm{p}_{1}$ and $\mathrm{p}_{3}$, we approximate Eq. (III.6) by

$$
\begin{equation*}
\bar{u}\left(p_{3}\right) \gamma_{\mu} u\left(p_{1}\right) \frac{1}{q^{2}} \bar{u}(p) \Gamma_{\mu}\left(q^{2}\right) u\left(p_{2}\right)\left[\frac{p_{3} \cdot \epsilon}{p_{3} \cdot k}-\frac{p_{1} \cdot \epsilon}{p_{1} \cdot k}\right] \tag{III.7}
\end{equation*}
$$

where

$$
q^{2}=\left(p_{1}-p_{3}\right)^{2}
$$

With this approximation the asymmetry can be written as (for $\mathrm{e}^{-}+\mathrm{p}$ )

$$
\begin{align*}
& d \sigma(f)-d \sigma(\ell)=-e^{6} \frac{1}{(2 \pi)^{5}} 2 i\left[\operatorname{Im} \frac{1}{\left(q+p_{2}\right)^{2}-M_{33}^{2}+i / M_{33}}\right] \frac{1}{4 \mathrm{Mp}_{1 \ell}} \\
& \int \frac{d^{3} p_{3}}{2 E_{3}} \frac{d^{3} k}{2 k} \frac{d^{3} p}{2 E} \delta^{4}\left(p_{1}+p_{2}-k-p-p_{3}\right) \frac{1}{2} \operatorname{Tr}\left(\underline{p}_{1}+m\right) \gamma^{\mu}\left(\underline{p}_{3}+m\right) \gamma^{\nu} \\
& \sum_{\substack{\text { photon } \\
\text { rol }}} \operatorname{Tr} \gamma_{5} S_{m}\left(\mathrm{p}_{2}+\mathrm{M}\right) \Gamma_{\mu}(\mathrm{p}+\mathrm{M}) \epsilon^{\lambda}\left(\mathrm{kg}_{\alpha \lambda}-\mathrm{k}_{\alpha} \gamma_{\lambda}+\mathrm{k} \cdot \mathrm{p}_{\mathrm{f}} \mathrm{~g}_{\alpha \lambda} \mathrm{M}_{\mathrm{f}}^{-1}\right. \\
& \left.-\mathrm{k}_{\alpha} \mathrm{p}_{\mathrm{f}} \lambda^{M_{\mathrm{f}}^{-1}}\right) \gamma_{5} \mathrm{G}^{\alpha \beta} \gamma_{5}\left(\mathrm{qg}_{\beta \nu}-\mathrm{q}_{\beta} \gamma_{\nu}+\mathrm{q} \cdot \mathrm{p}_{\mathrm{f}} \mathrm{~g}_{\beta \nu} \mathrm{M}_{\mathrm{f}}^{-1}-\mathrm{q}_{\beta} \mathrm{p}_{\mathrm{f} \nu} \mathrm{M}_{\mathrm{f}}^{-1}\right) \\
& \left(\frac{p_{3} \cdot \epsilon}{p_{3} \cdot k}-\frac{p_{1} \cdot \epsilon}{p_{1} \cdot k}\right) \frac{1}{q^{4}} C_{3}(0) C_{3}\left(q^{2}\right) \tag{III.8}
\end{align*}
$$

The trace involving the electron line is

$$
\begin{equation*}
\mathrm{L}^{\mu \nu} \equiv \frac{1}{4} \operatorname{Tr}\left(\mathrm{p}_{1}+\mathrm{m}\right) \gamma^{\mu}\left(\mathrm{p}_{3}+\mathrm{m}\right) \gamma^{\nu}=\mathrm{p}_{1}^{\mu} \mathrm{p}_{3}^{\nu}+\mathrm{p}_{1}^{\nu} \mathrm{p}_{3}^{\mu}+\left(\mathrm{m}^{2}-\mathrm{p}_{1} \cdot \mathrm{p}_{3}\right) \mathrm{g}^{\nu \mu} \tag{III.9}
\end{equation*}
$$

The trace involving the baryon line is too complicated to be evaluated using the standard covariant technique. We found that the easiest way to evaluate it is to go to the rest frame of $N^{*}$ with coordinate axes defined by Fig. 3, write all $\gamma$ matrices in terms of $\sigma$ matrices and actually multiply out the matrices. We use the representation

$$
\gamma_{0}=\left[\begin{array}{rr}
1 & 0  \tag{III.10}\\
0 & -1
\end{array}\right], \quad \gamma_{i}=\left[\begin{array}{cc}
0 & \sigma_{i} \\
-\sigma_{i} & 0
\end{array}\right], \quad \gamma_{5}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

and the radiation gauge for the photon.

We can reduce the most complicated looking part of the matrix in the baryon trace into a simple form

$$
\epsilon^{\lambda} \pi_{\lambda \alpha}(\mathrm{k}) \gamma_{5} G^{\alpha \beta} \gamma_{5} \pi_{\nu \beta}(\mathrm{q})=\left[\begin{array}{ll}
\mathrm{C}_{\nu} & 0  \tag{III.11}\\
0 & 0
\end{array}\right]
$$

where

$$
\begin{aligned}
& \mathrm{C}_{0}=\mathrm{C}_{\mathrm{z}}=0 \\
& C_{x}=-\frac{2 M_{f} Q}{3}\left[2\left(\xi_{w} \times\right)_{y}-i\left\{\epsilon_{y}(\sigma \cdot k)-k_{y}\left(\sigma \cdot \xi_{w}\right)\right\}\right] \\
& C_{y}=\frac{2 M_{f} Q}{3}\left[2(\epsilon \times k) x-i\left\{\epsilon_{x}\left(\sigma^{W} \cdot k\right)-k_{x}\left(\sigma^{\prime} \cdot \epsilon\right)\right\}\right]
\end{aligned}
$$

and $Q$ is the space component of $q$.
$\mathrm{C}_{0}$ and $\mathrm{C}_{\mathrm{z}}$ are zero because we have assumed that the transition $\gamma+\mathrm{p} \rightarrow \mathrm{N}^{*}$ is caused purely by a transverse photon. C's can also be written in a vector form

$$
\begin{equation*}
\mathrm{C}=\frac{2 \mathrm{M}_{\mathrm{f}}}{3} \mathrm{Q} \times\left[(2-\mathrm{ig}) \times\left(\xi_{w} \times \mathrm{k}\right)\right] \tag{III.12}
\end{equation*}
$$

We see that C is proportional to $(\xi \times \mathrm{k})$, which is a consequence of our assumption that the decay $\mathrm{N}^{*} \longrightarrow \mathrm{p}+\gamma$ is a pure magnetic dipole transition.

After all the $\gamma$ matrices are multiplied together and traces taken, we sum the photon polarizations and carry out the integration with respect to the solid angle of the photon. Everything is straightforward but tedious. It is interesting to note however, that the mass of the electron can be set equal to zero without giving any trouble in our integrations, and all the integrations can be carried out analytically. In fact ignoring the mass of the electron all the integrations with respect to the
solid angle of the photon can be reduced into the following four types ${ }^{11}$ :

$$
\begin{gather*}
\int_{0}^{2 \pi} \mathrm{~d} \psi \int_{0}^{\pi} \sin \theta \mathrm{d} \theta \frac{\left(\cos ^{2} \theta, \sin ^{2} \theta \sin ^{2} \psi, \sin ^{3} \theta \sin ^{2} \psi \cos \psi, \sin \theta \cos ^{2} \theta \cos \psi\right)}{E_{1}-p_{1} \sin \theta \cos \psi} \\
=\frac{2 \pi}{p_{1}}(1,1,1 / 3,1 / 3) \tag{III.13}
\end{gather*}
$$

where $E_{1}=\left(p_{1}^{2}+m^{2}\right)^{1 / 2} \sim p_{1}$ is the energy of the incident electron. After all the reductions and integrations, Eq. (III. 8) can be written as

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega_{3} \mathrm{dE}}(\uparrow)-\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega_{3} \mathrm{~d} \mathrm{E}_{3}}(\downarrow)=+\frac{2 \alpha^{3} \mathrm{p}_{3 \ell}}{3 \pi \mathrm{Mp}_{1 \ell}} \frac{\Gamma \mathrm{M}_{33}}{\left(\mathrm{M}_{\mathrm{f}}^{2}-\mathrm{M}_{33}^{2}\right)^{2}+\Gamma^{2} \mathrm{M}_{33}^{2}} \frac{1}{\mathrm{q}^{4}} \mathrm{C}_{3}(0) \mathrm{C}_{3}\left(\mathrm{q}^{2}\right) X_{\mathrm{b}} \tag{III.14}
\end{equation*}
$$

where

$$
\begin{align*}
X_{b}= & {\left[k_{R}^{2}\left(p_{1 R}-p_{3 R}\right) \sin \theta_{13 R}\right]\left[a ( q ^ { 2 } ) ( E _ { 2 R } + M ) \left[2 \frac{p_{1 R}^{2} p_{3 R}^{2}}{Q_{R}^{2}} \sin ^{2} \theta_{13 R}-\frac{3}{2} q^{2}\right.\right.} \\
& \left.+\frac{\left(p_{1 R}+p_{3 R}\right)^{2}}{Q_{R}^{2}} p_{1 R} p_{3 R} \frac{q^{2}}{q_{0 R}^{2}}\left(1-\cos \theta_{13 R}\right)\right]+b\left(q^{2}\right)\left[-\frac{q^{2}}{2}\left(E_{2 R}+M\right)\left(E_{R}+M\right)\right. \\
& +\frac{k_{R}}{p_{1 R}-p_{3 R}}\left(\cos \theta_{13 R}\left(p_{1 R}^{2}+p_{3 R}^{2}\right)-2 p_{1 R} p_{3 R}\right)\left(\frac{2 p_{1 R}^{2} p_{3 R}^{2}}{Q_{R}^{2}} \sin ^{2} \theta_{13 R}-q^{2}\right) \\
& \left.-\frac{\left(p_{1 R}+p_{3 R}\right)^{2} p_{1 R} p_{3 R} q^{2}}{Q_{R}^{2} q_{0 R}^{2}}\left(1-\cos \theta_{13 R}\right)\left(Q_{R}^{2}+k_{R}\left(p_{1 R}-p_{3 R}\right)\left(1+\cos \theta_{13 R}\right)\right)\right] \tag{III.15}
\end{align*}
$$

Where the subscripts $\ell$ and $R$ denote the laboratory frame and the rest frame of the $\mathrm{N}^{*}$ respectively. In order to compare with the experiment, we approximate the cross section from an unpolarized proton target by the $e+p \rightarrow e+N^{*}$ cross
section using the parametrization given by Duffner and Tsai, ${ }^{9}$ namely

$$
\begin{align*}
\frac{d \sigma}{d \Omega_{3} d E_{3}}(t)+\frac{d \sigma}{d \Omega_{3} d E_{3}}(t)= & \frac{4 \alpha^{2}}{3 \pi} \frac{p_{3 \ell}}{p_{1 \ell}}\left(\frac{M}{M_{f}}\right) \frac{\Gamma M_{33}}{\left(M_{f}^{2}-M_{33}^{2}\right)^{2}+{ }^{2}{ }^{2} M_{33}^{2}}-\frac{1}{\left(-q^{2}\right)} \\
& \times C_{3}^{2}\left(q^{2}\right)\left(E_{2 R}+M\right)\left(Q_{\ell}^{2}+\left(E_{1 \ell}+E_{3 \ell}\right)^{2}\right) \tag{III.16}
\end{align*}
$$

From Eq. (III. 14) and (III. 16) we obtain

$$
\begin{align*}
A_{b} & =\left(\frac{d \sigma(t)}{d \Omega_{3} d E_{3}}-\frac{d \sigma(l)}{d \Omega_{3} E_{3}}\right)_{l} /\left(\frac{d \sigma(1)}{d \Omega_{3} d E_{3}}+\frac{d \sigma(l)}{d \Omega_{3} d E_{3}}\right)_{l} \\
& =\frac{\alpha}{-2 q^{2}} \frac{M_{f}}{M^{2}} \frac{C_{3}(0)}{C_{3}\left(q^{2}\right)} \frac{X_{b}}{\left(E_{2 R}+M\right)\left(Q_{l}^{2}+\left(E_{1 \ell}+E_{3 l}\right)^{2}\right)} \tag{III.17}
\end{align*}
$$

where $C_{3}\left(q^{2}\right)$ and $X_{b}$ are given by Eqs. (III. 2) and (III. 15) respectively. In terms of $\mathrm{E}_{1 \ell}, \mathrm{E}_{3 \ell}$ and $\theta_{13 \ell}$, all the quantities appearing in EqS. (III.15) and (III.17) can be computed (mass of the electron ignored) as follows:

$$
\begin{aligned}
M & =0.938 \mathrm{GeV}, \quad \alpha=1 / 137 \\
q^{2} & =-4 \mathrm{E}_{1 \ell} \mathrm{E}_{3 \ell} \sin ^{2} \frac{\theta}{2} 13 \ell, \quad M_{f}^{2}=q^{2}+2 M\left(E_{1 \ell}-E_{3 \ell}\right)+M^{2} \\
Q_{\ell}^{2} & =E_{1 \ell}^{2}+E_{3 \ell}^{2}-2 E_{1 \ell} E_{3 \ell} \cos \theta_{13 \ell}, \quad p_{1 \ell}=E_{1 \ell}, \quad p_{3 \ell}=E_{3 \ell} \\
k_{R} & =\left(M_{f}^{2}-M^{2}\right) / 2 M_{f}, \quad p_{1 R}=\left(M_{1 \ell}+q^{2} / 2\right) / M_{f} \\
p_{3 R} & =\left(M^{2}+2 E_{1 \ell} M-M_{f}^{2}\right) / 2 M_{f}, \quad Q_{R}=M_{\ell} / M_{f}, \\
\sin \theta_{13 R} & =M_{1} p_{1 l^{2}} p_{3 \ell} \sin \theta_{13 \ell} /\left(M_{f} p_{1 R^{\prime}} p_{3 R}\right) \\
q_{0 R} & =\left(M_{f}^{2}-M^{2}+q^{2}\right) / 2 M_{f}, \quad E_{2 R}=\left(M_{f}^{2}+M^{2}-q^{2}\right) / 2 M_{f}
\end{aligned}
$$

and

$$
E_{R}=\left(M_{f}^{2}+M^{2}\right) / 2 M_{f^{\bullet}}
$$

In order to make an order of magnitude estimate of $A_{b}$, we notice that various quantities appearing in Eqs. (III.15) and (III. 17) can be classified according to their magnitudes:

$$
\begin{aligned}
& \mathrm{E}_{1 \ell^{\prime}} \mathrm{E}_{3 \ell^{\prime}} \mathrm{p}_{1 \mathrm{R}^{\prime}} \mathrm{p}_{3 \mathrm{R}} \sim 15 \mathrm{GeV} \\
& \mathrm{M}_{,} \mathrm{M}_{\mathrm{f}}, \mathrm{E}_{2 R^{\prime}} \mathrm{E}_{\mathrm{R}} \sim 1 \mathrm{GeV} \\
& -\mathrm{q}^{2}, \mathrm{Q}_{\ell}^{2}, \mathrm{Q}_{\mathrm{R}}^{2} \sim 0.5 \mathrm{GeV}^{2} \\
& \mathrm{k}_{\mathrm{R}}-0.3 \mathrm{GeV} \\
& \mathrm{q}_{0 \mathrm{R}}=\mathrm{p}_{1 R}-\mathrm{p}_{3 \mathrm{R}} \sim 0.06 \mathrm{GeV}
\end{aligned}
$$

Hence we can write approximately,

$$
A_{b} \approx-\alpha \sin \theta_{13 R} \frac{k_{R}^{2}}{4 M q_{0 R}} \frac{a\left(q^{2}\right) C_{3}(0)}{C_{3}\left(q^{2}\right)}\left(1-\frac{b\left(q^{2}\right) Q_{R}^{2}}{a\left(q^{2}\right) 2 M}\right) \approx-\alpha \sin \theta_{13 R}
$$

and thus we have proved that the asymmetry due to the bremsstrahlung emission is completely negligible.

## IV. TWO PHOTON EXCHANGE CONTRIBUTION

In this chapter we consider a class of diagrams represented by Fig. 2b. We are interested only in the hadron final states consisting of one pion plus one nucleon. The intermediate states can be a proton, various $\mathrm{N}^{* /} \mathrm{s}$ and continuum states. The only intermediate state one knows how to handle reliably is a proton, so we treat this case. In the kinematical region of interest, the final state $N+\pi$ is dominated by the formation of $N^{*}(1238)$ and the nonresonant s wave part. The $\mathrm{N}^{*}$ excitation is mainly via magnetic dipole transition; the other two multipoles, E2 and Q2, contribute less than ${ }^{12} 10 \%$ to the cross section. In this paper we ignore the nonresonant $s$ wave part as well as E2 and Q2 multipoles of the $\mathrm{N}^{*}$ excitation. The contribution to the asymmetry from the two photon exchange diagram with a proton as the intermediate state can be obtained from Eq. (II. 19) with the help of

Cutkosky rule. The asymmetry can be written as (for $\mathrm{e}^{-}+\mathrm{p}$ )

$$
\begin{aligned}
& d \sigma(f)-d \sigma(f)=-e^{6} \frac{1}{(2 \pi)^{2}}(-i) \frac{1}{4 M p_{1 ~ l a b}} \int \frac{d^{3} p_{3}}{2 E_{3}} \frac{d^{3} p_{f}}{2 E_{f}} \frac{d^{4} p^{\prime}}{(2 \pi)^{4}} \delta^{4}\left(p_{1}+p_{2}-p_{3}-p_{f}\right) \\
& (2 \pi i)^{2} \delta_{+}\left(p^{2}-m^{2}\right) \delta_{+}\left(\left(p_{1}+p_{2}-p^{\prime}\right)^{2}-M^{2}\right) \frac{1}{2} \operatorname{Tr}\left(p_{1}+m\right) \gamma^{\nu}\left(p_{3}+m\right) \gamma^{\lambda}\left(p^{\prime}+m\right) \gamma^{\mu}
\end{aligned}
$$

$$
\operatorname{Tr} \gamma_{5}{ }^{\mathrm{s}}\left(\mathrm{p}_{2}+\mathrm{M}\right) \pi_{\nu \beta}(\mathrm{q}) \gamma_{5} \mathrm{G}^{\beta \alpha} \gamma_{5} \pi_{\lambda \alpha}\left(\mathrm{q}^{\prime}\right)(\mathrm{p}+\mathrm{M}) \Gamma_{\mu}(\mathrm{k})
$$

$$
\begin{equation*}
\frac{1}{q^{2}} \frac{1}{q^{2}} \frac{1}{k^{2}} C_{3}\left(q^{2}\right) C_{3}\left(q^{2^{2}}\right) \tag{IV.1}
\end{equation*}
$$

The notations are given in Fig. 6. In order to simplify the calculation we shall ignore the spin of the electron. ${ }^{13}$ This approximation is equivalent to modifying the trace of the lepton current in Eq. (IV.1) in the following way:

$$
\begin{align*}
& \frac{1}{2} \operatorname{Tr}\left(p_{1}\right. \\
& \underset{\substack{\text { ignore electron } \\
\text { spin }}}{ }\left(2 p_{1}-q\right)^{\nu}\left(2 p_{3}+p_{3}+m\right) \gamma\left(q_{1}\right)^{\lambda}\left(2 p_{1}-k\right)^{\mu} \equiv L^{\nu \lambda \mu} \tag{IV.2}
\end{align*}
$$

 therefore we have $L^{\nu \lambda \mu}=8 p_{1}^{\nu} p_{3} p_{1}{ }_{1}^{\mu}$.

The trace of the baryon current in Eq. (IV.1) is almost identical to that of Eq. (III. 8), hence we use the rest frame of the $\mathrm{N}^{*}$ with the coordinate axes defined by Fig. 3 to calculate the trace,

$$
\begin{align*}
\mathrm{B}_{\mu \lambda \nu} & \equiv \operatorname{Tr} \gamma_{5} \stackrel{s}{\mathrm{~s}}\left(\mathrm{p}_{2}+\mathrm{M}\right) \pi_{\nu \beta}(\mathrm{q}) \gamma_{5} \mathrm{G}_{\beta \alpha} \gamma_{5} \pi_{\lambda \alpha}\left(\mathrm{q}^{\prime}\right)(\mathrm{p}+\mathrm{M}) \Gamma_{\mu}(\mathrm{k}) \\
& =-\operatorname{Tr} \gamma_{5} \frac{\mathrm{~s}}{\bar{w}}\left(\mathrm{p}_{2}+\mathrm{M}\right) \Gamma_{\mu}(\mathrm{k})(\mathrm{p}+\mathrm{M}) \pi_{\lambda \alpha}\left(\mathrm{q}^{\prime}\right) \gamma_{5} \mathrm{G}_{\alpha \beta} \gamma_{5} \pi_{\nu \beta}(\mathrm{q}) \tag{IV.4}
\end{align*}
$$

The tensor $\mathrm{B}_{\mu \lambda \nu}$ is nonzero only when $\nu$ is either x or y due to Eqs. (III. 11) and (III. 12). The tensor $\mathrm{L}^{\nu \lambda \mu}$ is zero when $\nu$ is y . Hence we need to consider only. $\nu=\mathrm{x}$ for $\mathrm{L}^{\nu \lambda \mu} \mathrm{B}_{\mu \lambda \nu}$. Similarly $\mathrm{B}_{\mu \lambda \nu}$ is nonzero only when $\lambda$ is $\mathrm{x}, \mathrm{y}$, or z , but $\mathrm{L}^{\nu \lambda \mu}$ is zero when $\lambda=\mathrm{y}$, hence we need to consider only $\lambda=\mathrm{x}$ and z for $\mathrm{L}^{\nu \lambda \mu} \mathrm{B}_{\mu \lambda \nu}$.
We may thus write

From Eq. (III. 12), we obtain

$$
\sum_{\lambda=x, z} p_{3} \lambda_{\lambda \alpha}\left(q^{\prime}\right) \gamma_{5} G^{\alpha \beta} \gamma_{5} \pi_{x \beta}(q)=\left[\begin{array}{ll}
\mathrm{C} & 0  \tag{IV.6}\\
0 & 0
\end{array}\right]
$$

where

$$
\begin{equation*}
\mathrm{C}=-\frac{2 \mathrm{M}_{\mathrm{f}} \mathrm{Q}_{\mathrm{R}}}{3}\left[2\left(\mathrm{p}_{3} \times \mathrm{q}^{\prime}\right)_{\mathrm{yR}}+\mathrm{iq} \mathrm{yR}_{m}^{\prime}\left(\mathrm{p}_{3} \cdot \sigma\right)_{\mathrm{R}}\right] \tag{IV.7}
\end{equation*}
$$

The subscript R refers to the rest frame of the $\mathrm{N}^{*}$ and the coordinates are defined by Fig. 3. Substituting Eqs. (IV.6) and (IV.7) into Eq. (IV.5) we obtain

$$
\begin{equation*}
\mathrm{L}^{\nu \lambda \mu} \mathrm{B}_{\mu \lambda \nu}=\frac{16 \text { iaQ } \mathrm{R}}{3} \mathrm{p}_{1 \times \mathrm{R}} \chi \tag{IV.8}
\end{equation*}
$$

where

$$
\begin{align*}
\chi= & \left(E_{2 R}+M\right)\left[2\left\{p_{1 x R}\left(k_{z R}-Q_{R}\right)-k_{x R} p_{3 z R}\right\}\left(k_{z R} p_{1 x R}-k_{x R} p_{1 z R}\right)+k_{y R}^{2}\left(p_{1 z R} Q_{R}-p_{1 R}^{2}\right)\right] \\
& \left.-Q_{R}\left[E_{1 R}+\frac{b\left(k^{2}\right)}{a\left(k^{2}\right)}\left(2 p_{1} \cdot p_{2}+k \cdot p_{1}\right)\right]\left[2 \sum_{1 x R^{\prime}}\left(k_{z R}-Q_{R}\right)-k_{x R} p_{3 z R}\right\}_{x R}+k_{y R}^{2} p_{3 z R}\right] \\
& +2 Q_{R} k_{0 R} p_{1 x R}\left\{p_{1 x R}\left(k_{z R}-Q_{R}\right)-k_{x R} p_{3 z R}\right\} \tag{IV.9}
\end{align*}
$$

In terms of $X$, the asymmetry for $\mathrm{e}^{-}+\mathrm{p}$ scattering, Eq. (IV.1) can be written as

$$
\begin{equation*}
\frac{d \sigma_{e^{-}}(\dagger)}{d E_{3} d \Omega_{3}}-\frac{d \sigma_{e^{-}}(\downarrow)}{d E_{3} d \Omega_{3}}=\frac{2 \alpha^{3}}{3 \pi} \frac{Q_{1} p_{1 x R}}{M W p_{1 C}}\left(\frac{p_{3 \ell}}{p_{1 \ell}}\right) \frac{C_{3}\left(q^{2}\right)}{-q^{2}} \delta\left(\left(p_{2}+q\right)^{2}-M_{f}^{2}\right) 2 M_{f} I \tag{IV.10}
\end{equation*}
$$

where

$$
\begin{equation*}
I=\int_{c . m} d \Omega_{p^{\prime}} \frac{p_{1 C}^{2}}{k_{C}^{2} q^{\prime 2}} \times C_{3}\left(q^{2}\right) a\left(k^{2}\right) \tag{IV.11}
\end{equation*}
$$

The $d^{4} p^{\prime}$ integration in Eq. (IV. 1) was reduced into the form Eq. (IV.1) with the help of two $\delta_{+}$functions in Eq. (IV. 1) in the center-of-mass system ( $p_{1}+p_{2}=0$ ). The cross section in Eq. (IV.10) is the laboratory cross section.
$X$ as given in Eq. (IV.9) is expressed in terms of the rest frame of $\mathrm{N}^{*}$ with the coordinate axes defined by Fig. 3 whereas $d \Omega_{p}$, integration is carried out in the center-of-mass system. The subscript $\ell, R$ and $C$ refer to the laboratory system, the rest frame of $\mathrm{N}^{*}$ and the center-of-mass system respectively. When ${\underset{\sim}{p}}^{\prime}$ is parallel to ${\underset{\sim}{1}}_{1}, \mathrm{k}_{\mathrm{C}}$ is zero and when $p^{\prime}$ is parallel to ${\underset{\sim}{3}}^{\prime}$, the absolute value of $q^{q^{2}}$ becomes minimum. When $\left(p_{1}+p_{2}\right)^{2} \equiv W^{2}>M_{f}^{2}$, we have

$$
\begin{equation*}
q_{\min }^{\prime^{2}} \approx-\left(M_{f}^{2}-M^{2}\right)^{2} m^{2} / w^{4} \tag{IV.12}
\end{equation*}
$$

which is zero if the mass of the electron is set equal to zero. These two singular points in the integrand of Eq. (IV.11) are not true singularities, the integrand is finite at these two points if we choose the variables of integrations properly. To see this let us consider the case when ${\underset{m}{ }}^{\prime}$ is almost parallel to $p_{1} . \mathrm{k}_{\mathrm{C}}^{2}$ is then proportional to $\theta^{2}$ where $\theta$ is the angle between $p^{\prime}$ and $p_{1}$ 。 $X$ is proportional to $\mathrm{k}_{\mathrm{C}}$, hence it is proportional to $\theta$ and the solid angle $d \Omega_{p^{\prime}}$ is $\sin \theta d \theta d \Omega$ which is linear in $\theta$. Hence the integrand in Eq. (IV.11) is finite when $p^{\prime}$ is parallel to ${\underset{\sim N}{1}}^{1}$ if the direction of $p^{\prime}$ is chosen as the $z$ axis. This shows also that the asymmetry does not have the infrared divergence as mentioned in the introduction and Appendix C.

Next we consider the case when $p^{\prime}$ is almost parallel to $p_{3}$. If we ignore the mass of the electron, $\mathrm{q}^{\prime 2}$ is proportional to $\theta^{\prime 2}$, where $\theta^{\prime}$ is the angle between $p^{\prime}$ and ${\underset{m}{m}}^{p^{\prime}}$. Because of the relation $p^{\prime}-p=q^{\prime}$, the quantity $C$ in Eq. (IV.7) is proportional to $\sin \theta^{\prime}$ and hence $X$ is proportional to $\sin \theta^{\prime}$. The solid angle is proportional to $\sin \theta^{\prime}$ if the direction of $p_{3}$ is chosen as the $z$ axis. Hence the integrand in Eq. (IV.11) is finite when $p^{\prime}$ is parallel to $p_{1}$ even if the mass of the electron is ignored provided that the direction of $p_{3}$ is chosen as the $z$ axis. This shows also that the mass of the electron can be ignored in our problem, and there is no $\ell \mathrm{ln}^{2}$ term in the asymmetry. In the numerical integration for Eq. (IV. 11), we divide the region of integration into two parts. In region I, we choose the direction of $p_{1}$ as the $z$ axis, then carry out the integration (IV.11), setting the integrand to zero whenever the angle between $\mathrm{p}^{\prime}$ and $\mathrm{p}_{3}$ is smaller than $\frac{1}{2} \theta_{13 C}$. In region II, we choose the direction of $p_{3}$ as the $z$ axis, then we integrate $\theta^{\prime}$ from 0 to $\frac{1}{2} \theta_{13 C}$. The sum of these two integrations gives I. We approximate again $\frac{d \sigma(t)}{d \Omega_{3} d E_{3}}+\frac{d \sigma(\downarrow)}{d \Omega_{3} d E_{3}}$ by Eq. (III.16) and obtains

$$
\begin{align*}
A_{t} & =\left(\frac{d \sigma(t)}{d \Omega_{3} d E_{3}}-\frac{d \sigma(\downarrow)}{d \Omega_{3} d E_{3}}\right)_{e^{-}+p} /\left(\frac{d \sigma(f)}{d \Omega_{3} d E_{3}}+\frac{d \sigma(\downarrow)}{d \Omega_{3} d E_{3}}\right) \\
& =\frac{\alpha}{\pi} \frac{M_{f}^{2} Q_{R} p_{1 x R} I}{W E_{1 C} M^{2}\left(Q_{l}^{2}+\left(E_{1 l}+E_{3 \ell}\right)^{2}\right)\left(E_{2 R}+M\right) C_{3}\left(q^{2}\right)} \tag{IV.13}
\end{align*}
$$

where $I$ is given by Eq. (IV.11).
In order to calculate $A_{t}$, we have to perform two Lorentz transformations $(R \longrightarrow C \longrightarrow L)$ and two rotations ( $p_{3}$ as the $z$ axis when $p^{\prime}$ is almost parallel to $\mathrm{p}_{3}$, otherwise $\mathrm{p}_{1}$ as the z axis. In Eq. (IV.9) the z axis is along Q ), in addition to the two fold integrations with respect to the solid angle of $p^{\prime}$. We have done all these by a computer. Since it takes some effort to figure out the best way
to handle all these by a computer we present in the following how all these can actually be done. The following presentation also serves as a compact summary of all the notations and kinematics. We first define constants: $\mathrm{M}=0.938$, $\mathrm{m}=0.51 \times 10^{-3}, \alpha=1 / 137$, and the laboratory quantities:
$E_{1 \ell}=$ incident electron energy in GeV ,
$\mathrm{E}_{3 \ell}=$ outgoing electron energy in GeV ,
$\theta_{l}=$ electron scattering angle in radians.
We then compute all quantities appearing in Eq. (IV.12) in terms of $\mathrm{E}_{1 \ell}, \mathrm{E}_{3 \ell}$ and $\theta_{\ell}$ in the following sequence.
$p_{1 \ell}=\left(E_{1 \ell}^{2}-m^{2}\right)^{1 / 2}, p_{3 \ell}=\left(E_{3 \ell}^{2}-m^{2}\right)^{1 / 2}, q^{2}=2 m^{2}-2\left(E_{1 \ell} E_{3 \ell}-p_{1 \ell} p_{3 \ell} \cos \theta_{\ell}\right)$,
$\nu=\mathrm{E}_{1 \ell}-\mathrm{E}_{3 \ell^{\prime}} \mathrm{Q}_{\ell}^{2}=\mathrm{p}_{1 \ell}^{2}+\mathrm{p}_{3 \ell}^{2}-2 \mathrm{p}_{1 \ell^{\prime}} \mathrm{p}_{3 \ell} \cos \theta_{\ell^{\prime}}, \mathrm{M}_{\mathrm{f}}^{2}=\mathrm{M}^{2}+2 \mathrm{M} \nu+\mathrm{q}^{2}$,
$M_{f}=S Q R T M_{f}^{2}, W^{2}=m^{2}+M^{2}+2 E_{1 \ell} M, \quad W=S Q R T W^{2}, E_{1 c}=\left(m^{2}+M E_{1 \ell}\right) / W$,
$E_{3 c}=\left(W^{2}+m^{2}-M_{f}^{2}\right) / 2 W, p_{1 c}=\left(E_{1 c}^{2}-m^{2}\right)^{1 / 2}, p_{3 c}=\left(E_{3 c}^{2}-m^{2}\right)^{1 / 2}$,
$\cos \theta_{13 c}=\left(q^{2}-2 m^{2}+2 E_{1 c} E_{3 c}\right) / 2 p_{1 c} p_{3 c}, \sin \theta_{13 c}=\operatorname{SQRT}\left(1-\cos ^{2} \theta_{13 c}\right)$,
$E_{1 R}=\left(M E_{1 \ell}+\left(q^{2} / 2\right)\right) / M_{f}, E_{3 R}=\left(W^{2}-m^{2}-M_{f}^{2}\right) / 2 M_{f}, \quad E_{2 R}=\left(M \nu+M^{2}\right) / M_{f}$,
$Q_{R}=M Q_{\ell} / \dot{M}_{f}, \quad q_{0 R}=\left(q^{2}+\nu M\right) / M_{f}, p_{1 z R}=\left(E_{1 R} q_{0 R}-\left(q^{2} / 2\right)\right) / Q_{R}$,
$p_{1 R}=\left(E_{1 R}^{2}-m^{2}\right)^{1 / 2}, p_{1 x R}=\left(p_{1 R}^{2}-p_{1 z R}^{2}\right)^{1 / 2}, p_{3 z R}=\left(E_{3 R} q_{0 R}+\left(q^{2} / 2\right)\right) / Q_{R}$,
$p_{3 R}=\left(E_{3 R}^{2}-m^{2}\right)^{1 / 2}, p_{3 x R}=\left(p_{3 R}^{2}-p_{3 \mathrm{ZR}}^{2}\right)^{1 / 2}, \sin \theta_{13 R}=\left(p_{1 c} \sin \theta_{13 c}\right) / p_{1 R}$.
Integration in region I:
Variables of integration: $\theta$ and $\phi$. (See Fig. 7a) Quantities containing variables of integration:
$\mathrm{x}=\cos \theta \cos \theta_{13 \mathrm{c}}+\sin \theta \sin \theta_{13 \mathrm{c}} \cos \phi$
$\mathrm{k}_{\mathrm{c}}^{2}=2 \mathrm{p}_{1 \mathrm{c}}^{2}(1-\cos \theta), \mathrm{k}_{\mathrm{c}}=\operatorname{SQRT} \mathrm{k}_{\mathrm{c}}^{2}$

$$
\begin{aligned}
& \left(k_{m} \cdot p_{n}\right)_{c}=p_{1 c} p_{3 c}\left(\cos \theta_{13 c}-x\right), k_{0 R}=\left(k \cdot p_{3}\right) / M_{f}, \\
& k_{z R}=\left[k_{0 R} q_{0 R}+\frac{k_{c}^{2}}{2}-\left(k \cdot p_{3}\right)_{c}\right] / Q_{R^{\prime}} \quad k_{y R}=-p_{1 c} \sin \theta \sin \phi, \\
& k_{x R}= \\
& \frac{1}{Q_{R} p_{1 R} p_{3 R} \sin \theta_{13 R}}\left[\left[k_{0 R} E_{3 R}+\left(\frac{k}{2} \cdot p_{3}\right)_{c}\right]\left(E_{1 R} q_{0 R}-\frac{q^{2}}{2}\right)\right. \\
& \left.-\left[k_{0 R} E_{1 R}+\frac{k_{c}^{2}}{2}\right]\left(E_{3 R} q_{0 R}+\frac{q^{2}}{2}\right)\right] \\
& I_{1}=0 \text { if } x>\cos \frac{\theta_{13 c}}{2}, \text { otherwise } I_{1}=\int_{-1}^{1} d \cos \theta \int_{0}^{2 \pi} d \phi \frac{p_{1 c}^{2}}{k_{c}^{2} q^{2}} \chi a\left(k^{2}\right) c_{3}\left(q^{1^{2}}\right)
\end{aligned}
$$

where $X$ is given by Eq. (IV.9), $q^{1^{2}}=q^{2}-2\left(\mathrm{k}_{\mathrm{w}} \cdot \mathrm{p}_{3}\right)_{\mathrm{c}}, \quad a\left(\mathrm{k}^{2}\right)=2.79\left(1+\mathrm{k}_{\mathrm{c}}^{2} / .71\right)^{-2}$

$$
\begin{aligned}
& b\left(k^{2}\right)=1.79(2 M)^{-1}\left(1+k_{c}^{2} / 4 M^{2}\right)^{-1}\left(1+k_{c}^{2} / .71\right)^{-2} \\
& c_{3}\left(q^{2^{2}}\right)=M^{-1} 2.05 e^{-3.15\left(-q^{1^{2}}\right)^{1 / 2}}\left(1+9\left(-q^{\prime^{2}}\right)^{1 / 2}\right)^{1 / 2}
\end{aligned}
$$

Integration in region II:
Variables of integration: $\theta^{\prime}$ and $\phi^{\prime}$. (See Fig. 7b)

$$
\begin{aligned}
& I_{2}=\int_{\cos \frac{\theta_{13}}{2}}^{1} d \cos \theta^{\prime} \int_{0}^{2 \pi} d \phi^{\prime} \frac{p_{1 c}^{2}}{k_{c}^{2} q^{\prime^{2}}} \times a\left(k^{2}\right) c_{3}\left(q^{\prime 2}\right) \\
& k_{c}^{2}=2 p_{1 c}^{2}\left(1-\cos \theta_{13 c} \cos \theta^{\prime}+\sin \theta_{13 c^{2}}^{\left.\sin \theta^{\prime} \cos \phi^{\prime}\right)}\right. \\
& k_{c}=\operatorname{SQRT} k_{c}^{2} \\
& \left(\frac{k}{d} \cdot p_{3}\right)_{c}=p_{1 c^{\prime}} p_{3 c^{\prime}}\left(\cos \theta_{13 c}-\cos \theta^{\prime}\right) \\
& k_{y R}=-p_{1 c} \sin \theta^{\prime} \sin \phi^{\prime}
\end{aligned}
$$

All other expressions are identical to the integration in region 1.
Compute $I=I_{1}+I_{2}$ and then compute $A_{t}$ using Eq. (IV,13). The result is $A_{t} \approx .75 \times 10^{-2}$ for $e^{-}+p$ at $E_{1 \ell}=18 \mathrm{GeV}$ and $q^{2}=-0.6 \mathrm{GeV}^{2}$ for the missing mass
ranging from one pion threshold to the two pion threshold. The reason why $A_{t}$ is so insensitive to the missing mass is that the threshold behaviors of $\sigma(t)-\sigma(l)$ and $\sigma(1)+\sigma(t)$ cancel out upon taking the ratio in Eq. (IV.3). Our value for $A_{t}$ has a right sign compared with the experiment but has a wrong shape and is one order of magnitude too small. Admittedly we have made three drastic assumptions:

1) We kept only the proton intermediate state. 2) We ignored the s-wave background in the final state, and 3) Our 3-3 resonance excitation contains only M1 and we ignored Q2 and E2 multipoles.

In order to see the effects of ignoring other intermediate states we let the form factors appearing in the integration I in Eq. (IV.3) equal to constants and we found that there is no significant change in the value of $A_{t}$ thus obtained. This suggests (but does not prove) that including more intermediate states will not in general make the asymmetry larger. In the radiative corrections to the e-unpolarized proton scattering the correction is roughly $(2 \alpha / \pi) \ln \left(-q^{2} / \mathrm{m}^{2}\right) \ln (\mathrm{E} / \Delta \mathrm{E})$. In the asymmetry there is no infrared divergence and also the mass of the electron can be ignored, hence terms such as $\ln \mathrm{E} / \Delta \mathrm{E}$ and $\ln \left(-q^{2} / \mathrm{m}^{2}\right)$ can not occur. Furthermore besides $\alpha$ we have a small $\sin \theta_{13}$ to make the asymmetry small. Hence it is very difficult to make the asymmetry one order of magnitude larger than $\alpha$ at small scattering angles.

## V. DISCUSSIONS

Berstein, Feinberg and Lee ${ }^{14}$ noticed that the ratio of amplitudes ${ }^{15}$ of $\mathrm{K}_{2} \longrightarrow 2 \pi$ to $\mathrm{K}_{1} \longrightarrow 2 \pi$ is roughly $\alpha / \pi$ and proposed the possibility that the cause of the CP noninvariance in the $\mathrm{K}_{2}$ decay might be due to the electromagnetic interaction of hadrons. If we want to account for the apparent $C P$ violation in the decay $\mathrm{K}_{2} \longrightarrow 2 \pi$ by the possible CP violation in the electromagnetic interaction of hadrons, the abnormal current $j_{\mu}^{a}$ and the normal current $j_{\mu}^{n}$ of Eq. (II. 24) must have the
same order of strength. The experiment of Rock et al., shows that the asymmetry is less than $6 \%$. This $6 \%$ asymmetry can be either due to a statistical fluctuation, $\alpha^{3}$ effect or a genuine T violation. It is natural to ask whether one can obtain a lower limit for the ratio of the matrix element of $j_{i}^{a}$ to that of $j_{i}^{n}$ by assuming that this $6 \%$ asymmetry is all due to T violation. It should be noted that one can not obtain an upper limit of $\left|\left\langle j_{i}^{a}\right\rangle /\left\langle j_{j}^{n}\right\rangle\right|$ from the asymmetry because even if $\left|\left\langle j_{i}^{a}\right\rangle /\left\langle j_{j}^{n}\right\rangle\right|$ is large one can still get no asymmetry if the phases of the matrix elements conspire in a certain way. Ignoring the mass of the electron and using the properties of $j_{i}^{a}$ and $j_{i}^{n}$ under the operator $X=P T$, we can simplify Eq. (III.26) into

$$
\begin{equation*}
A(T \text { violation })=\frac{\left(E_{1}^{2}-E_{3}^{2}\right) \cot \frac{\theta}{2}\left(\frac{-q^{2}}{Q^{2}}\right) \frac{1}{q_{0}^{2}} B}{2 A_{x x}+\cot ^{2} \frac{\theta}{2}\left(\frac{-q^{2}}{Q^{2}}\right)\left(A_{x x}-\frac{q^{2}}{q_{0}^{2}} A_{z z}\right)} \tag{V.1}
\end{equation*}
$$

where

$$
\begin{align*}
& B=-4 \operatorname{Re} \sum_{f}\left[\left\langle p_{2} f\right| j_{x}^{n}|f\rangle\langle f| j_{z}^{a}\left|p_{2} \uparrow\right\rangle+\left\langle p_{2}\right| j_{z}^{n}|f\rangle\langle f| j_{x}^{a}\left|p_{2}\right|>\right] \delta^{4}\left(q+p_{2}-p_{f}\right)  \tag{V.2}\\
& A_{x x}=2 \sum_{f}\left[\left.\left|\left\langle p_{2}\right|\right| j_{x}^{n}|f\rangle\right|^{2}+\left.\left|\left\langle p_{2}\right|\right| j_{x}^{a}|f\rangle\right|^{2}\right] \delta^{4}\left(q+p_{2}-p_{f}\right) \\
& \equiv 2\left[\left(J_{x}^{n}\right)^{2}+\left(J_{x}^{a}\right)^{2}\right]
\end{align*}
$$

and

$$
\begin{aligned}
A_{z z} & =2 \sum_{f}\left[\left.\left|\left\langle p_{2}\right|\right| j_{z}^{n}|f\rangle\right|^{2}+\left.\left|\left\langle p_{2}\right|\right|_{z}^{a_{z}}|f\rangle\right|^{2}\right] \delta^{4}\left(q+p_{2}-p_{f}\right) \\
& \equiv 2\left[\left(J_{z}^{n}\right)^{2}+\left(J_{z}^{a}\right)^{2}\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& J_{x}^{n} \equiv\left(\left.\sum_{f}\left|\left\langle p_{2}\right|\right|_{x}^{n}|f\rangle\right|^{2} \delta^{4}\left(q+p_{2}-p_{f}\right)\right)^{1 / 2} \\
& J_{z}^{n} \equiv\left(\left.\sum_{f}\left|\left\langle p_{2}\right|\right| j_{z}^{n}|f\rangle\right|^{2} \delta^{4}\left(q+p_{2}-p_{f}\right)\right)^{1 / 2} \\
& \left.\left.J_{x}^{a} \equiv\left(\sum_{f}\left|\left\langle p_{2}\right| j_{x}^{a}\right| f\right\rangle\right|^{2} \delta^{4}\left(q+p_{2}-p_{f}\right)\right)^{1 / 2} \\
& J_{z}^{a} \equiv\left(\left.\sum_{f}\left|\left\langle p_{2}\right|\right| j_{z}^{a}|f\rangle\right|^{2} \delta^{4}\left(q+p_{2}-p_{f}\right)\right)^{1 / 2}
\end{aligned}
$$

Using the inequalities $A \cdot B \leq|A||B|$ and $|A+B| \leq|A|+|B|$, we obtain

$$
\begin{align*}
|\mathrm{B}| & \leq 4\left(J_{x}^{n} J_{z}^{a}+J_{z}^{n} J_{x}^{a}\right) \\
|B| / A_{x x} & \leq \frac{2 J_{x}^{n} J_{z}^{n}}{\left(J_{x}^{n}\right)^{2}+\left(J_{x}^{a}\right)^{2}}\left(J_{z}^{a} / J_{x}^{n}+J_{x}^{a} / J_{z}^{n}\right) \tag{V.3}
\end{align*}
$$

Hence

$$
\begin{equation*}
|B| / A_{x x} \leq\left(1+R q_{0}^{2} /\left(-q^{2}\right)\right)\left(J_{z}^{a} / J_{x}^{n}+J_{x}^{a} / J_{z}^{n}\right) \tag{V.4}
\end{equation*}
$$

where ${ }^{16}$

$$
\mathrm{R} \equiv \sigma_{\ell} / \sigma_{\mathrm{T}} \equiv\left(-\mathrm{q}^{2} / \mathrm{q}_{0}^{2}\right) \mathrm{A}_{\mathrm{zz}} / \mathrm{A}_{\mathrm{xx}}
$$

$$
\begin{align*}
& \text { From Eqs. (V.1) and (V.4) we obtain } \\
& \qquad\left(J_{z}^{a} / J_{x}^{n}+J_{x}^{a} / J_{z}^{n}\right) \geq A\left(T \text { violation) } \frac{2+\cot ^{2} \frac{\theta}{2}\left(\frac{-q^{2}}{2}\right)(1+R)}{\left(E_{1}+E_{3}\right) q_{0}^{-1} \cot \frac{\theta}{2}\left(\frac{-q^{2}}{Q^{2}}\right)\left(1+R q_{0}^{2} /-q^{2}\right)}\right. \tag{V.5}
\end{align*}
$$

In the kinematic region of the bump in Fig. 1 we obtain

$$
\mathrm{J}_{\mathrm{z}}^{\mathrm{a}} / \mathrm{J}_{\mathrm{x}}^{\mathrm{n}}+\mathrm{J}_{\mathrm{x}}^{\mathrm{a}} / \mathrm{J}_{\mathrm{z}}^{\mathrm{n}} \geq \mid \mathrm{A}(\mathrm{~T} \text { violation }) \left\lvert\, \frac{1+\mathrm{R}}{1.2}\right.
$$

Therefore the measurement of $\mathrm{A}(\mathrm{T}$ violation) of Eq. (I.1) gives the lower bound of $J_{z}^{a} / J_{x}^{n}+J_{x}^{a} / J_{z}^{n}$ and if $R=\sigma_{l} / \sigma_{T}$ is of order one, the magnitude of $A(T$ violation $)$
is roughly equal to this lower bound. Since we can not give an upper bound for $\mathrm{J}_{z}^{\mathrm{a}}$ and $J_{x}^{a}$ from a given $A(T$ violation), even if $A$ (T violation) is equal to zero we can not say that the $T$ violating current $\mathrm{j}_{\mu}^{\mathrm{a}}$ is equal to zero. However it will take some miraculous cancellations among various terms in Eq. (V.2) to give zero asymmetry when $j_{i}^{a}$ is comparable to $j_{i}^{n}$. This would be especially true if $A(T$ violation) is zero at all energies and angles. Hence the smallness of the asymmetry found by Rock et al., indicates that $T$ is a good symmetry in the electromagnetic interaction of hadrons, and the apparent CPviolation of $\mathrm{K}_{2} \longrightarrow 2 \pi$ decay is very unlikely due to the electromagnetic interactions.

The maximum allowed asymmetry for any given value of $R$ can be obtained from the inequality (V.3) and

$$
\begin{equation*}
|\mathrm{B}| \leq 4\left(J_{x}^{n} J_{z}^{a}+J_{z}^{n} J_{x}^{a}\right) \leq 2\left(A_{x x} A_{z z}\right)^{1 / 2} \tag{V.6}
\end{equation*}
$$

The last inequality is equivalent to Eq. (27) of Christ and Lee. From (V.5) and (V.1) we obtain

$$
\begin{equation*}
\mid A(T \text { violation }) \left\lvert\, \leq \frac{2\left(E_{1}+E_{3}\right)\left(E_{1} E_{3} R\right)^{1 / 2} \cos \frac{\theta}{2}}{Q^{2}+2 E_{1} E_{3}(1+R) \cos ^{2} \frac{\theta}{2}}\right. \tag{V.7}
\end{equation*}
$$

For small angles and small energy loss, the inequality (V.7) reduces to

$$
\begin{equation*}
\mid A(T \text { violation }) \left\lvert\, \leq \frac{2 R^{1 / 2}}{1+R}\right. \tag{V.8}
\end{equation*}
$$

The righthand side is maximum when $R=1$ and the maximum allowed $\mid A(T$ violation) $\mid$ is equal to 1 when $R=1$.

Let us next discuss the asymmetry due to the $\alpha^{3}$ cross sections. We have shown that the asymmetries due to both the bremsstrahlung and the two photon exchange have neither the infrared divergence nor the divergence due to $\mathrm{m}^{2} \rightarrow 0$. For this reason it is very difficult to obtain an asymmetry which is one order of magnitude larger than $\alpha$. The arguments given in Chapter III to show that $A_{b}$ is small are
convincing. For $A_{t}$, we do not know how to calculate the cross section if the intermediate state is not a proton. We can improve the treatment of final states in our calculation of $A_{t}$. We can include the small Q2 and E2 amplitudes for the $\mathrm{N}^{*}$ excitation by using a more recent data. ${ }^{12}$ The contribution from the nonresonant s-wave part can be estimated by first using the Nambu-Schranner formula ${ }^{14}$ to evaluate the blobs in Figs. 8a and 8b, and then calculate the contributions from these diagrams to the asymmetry. It should be noted however that adding more intermediate states or final states to the calculation does not necessarily increase the magnitude of the asymmetry. In fact it has been shown by Guerin and Piketty ${ }^{5}$ for the case of the elastic scattering that various intermediate states give roughly the contributions of the same order of magnitude and furthermore they have more or less random signs. Hence in order to estimate the order of magnitude of the asymmetry, any reasonable choice of intermediate states or final states will give a correct estimate.

The general expression for the asymmetry due to the two photon exchange can be obtained from generalizing Eq. (IV.1) to include all intermediate and final states (see Fig. 2b for notations):

$$
\begin{align*}
& \frac{d \sigma(t)}{d \Omega_{3} \mathrm{dE}_{3}}-\frac{\mathrm{d} \sigma(\ell)}{d \Omega_{3} \mathrm{dE}}{ }_{3}=\mp i \frac{e^{6}}{(2 \pi)^{3}} \frac{p_{3 \ell}}{8 \mathrm{Mp}_{1 \ell}} \int \frac{d^{3} p^{\prime}}{2 E^{\prime}(2 \pi)^{3}} \frac{1}{q^{\prime}{ }^{2} k^{2} q^{2}} \\
& \frac{1}{2} \operatorname{Tr}\left(\mathbf{p}_{1}+m\right) \gamma^{\nu}\left(\underline{p}_{3}+m\right) \gamma^{\lambda}\left(\underline{p}^{\prime}+m\right) \gamma^{\mu} \\
& \sum_{\text {spin of } p_{2}} \int e^{i q \cdot x} e^{-i k \cdot y} d^{4} x d^{4} y\left\langle p_{2}\right| \gamma_{5} S_{i} j_{\nu}(x) j_{\lambda}(0) j_{\mu}(y)\left|p_{2}\right\rangle \tag{V.9}
\end{align*}
$$

where $q=p_{1}-p_{3}, k=p_{1}-p^{\prime}$ and $q^{\prime}=p^{\prime}-p_{3}$. The minus sign is for $e^{-}+p$ scattering. Using the same normalization, two times the cross section from an
unpolarized proton target can be written as

$$
\begin{gather*}
\frac{d \sigma(t)}{d \Omega_{3} d E_{3}}+\frac{d \sigma(t)}{d \Omega_{3} d E_{3}}=\frac{e^{4}}{(2 \pi)^{3}} \frac{p_{3 \ell}}{8 M p_{1 \ell}} \frac{1}{q^{4}} \frac{1}{2} \operatorname{Tr}\left(p_{1}+m\right) \gamma{ }^{\lambda}\left(p_{3}+m\right) \gamma^{\mu} \\
\sum_{\text {spin of } p_{2}} \int e^{-i q \cdot y_{d^{4}}{ }^{4}\left\langle<p_{2}\right| j_{\lambda}(0) j_{\mu}(y)\left|p_{2}\right\rangle} \tag{V.10}
\end{gather*}
$$

From Eq. (V.9) we can obtain the expression for the contribution from any final and intermediate states by simply inserting them between the current $\mathrm{j}_{\nu}(\mathrm{x}), \mathrm{j}_{\lambda}(0)$ and $j_{\mu}(y)$. For example the up-down asymmetry in the elastic ep scattering can be obtained from Eq. (V.9) by inserting the final proton state
$\sum_{\text {in of } p}|p\rangle\langle p| d^{3} p(2 E)^{-1}(2 \pi)^{-3}$ between $j_{\nu}(x)$ and $j_{\lambda}(0)$ in Eq. (V.9). We obtain

$$
\begin{align*}
& \left(\frac{d \sigma(t)}{d \Omega_{3}}-\frac{d \sigma(t)}{d \Omega_{3}}\right)_{\text {elastic }}=\mp i \frac{e^{6}}{(2 \pi)^{3}} \frac{\pi}{8}\left(\frac{E_{1 \ell}}{M E_{3 \ell}}\right)^{2} \int \frac{d^{3} p^{\prime}}{2 E^{\prime}(2 \pi)^{3}} \frac{1}{q^{\prime}{ }^{2} k^{2} q^{2}} \\
& \frac{1}{2} \operatorname{Tr}\left(p_{1}+m\right) \gamma^{\nu}\left(p_{3}+m\right) \gamma^{\lambda}\left(p^{\prime}+m\right) \gamma^{\mu} \\
& \sum_{\operatorname{spin~of~}^{\prime} p_{2}}^{\text {and } p} \int e^{-i k \cdot y_{2}} d^{4} y\left\langle p_{2}\right| \gamma_{5} \frac{s}{m} j_{\nu}(0)|p\rangle\langle p| j_{\lambda}(0) j_{\mu}(y)\left|p_{2}\right\rangle \tag{V.11}
\end{align*}
$$

In general even if we know the unpolarized cross section, Eq. (V.10), from experiment for all $q^{2}$ and $q_{0}$ we still do not know how to calculate Eq. (V.9) or for that matter even Eq. (V.11). The reason is that in Eq. (V.11) both the spin and momentum of $|p\rangle$ can be different from those of $\left|p_{2}\right\rangle$ and hence knowing $\left\langle\mathrm{p}_{2} \lambda_{2}\right| \mathrm{j}_{\lambda}(0) \mathrm{j}_{\mu}(\mathrm{y})\left|\mathrm{p}_{2} \lambda_{2}\right\rangle$ is in general not sufficient to compute $\langle\mathrm{p} \lambda| \mathrm{j}_{\lambda}(0) \mathrm{j}_{\mu}(\mathrm{y})\left|\mathrm{p}_{2} \lambda_{2}\right\rangle$ unless some dynamical assumptions are made.

The only thing common among Eq. (V.9), (V.10) and (V.11) is that they all involve products of currents at different space time. Hence if one has some model for products of operators at different space time, it can be tested against the
experimental results using Eq. (V.9), (V.10), and (V.11). As far as we know no one has ever proposed such a model.

For completeness of discussion let us consider the contribution of two virtual photon emission and absorption from a hadron current to other observable physical phenomena.
A. The Radiative Correction to the Electron Scattering From an Unpolarized Proton Target
In this case only the real part of two photon exchange diagrams Fig. 4 c plus Fig. 2b contributes. Two diagrams must be considered together because of the gauge invariance. Both diagrams have infrared divergence when the intermediate state is either equal to the initial or the final state. The real part of the two photon exchange is related to the imaginary part by dispersion relations. However the imaginary part required here is not the part which appears in the up-down asymmetry, but the one obtainable from Eq. (V.9) without $\gamma_{5}$ s. These two "imaginary parts" of the two photon exchange diagrams are completely independent of each other. $t$ his can be seen easily if we go to the laboratory frame where $\left|\mathrm{p}_{2}\right\rangle$ becomes a two component spinor and $\gamma_{5} \mathrm{~s}$ reduces to a $2 \times 2$ matrix $\mathrm{s} \cdot{ }_{\mathrm{w}} \cdot \boldsymbol{q}$, and $j_{\nu}(x) j_{\lambda}(0) j_{\mu}(y)$ can also be reduced into a $2 \times 2$ matrix which can be represented in general by $A+B \cdot \sigma$. We have, then
$\sum_{\operatorname{spin} \text { of } p_{2}}<p_{2}\left|\gamma_{5} \frac{s_{m}}{v} \nu_{\nu}(\mathrm{x}) \mathrm{j}_{\lambda}(0) \mathrm{j}_{\mu}(\mathrm{y})\right| \mathrm{p}_{2} \quad>\rightarrow \operatorname{Tr}[\mathrm{s} \cdot \sigma(\mathrm{A}+\mathrm{B} \cdot \sigma)]=2 \mathrm{~s} \cdot \mathrm{~B}$
where as

$$
\left.\sum_{\text {spin of } p_{2}}<\mathrm{p}_{2}\left|\mathrm{j}_{\nu}(\mathrm{x}) \mathrm{j}_{\lambda}(0) \mathrm{j}_{\mu}(\mathrm{y})\right| \mathrm{p}_{2}\right\rangle=\operatorname{Tr}(\mathrm{A}+\mathrm{B} \cdot \underset{\sim}{\sigma})=2 \mathrm{~A}
$$

hence two expressions are entirely independent of each other.

## B. Hyperfine Shift of the Hydrogen Atom

Iddings ${ }^{15}$ showed that the two photon exchange contribution to the hyperfine shift in the ground state of a hydrogen atom is related to the cross section of polarized electron on polarized proton scattering if there are no subtraction terms in the dispersion relations. From Eq. (III.4) of Iddings' paper we see that the quantity needed is

$$
\begin{equation*}
\sum_{\operatorname{spin} \text { of } p_{2}} \int e^{-i q \cdot y} d^{4} y<\left.p_{2}\right|_{5} \frac{s}{m} j^{(0) j} j_{\mu}(y)\left|p_{2}\right\rangle \tag{V.12}
\end{equation*}
$$

which looks like the expression in Eq. (V.10) except for the operator $\gamma_{5}$ s. Using the same argument as in the previous section, we see that two expressions are independent of each other. Let us consider the relation between Eq. (V.11) and (V.12). In Eq. (V.11), the factor $\left\langle\mathrm{p}_{2}\right| \gamma_{5} \underline{\mathrm{~s}}_{\nu}{ }^{(0)}|\mathrm{p}\rangle$ is known for all combinations of spins of $p_{2}$ and $p$. The expectation value in Eq. (V.12) can be written as
$\left.\left.\sum_{\text {spin of } p_{2}}\left\langle p_{2}\right| \gamma_{5} \frac{\mathrm{~s}}{} \mathrm{j}_{\lambda}(0) \mathrm{j}_{\mu}(\mathrm{y})\left|\mathrm{p}_{2}\right\rangle \equiv\left\langle\mathrm{p}_{2}\right|\left|\mathrm{j}_{\lambda}(0) \mathrm{j}_{\mu}(\mathrm{y})\right| \mathrm{p}_{2} \dagger\right\rangle-\left\langle\mathrm{p}_{2}\right| \mathrm{j}_{\lambda}(0) \mathrm{j}_{\mu}(\mathrm{y})\left|\mathrm{p}_{2}\right|\right\rangle$
whereas the last factor of Eq. (V.11) contains
$\left.\langle\mathrm{p}|\left|\mathrm{j}_{\lambda}(0) \mathrm{j}_{\mu}(\mathrm{y})\right| \mathrm{p}_{2} \dagger\right\rangle,\left\langle\mathrm{p}_{\ell}\right| \mathrm{j}_{\lambda}(0) \mathrm{j}_{\mu}(\mathrm{y})\left|\mathrm{p}_{2} \uparrow\right\rangle$ etc., where in general $\mathrm{p}_{2} \neq \mathrm{p}$. Hence if one knows how to calculate Eq. (V.12) one can certainly calculate Eq. (V. 11) but not the other way around.
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## APPENDIX A

In this appendix we give an alternative proof that the $\alpha^{3}$ contribution to the up-down asymmetry is given completely by the imaginary part of the diagrams shown in Fig. 2a and 2b. In Section 2c we have shown this by using the properties of Feynman diagrams. In this appendix we show this directly using $T$ and $P$ invariances and the unitarity of s matrix.

Let us write the $s$ matrix in the form

$$
\begin{equation*}
\langle f| s|i\rangle=\delta_{i f}+i(2 \pi)^{4} \delta^{4}\left(p_{f}-p_{i}\right)\langle f| A|i\rangle \tag{A.1}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\left(e A_{1}+e^{2} A_{2}+e^{3} A_{3}+\ldots\right) \tag{A.2}
\end{equation*}
$$

Unitarity of $s$ gives

$$
\begin{equation*}
\langle f| A^{+}|i\rangle=\langle f| A|i\rangle-i(2 \pi)^{4} \sum_{n}\langle f| A|n\rangle\langle n| A^{+}|i\rangle \delta^{4}\left(p_{i}-p_{n}\right) \tag{A.3}
\end{equation*}
$$

The asymmetry is proportional to

$$
\begin{equation*}
\Delta=\sum_{\substack{\lambda_{\mathbf{f}}, \lambda_{1} \\ \lambda_{3}}}\left\{\left|<p_{3} \lambda_{3} p_{f} \lambda_{f}\right| A\left|p_{1} \lambda_{1} p_{2} \uparrow\right|^{2}-\left|<p_{3} \lambda_{3} p_{f} \lambda_{f}\right| A\left|p_{1} \lambda_{1} p_{2} \downarrow>\right|^{2}\right\} \tag{A.4}
\end{equation*}
$$

We consider this in the laboratory system, Fig. 3. $\lambda_{1} \lambda_{3}$ and $\lambda_{f}$ are helicity states and $|t\rangle$ and $\left|\left\rangle\right.\right.$ are eigenfunctions of angular momentum $J_{y}$ for the initial proton. Decomposing $|\hat{}|\rangle$ and $|\rangle$ also into helicity states

$$
|i\rangle=\frac{1}{\sqrt{2}}\left(\left|\frac{1}{2}\right\rangle+i\left|-\frac{1}{2}\right\rangle\right) \text { and }\left|\left\rangle=\frac{1}{\sqrt{2}}\left(\left|\frac{1}{2}\right\rangle-i\left|-\frac{1}{2}\right\rangle\right)\right.\right.
$$

we can write Eq. (A.4) as

$$
\begin{equation*}
\Delta=-2 \operatorname{Im} \sum_{\lambda_{1} \lambda_{3} \lambda_{f}}\left\langle p_{3} \lambda_{3} p_{f} \lambda_{f}\right| A\left|p_{1} \lambda_{1} p_{2} \frac{1}{2}\right\rangle^{*}\left\langle p_{3} \lambda_{3} p_{f} \lambda_{\mathrm{f}}\right| A\left|p_{1} \lambda_{1} p_{2}-\frac{1}{2}\right\rangle \tag{A.5}
\end{equation*}
$$

The time reversal invariance implies

$$
\begin{equation*}
\langle\mathrm{f}| \mathrm{A}|\mathrm{i}\rangle^{*}=\langle\mathrm{Tf}| \mathrm{A}^{+}|\mathrm{Ti}\rangle \tag{A.6}
\end{equation*}
$$

Let us use the coordinate system defined by Fig. 3 and let R be a rotation by $\pi$ about the $y$ axis. Then we have

$$
\begin{equation*}
\operatorname{RT}\left|\mathrm{p}_{2} \lambda_{2}\right\rangle=\eta\left|\mathrm{p}_{2} \lambda_{2}\right\rangle \tag{A.7}
\end{equation*}
$$

where $\eta$ is a phase independent of $\lambda_{2}$.
Using Eqs. (A.6) and (A.7), Eq. (A.5) can be written as

$$
\begin{equation*}
\Delta=-2 \operatorname{Im} \sum_{\lambda_{1} \lambda_{3} \lambda_{f}}\left\langle p_{3} \lambda_{3} p_{f} \lambda_{f}\right| A^{+}\left|p_{1} \lambda_{1} p_{2} \frac{1}{2}\right\rangle\left\langle p_{3} \lambda_{3} p_{f} \lambda_{f}\right| A^{+}\left|p_{1} \lambda_{1} p_{2}-\frac{1}{2}\right\rangle^{*} \tag{A.8}
\end{equation*}
$$

Substituting the unitarity relation (A.3) into (A.8) adding the resultant $\Delta$ to the $\Delta$ obtained in Eq. (A.5) and dividing the expression by 2, we obtain

$$
\begin{align*}
\Delta= & -\operatorname{Im} \sum_{1} \sum_{3} \lambda_{f}\left\{-\mathrm{i}(2 \pi)^{4}\left[\langle | \delta^{4} \mathrm{AA}^{+}\left|\frac{1}{2}\right\rangle\langle | \mathrm{A}\left|-\frac{1}{2}\right\rangle^{*}-\langle | \mathrm{A}\left|\frac{1}{2}\right\rangle\langle | \delta^{4} \mathrm{AA}^{+}\left|-\frac{1}{2}\right\rangle^{*}\right]\right. \\
& \left.\left.+(2 \pi)^{8}<\left|\delta^{4} \mathrm{AA}\right| \frac{1}{2}\right\rangle\langle | \delta^{4} \mathrm{AA}^{+}\left|-\frac{1}{2}\right\rangle^{*}\right\} \tag{A.9}
\end{align*}
$$

Where we have used short hand notations

$$
\begin{aligned}
& \langle | \equiv\left\langle p_{3} \lambda_{3} p_{f^{\prime}} \lambda_{f}\right|,\left|\frac{1}{2}\right\rangle \equiv\left|p_{1} \lambda_{1} p_{2} \frac{1}{2}\right\rangle,\left|-\frac{1}{2}\right\rangle \equiv\left|p_{1} \lambda_{1} p_{2}-\frac{1}{2}\right\rangle \text { and } \\
& \delta^{4} A A^{+} \equiv \sum_{n} \delta^{4}\left(p_{i}-p_{n}\right) A|n\rangle\langle n| A^{+}
\end{aligned}
$$

Applying the antiunitary operator RT defined in (A.7), we see that the last term in Eq. (A.9) is real and therefore it can be ignored. The first two terms in Eq. (A.9) can be further simplified by using the invariance under $Y=e^{-i \pi J} y_{P}$.

Since $Y|p \lambda\rangle=\eta^{\prime}(-1)^{s-\lambda} \mid p-\lambda>$, where $\eta^{\prime}$ is a phase independent of $p$ and $\lambda$, we have $\mathrm{Y}\left|\frac{1}{2}\right\rangle \mathrm{Y}\left|-\frac{1}{2}\right\rangle^{*}=-\left|-\frac{1}{2}\right\rangle\left|\frac{1}{2}\right\rangle^{*}$. Thus Eq. (A.9) can be written as

$$
\begin{equation*}
\left.\Delta=2 \operatorname{Re} \sum_{\lambda_{1} \lambda_{3} \lambda_{f}}(2 \pi)^{4}<\left|\delta^{4} \mathrm{AA}^{+}\right| \frac{1}{2}\right\rangle\langle | \mathrm{A}\left|-\frac{1}{2}\right\rangle^{*} \tag{A.10}
\end{equation*}
$$

For the $\alpha^{3}$ contribution to $\Delta, A$ in $\langle | A\left|-\frac{1}{2}\right\rangle^{*}$ can be either $e^{2} A_{2}$ or $e^{3} A_{3}$. In the former case $\langle | \mathrm{i} \delta^{4} A A^{+}\left|\frac{1}{2}\right\rangle$ represents the absorptive part of the two photon exchange diagrams. On the later case $\langle | A\left|-\frac{1}{2}\right\rangle^{*}$ represent the bremsstrahlung emission from the electron lines and $<\left|\delta^{4} \mathrm{AA}^{+}\right| \frac{1}{2}>$ represent the absorptive part of the bremsstrahlung emission from the hadrons. In both of these cases $\langle | A\left|-\frac{1}{2}\right\rangle^{*}$ in Eq. (A. 10) does not have any absorptive part, hence $A^{+}=A$ for this matrix element. Changing from the helicity representation back into the angular momentum representation we have

$$
\begin{align*}
\Delta= & \operatorname{Re} \lambda_{1} \sum_{3} \lambda_{f} i(2 \pi)^{4} \mid\langle | \delta^{4} \mathrm{AA}^{+}|\dagger\rangle\langle | \mathrm{A}|\uparrow\rangle^{*} \\
& \left.\left.-\langle | \delta^{4} \mathrm{AA}^{+}| |\right\rangle\langle\langle\mathrm{A}| \mid\rangle^{*}+\langle | \delta^{4} \mathrm{AA}^{+}| |\right\rangle\langle | \mathrm{A}\left|\left\rangle^{*}\right.\right. \\
& \left.\left.-\langle | \delta^{4} \mathrm{AA}^{+}|\dagger\rangle\langle | \mathrm{A}| |\right\rangle^{*}\right\} \tag{A.11}
\end{align*}
$$

Applying the invariance under PT, Eqs. (II. 8) and (II.9), to the first and the third terms inside the curly bracket and using $\operatorname{PTA}(\mathrm{PT})^{-1}=\mathrm{A}^{+}$, we see that the first term is complex conjugate of the second and the third term is $(-1)$ times the complex conjugate of the fourth. Hence the third and fourth terms and the Re symbol can be dropped from Eq. (A.11).

$$
\begin{align*}
\Delta= & \mathrm{e}^{6} \sum_{\lambda_{1} \lambda_{2} \lambda_{3} \lambda_{\mathbf{f}}}\left\langle\left.\langle | \mathrm{A}_{2} \gamma_{5} \frac{\mathrm{~s}}{\mathrm{~s}} \right\rvert\, \lambda_{2}\right\rangle^{*}\langle | \mathrm{i}(2 \pi)^{4} \delta^{4} \mathrm{~A}_{2} \mathrm{~A}_{2}^{+}\left|\lambda_{2}\right\rangle \\
& +\langle | \mathrm{A}_{3} \gamma_{5} \frac{\mathrm{~s}}{\mathrm{~m}}\left|\lambda_{2}\right\rangle^{*}\langle | \mathrm{i}(2 \pi)^{4} \delta^{4} \mathrm{~A}_{1} \mathrm{~A}_{2}^{+}\left|\lambda_{2}\right\rangle \tag{A.12}
\end{align*}
$$

The first term corresponds to the class of diagrams represented by Fig. 2 b and the second term corresponds to those diagrams represented by Fig. 2a. Hence we have reproduced all the results contained in Section $2 c$ without using the properties of $\gamma$ matrices. From Eqs. (A.2) and (A.3) we see that $\left\langle i(2 \pi)^{4} \delta^{4} A_{2} A_{2}^{+}\right| \lambda_{2}>$ in Eq. (A.12) is 2i times the imaginary part of the two photon exchange diagram $\langle | A_{4}\left|\lambda_{2}\right\rangle$ and hence can be obtained from Cutkosky rule Eq. (B.5).

## APPENDIX B

## CUTKOSKY RULE

In Chaper IV we have used the Cutkosky rule ${ }^{19}$ to obtain the imaginary part of the two photon exchange diagram. It is easy to see the rule as applied in our calculation is equivalent to the unitarity relation. Using the notation of Appendix A, the unitarity of s gives

$$
\begin{equation*}
\langle | A_{4}-A_{4}^{+}\left|\lambda_{2}\right\rangle=\langle | i(2 \pi)^{4} \delta^{4} A_{2}^{+} A_{2}\left|\lambda_{2}\right\rangle \tag{B.1}
\end{equation*}
$$

Suppose we are interestedin the contribution from an intermediate state consisting of one electron denoted by $p^{\prime}$ and one proton denoted by $p$. Inserting the states of these two particles and summing their spins, Eq. (B.1) becomes

$$
\begin{align*}
& \left.i<\left|A_{2}^{+} \int(2 \pi)^{4} \delta^{4}\left(p_{1}+p_{2}-p-p^{\prime}\right) \frac{d^{3} p^{\prime}}{2 E^{\prime}} \frac{d^{3} p}{2 E} \frac{1}{(2 \pi)^{6}}(p+M)\left(p^{\prime}+m\right) A_{2}\right| \lambda_{2}\right\rangle \\
& \left.=i<\left|A_{2}^{+} \int \frac{d^{4} p^{\prime}}{(2 \pi)^{4}}\left[i(p+M) 2 \pi i \delta_{+}\left(p^{2}-M^{2}\right)\right]\left[i\left(p^{\prime}+m\right) 2 \pi i \delta_{+}\left(p^{\prime}-M^{2}\right)\right] A_{2}\right| \lambda_{2}\right\rangle \tag{B.2}
\end{align*}
$$

Now except for the factor $i$ in front of $<\mid$, the expression (B.2) is exactly what one obtains by applying the Cutkosky rule to the usual Feynman rule for the two photon exchange diagram. The origin of $i$ in front of $<\mid$ is that the usual Feynman rule refers to the $s$ matrix element which differ from the matrix element of $A$ by a factor of $i$ (see Eq. (A.1)). Since we are interested only in the interference terms between two matrix elements, only the relative phase between them enters into the problem and the factor of i above always get canceled out as long as we use the same phase convention for the two matrix elements.

In order to illustrate some of the interesting features of the two photon exchange mechanism and the use of Cutkosky rule, let us consider an integration
whose real and imaginary parts are known ${ }^{20}$

$$
\begin{equation*}
b=\int \frac{1 d^{4} k}{\left(k^{2}-2 p_{1} \cdot k\right)\left(k^{2}+2 p_{2} \cdot k\right)\left\{(k-q)^{2}-\lambda^{2}\right\}\left(k^{2}-\lambda^{2}\right)}=-\frac{\pi^{2}}{s q^{2}} \ln \frac{-q^{2}}{\lambda^{2}}\left(\ln \frac{s}{m^{2}}-\pi i\right) \tag{B.3}
\end{equation*}
$$

This integration occurs in the two photon exchange diagram in the e-e scattering shown in Fig. 9. The answer is correct in the limit $s \gg m^{2} \gg \lambda^{2}$ and $-q^{2} \gg m^{2}$, where $s=\left(p_{1}+p_{2}\right)^{2}, q^{2}=\left(p_{1}-p_{3}\right)^{2}, p_{1}^{2}=p_{3}^{2}=m^{2}$ and $\lambda^{2}$ is the fictitious mass of the photon for handling the infrared divergence.

Applying the Cutkosky rule we can easily calculate the following integration

$$
\begin{equation*}
b_{c u t}=\int \frac{i(2 \pi i)^{2} \delta_{+}\left(k^{2}-2 p_{1} \cdot k\right) \delta_{+}\left(k^{2}+2 p_{2} \cdot k\right)}{\left\{(k-q)^{2}-\lambda^{2}\right\}\left(k^{2}-\lambda^{2}\right)} d^{4} k=\frac{2 \pi^{3} i}{s q^{2}} \ln \frac{-q^{2}}{\lambda^{2}} \tag{B.4}
\end{equation*}
$$

Comparing Eq. (B.3) with Eq. (B.4), we obtain

$$
\begin{equation*}
2 \mathrm{i} \operatorname{Imb}=\mathrm{b}_{\mathrm{cut}} \tag{B.5}
\end{equation*}
$$

Equation (B.3) is not easy to calculate whereas Eq. (B.4) is relatively easy. Hence the Cutkosky rule is just a quick way to obtain an imaginary part of a matrix element. Equations (B.3), (B.4) and (B.5) give correct sign and numerical factors in applying the rule.

This example also shows that in general the two photon exchange diagram has infrared divergence in both the real and imaginary parts. The reason that we do not have infrared divergence in the up-down asymmetry is that the infrared divergent part is always proportional to the lowest Born diagram, which does not produce any up-down asymmetry. We also notice that the imaginary part is finite as $\mathrm{m}^{2} \longrightarrow 0$, whereas the real part diverges logarithmically as $\mathrm{m}^{2} \longrightarrow 0$. (Compare with Appendix D.)

## APPENDIX C

In this appendix, we show explicitly that the infrared divergent part of the matrix element is proportional to the lowest order diagram and hence does not contribute to the up-down asymmetry. The matrix element for the two photon exchange diagram shown in Fig. 6b can be written as (ignoring numerical factors)

$$
\begin{aligned}
& T_{2}=\int \frac{d^{4} k}{(2 \pi)^{4}} \bar{u}\left(p_{3}\right) \gamma^{\lambda} \frac{\frac{p_{1}-k}{\frac{k}{m}+m}}{k^{2}-2 p_{1} \cdot k} \gamma^{\mu} u\left(p_{1}\right) \bar{u}^{\alpha}\left(p_{f}\right) \gamma_{5} \pi_{\lambda \alpha}(q-k) \frac{p_{2}+\frac{k}{w}+M}{k^{2}+2 p_{2} \cdot k} \\
& \Gamma_{\mu}(\mathrm{k}) \mathrm{u}\left(\mathrm{p}_{2}\right) \frac{1}{(\mathrm{q}-\mathrm{k})^{2}-\lambda^{2}} \frac{1}{\mathrm{k}^{2}-\lambda^{2}}
\end{aligned}
$$

Since the infrared divergence occurs at $k \rightarrow 0$, the infrared divergent part of $\mathrm{M}_{2}$ can be obtained by letting all the $\mathrm{k}^{\prime} \mathrm{s}$ in the numerator and in the denominator $(q-k)^{2}-\lambda^{2}$ equal to zero. We also note that

$$
\begin{gathered}
\left(\mathrm{p}_{1}+\mathrm{m}\right) \gamma^{\mu} u\left(\mathrm{p}_{1}\right)=2 \mathrm{p}_{1}^{\mu} u\left(p_{1}\right) \\
\Gamma_{\mu}^{(\mathrm{k}) \xrightarrow[\mathrm{k} \longrightarrow 0]{ }} \gamma_{\mu}
\end{gathered}
$$

and

$$
\left(\mathrm{g}_{2}+\mathrm{M}\right) \gamma_{\mu} u\left(\mathrm{p}_{2}\right)=2 \mathrm{p}_{2 \mu} \mathrm{u}\left(\mathrm{p}_{2}\right)
$$

Hence the infrared divergent part of $M_{2}$ is equal to

$$
\begin{aligned}
T_{2 \text { infrared }}= & \bar{u}\left(p_{3}\right) \gamma^{\lambda} u\left(p_{1}\right) \bar{u}^{\alpha}\left(p_{f}\right) \gamma_{5} \pi \lambda \alpha^{(q)} u\left(p_{2}\right) \frac{1}{q^{2}} \\
& \times 4\left(p_{1} \cdot p_{2}\right) \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{\left(k^{2}-2 p_{1} \cdot k\right)\left(k^{2}+2 p_{2} \cdot k\right)\left(k^{2}-\lambda^{2}\right)}
\end{aligned}
$$

which is proportional to the lowest order graph $\mathrm{T}_{1}$ shown in Fig. 6a.

Even though there is no infrared divergence in the up-down asymmetry, in practical calculations one has to be careful in choosing the coordinate system in order to avoid the integrand to blow up near $\mathrm{k}^{2} \longrightarrow 0$ (see Chapter IV and Appendix D).

## APPENDIX D

In this appendix we show that no singularity will be induced by ignoring the mass of the electron in the two photon exchange contribution to the up-down asymmetry $A_{t}$. We have shown this explicitly in Chapter IV that when the hadron intermediate state is a proton and the final hadron state is $\mathrm{N}^{*}$, via M1 transition. Using gauge invariance we show that this is true also for an arbitrary final and intermediate hadron state. When the mass of the electron is ignored $q^{\mathbf{q}^{2}}$ vanishes when $p^{\prime}$ is parallel to ${\underset{m}{m}}$. (See Fig. 7b.) When $p^{\prime}$ is almost parallel to $p_{3}, q^{\prime 2}$ is proportional to $\theta^{\prime 2}$ where $\theta^{\prime}$ is the angle between $p_{3}$ and $p^{\prime}$. The solid angle is proportional to $\theta^{\prime}$, hence all we need to prove is that $L^{\mu \nu \lambda} B_{\mu \nu \lambda}$ is proportional to $\theta^{\prime}$ when $p_{3}$ and $p^{\prime}$ are almost parallel to each other and the mass of the electron is ignored. Let us choose the direction of $q^{\prime}=p^{\prime}-p_{3}$. as the $z$ axis, and both $p^{\prime}$ and $p_{3}$ are on the $x z$ plane in the center-of-mass system. When the mass of electron is ignored we have

$$
\begin{equation*}
q^{\prime^{2}} \equiv\left(p^{\prime}-p_{3}\right)^{2}=q_{0}^{\prime^{2}}-q_{z}^{\prime 2} \approx-E^{\prime} E_{3} \theta^{\prime 2} \tag{D.1}
\end{equation*}
$$

Let us consider first the case when the masses of the final and the intermediate hadron states are not equal to each other, so that $q_{0}^{1} \neq 0$. Then from Eq. (D.1) we may write

$$
\begin{equation*}
q_{\lambda}^{\prime}=\left(q_{0}^{\prime}, q_{x}^{\prime}, q_{y}^{\prime}, q_{z}^{\prime}\right)=q_{0}^{\prime}\left(1,0,0,1+\left(E^{\prime} E_{3} \theta^{2} / 2 q_{0}^{\prime 2}\right)\right) \tag{D.2}
\end{equation*}
$$

Equation (D.2) together with current conservation $q^{\prime \lambda} B_{\mu \nu \lambda}=0$, yields

$$
\begin{equation*}
B_{\mu \nu 0}=B_{\mu \nu Z}\left(1+E^{\prime} E_{3} \theta^{2} / 2 q_{0}^{\mathbf{1}^{2}}\right) \tag{D.3}
\end{equation*}
$$

In the same coordinate system, the four vector $p_{3}$ (mass ignored) can be written as

$$
p_{3 \lambda}=E_{3}\left(1, \sin \theta_{3}, 0, \cos \theta_{3}\right)
$$

where

$$
\theta_{3}=\theta^{\prime} E^{\prime} / Q^{\prime}
$$

Hence

$$
\begin{equation*}
p_{3}^{\lambda} B_{\mu \nu \lambda}=E_{3}\left(B_{\mu \nu 0}-B_{\mu \nu z} \cos \theta_{3}-\sin \theta_{3} B_{\mu \nu x}\right) \approx-E_{3} E^{\prime} \theta^{\prime} / Q^{\prime} B_{\mu \nu x}+0\left(\theta^{\prime}{ }^{2}\right) \tag{D.4}
\end{equation*}
$$

When the spin of the electron is ignored, the lepton trace $L^{\nu \lambda \mu}$ is equal to $8 \mathrm{p}_{1}^{\nu} \mathrm{p}_{3}^{\lambda} \mathrm{p}_{1}^{\mu}$ as shown in EqS. (IV.2) and (IV.3). Hence $L^{\nu \lambda \mu_{B}}{ }_{\mu \nu \lambda} \propto \theta^{\prime}$ as desired. Now suppose we restore the spin of the electron, but ignore its mass, we have from Eq. (IV.2)

Using the previous arguments, the terms proportional to $p_{3}^{\lambda}$ and $p^{\mathbf{p}}=p_{3}^{\lambda}+q^{\dagger \lambda}$ in Eq. (D.5) yield terms proportional to $\theta^{\prime}$ in $L^{\nu \lambda \mu} B_{\nu \lambda \mu}$. We notice that in the rest of the terms in Eq. (D.5), ${\underset{m}{m}}$ and $p^{\prime}$ are next to each other inside the trace. When $p_{3}$ and $p^{\prime}$ are parallel to each other, these terms are equal to zero separately if the mass of the electron is ignored. Hence we have proven that the neglect of the mass of the electron does not cause any singularity in the imaginary part of the two photon exchange diagram for arbitrary final and intermediate states of hadrons provided that they have different invariant masses.

We next consider the case in which the virtual photon is coupled to the hadrons with identical invariant masses such as $\gamma \mathrm{pp}$ or $\gamma \mathrm{N} * \mathrm{~N}^{*}$ couplings. The vertex labeled $\mu$ with momentum transfer $k$ in Fig. 6 b is such an example. In this case
the energy transfer is zero in the center-of-mass system and hence Eqs. (D.2) and (D.3) are meaningless. We notice that in this case the vanishing of $\mathrm{q}^{2}$ in the forward scattering is independent of the mass of the electron as can be seen from Eq. (IV.12) where $M^{2}$ and $M_{f}^{2}$ are now equal to each other. We also notice that in this case the kinematics is such that in order to have a vanishing $\mathrm{q}^{2}$, all four components of $q^{7}$ must vanish, which is precisely the infrared limit. Since we know there is no infrared divergence for the up-down asymmetry independent of the value of the mass of the electron we conclude that the mass of the electron can be ignored in this case as well. In contrast to the previous case the nonexistence of the infrared divergence depends critically upon the fact that there are odd numbers of $\gamma_{5}$ in $B_{\mu \nu \lambda}$ hence it is true only for the asymmetry, but not true in general for the imaginary part of the two photon exchange diagram. (See Appendix B and C.)

This observation not only enables us to ignore the electron mass in this kind of calculation but also tells us that there will be no terms such as $\alpha \ln \left(\mathrm{s} / \mathrm{m}^{2}\right)$ and $\alpha \ln \left(-q^{2} / m^{2}\right)$ in the asymmetry $A_{t}$. It should be emphasized however that in the actual numerical integration with respect to the solid angle of $p^{\prime}$, even though we have proven that the singularities due to the two photon propagaotrs are canceled by the zeros in the numerator, one has to choose coordinate systems properly, otherwise the integrand is too singular to perform the numerical integration even if the electron mass is not ignored. In Chapter IV, we have chosen the $z$ axis to be along ${\underset{\sim}{m}}_{3}$ when $p^{\prime}$ is almost parallel to ${\underset{m}{m}}$ and the $z$ axis to be along $p_{1}$ when $p_{n}^{\prime}$ is almost parallel to $p_{1}$. We have found no trouble occurred even if the mass of the electron is ignored.
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FIG. 1--Experimental results of S. Rock et al. ${ }^{3}$
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FIG. 2--Two classes of Feynman diagrams which contribute to the up-down asymmetry. $f, f^{\prime}$ and $n$ are arbitrary states. $p_{2}$ represents the polarized target proton. $p_{1}$ and $p_{3}$ are incident and outgoing electrons respectively.


FIG. 3--Coordinate system used in the calculation.
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