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ABSTRACT

Electron-proton elastic scattering cross sections
have been measured at the Stanford Linear Accelerator
Center for four-momentum transfers squared (qe) from 1.0
to 25.0 (GeV’/c)2u The electric (GEP) and magnetic (GMP)
form factors of the proton were not separated, since
angular distributions were not measured at each q2. How-
ever, values for GMP were derived assuming various

relations between G and G Several theoretical models

EP MP*

for the behavior of the proton magnetic form factor at

high values of q? are compared with the data.



I. INTRODUCTION

Understaﬁding the internal structures of elementary particles is
a fundamental problem of strong interaction physics. More than fifteen
years have elapsed since the early experiments qf Hofstadter and colla-
borators at Stanfordl showed the effects of the structure of the proton
in elastlc electron-proton scattering. During this time the problem
of hadronic sbructure in general and nuclear structure in particular has
received the the attention of experimentalists and theorists alike. The
proton is the easiest hadron to study, and many available techniques can
shed light on its structure. Of these techniques, high-energy elastic
eleqtron-préton scattering has préved to be particularly fruitful since
the guantum electrodynamic's portion of the‘interaction is understood.

The momenbum carried by the virtual photon responsible for the
elastic scattering is reciprocally related to its wavelength and thus
approximatelj reciprocally related to the charactefistic distance probed
in the interaction. One of the principal objectives of our experimental
progran vas to make use of the high energy and high intensity electron
beam at the Stanford Linear Accelerator Center (SLAC) to extend the
kinematic range of the measurements of elastic electron-proton cross
sections, and thug to search for structure effects at the shortest possible
distances.

In the one-photon-exchange approximation, the structure of the
proton is described by two functions, GEP(qe) and GMP(qz), the electric
and magnetic structure form factors, respectively. These form factors
depend only on the four-momentum transfer sqgarcd (gg}

q2 = P_EOE(l - cosd) (1)



The quantities EO and E arg the incident and scattered electron energies,
respectively, and 6 is the laborgtory scattering angle of the electron.
Following the initial studies at Stanford, groups at Bonn, CEA, Cornell,
DESY, Frascati, Orsay and Stanford measured elastic electron-proton cross

sections to ever increasing values of q?. Measurement52 at DESY have

extended the knowledge of GMP(qe) to q2 = lO(GeV/c)Q. Owing to greater

3

experimental difficulty, GEP(qE) has been measured” at DESY only to

a® = 3(cev/e)?,

The program of elastic electron proton-scattering experiments at

SLAC has measured QMP(qE) to q? = 25(GeV'/c)2 and, with somewhat less

henr
Lave

precision, GEP(qz) to,qg = &(Gev/c)g. Our measurements of G
' 5

been published earlier in letter form.h We here degeribe” the program

of measurements of QMP including detailed descriptions of the instrumenta-
tion, data reduction, and comparison of our results with other eguivalent
data and with a wide variety of the theoretical predictions.

The cross section for elastic electron-proton scattering has been

calculated by Rosenbluth6 in the approximation of a single-photon ex-

‘change process:

2 2

do do G + TG 2]
(._> - <._> B MR, o Gﬁﬂj tan® — (2)
an an NS 1+ T | 2.
where
do e2 2 E 6
2
— = |\——%g ) — cos = (3)
aq NS 2hos1n 5 EO 2 _
and 5

R | (%)
e

In Eq. (2), fi=c=l, the electron mass has been neglected, and M is the

mass of the proton,
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The interpretation of the form factors as Fourier transforms’ of
the spatial distributions of charge and magnetic moment ‘of the proton
is appropriate when q? is small enough so that the relativistic correc-
tions are small. Although experiments in this region of q2 have the
advantage of straightf@rward interpretation, they have the disadvantage
of being insensitive to detalls of the étructure of the proton at small
distances. The physical interpretation of the data at high values of

q2 is more difficult; however many of the theoretical models which have

been advanced in recent years can be tested only in this region.

The Rosenbluth formula (Eq. (2)) relétes one cross section to two
form factors, and ;n order‘to determine gxperimentally both GEP(qe) and
GMP(qz) as functions of q2 the customaryiprocedure is to measure the
cross sectlons as functions of scatteringkangle at each-value of q?.
This procedure leads to the "Rosenbluth plot" in which the structure-
dependent part of the crosé section 1s plotted as a function of tan26/2

for a constant value of q2. Thus Eq. (2) becomes

(do/aq)

= =1+ 8 tan26/2 (5)
(dc/dQ)NS
with a slope:
. ;
8 = 271G, ‘ (6)
and an intercept at tan29/2 = 03
2 2
G p + TG
EP MP
I=— - (1)
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By measuring the slope and the intercept, one can separate GEP and

GMP' Unfortunately the separation becomes more difficult as q? increases
because 1) the cross cections become smaller, and 2) the factor T in the
numerator of I enhances the contribution of GMP relative to GEP'

The following relationship is called "form factor scaling" (to

distinguish it from "scaling" in deep inelastic electron scattering):
2 2
where g is the magnetic moment of the proton. Form factor scaling is

true by definition in the limit of q? = 0, and has been found experi-

8 e 2
meuual%y to be true to within about 5 percent for g wvalues up to

35

\O

l(GeV/c . More recent experiments”’” indicate that for values of q
up to 3(GeV/c) , form factor scaling is violated and that GEP(qg) de-
creasgses Taster with q2 than GMP<q2)' These experiments support a two
tdﬁthree standard deviation violation of scéling. The SLAC datah dre
‘consistent with form factor scaling at q? of 2.5 and 3.75(GeV/c)2 to
within the measurement errors of about 40 percent; however they differ
by only abﬁut 1.5 standard deviations from the results showing a vio-
lation of form factor scaling. By substituting Eq. (8) into Eg. (2),

we have:

<d> ( ) <MPQ)) L ewt]
iy 1l +7T 2 v

which is the relation used in the present study to extract values of

GSE,(qg)., The superscript, §, denotes that G, is derived under the

assunotion of fora

~h

zetor scaling.
Hofstadter and his collaboratorslo Tound empirically that the

Torm factors cculd bé simply Expressed by a relation which is now



referred to as the "dipole" formula:

D (d®)
GD (q2) _ MP q _ G _
EP - ~ “Dipole 2 2
" TR (14 %/o.T1)

1

(10)

where q? has the units of (GeV/c)z. This relationship incorporates the
fgfm factor scéling rule. Although the existing data show statistically
significant deviations form Eq. (lO), it remains a useful approximation
of the form factors over a wide range éf q?.

Most of the data of the present experiment weré taken for q?
values larger than M(GeV/c)e but, as angular distributions were not
taken at each q? value, it was not possible to check the validity of
Eq. (8). 1In this paper the correctness of form factor scaling will not

be analyzed further.

IT. THE EXPERIMENTAL EQUIPMENT
IT.}1 Brief Description
The data which we report were taken over a period of about two years
at the Stanford Linear Accelerator Center (SLAC) by a colleboration of
physicists from the Massachusetts Institute of Technology, California
\Institute of Technology, and SLAC. Views of the experimental arrange-
ment are given in Fig. 1. The electron bean from the linear accelerator
passed through a liquia hydrogen target and the scattered particles were
analyzed with the SLAC 8;GeV/c magnetic spectrometer, The total charge
incident upon the target in each run was measured by secondaryfemission
monitors (SFM) and & toroid induction monitor. These monitors were

regulsrly intercalibrated using a Faraday cup. Pavticles which had



passed through the spectrometef were detected by a system of sciﬁtilla—
‘tion counter hodoscopes, dE/dx counters and a total abgorption showér
counter., The scintillation counters through which e particle paséed were
identified in the electronics by a coincideﬁce technique which set flip-
flops in a buffer array. An on-line computer scanned the buffers, read
the pulse-heights in the dE/dx and shower counters, and recorded the
information on magnetic tape for later off-line analysis. The computer
also performed extensive equipment tests and on-line calculations.

As these were the first measurements performed with the 8-GeV/c
spectrometer, we Included detailed check runs to investigate the optics
of the device and, in particular, to measure the variation of the solid
angle accepﬁance forrdifferent momentum settings. (For further details,
see Section IV.1). We also mecasured cross sectigns as a function of
beam spot size, beam current intensity, and pulse repetition rate in
order-to investigate density changes in the liquid hydrogen (see Section
Iv.2).

In the balance of this section we

[

give a more detailed description
of the experiment and the apparatus. In Section III we discuss the

details of the data analysis.

JI.2 The Beam
The beam transporﬁ system consisted of bending magnets and quad-
rupoles vhich provided a wmomentum-analyzed and focussed beam at the
target. The maximum phase space through the system in both horizontal
and vertical directions was roughly equivalent to 0.3 cm beam spot
b o .

radivs times 107 ' radian anguler divergence. A sirplified drawing of

the optics of the transport system is given in Fig. 2. The beam Trom



ths acceleratorll was collimated and passed through the first bending
magnet (BML) and then through momentum-defining slits (S). Quadrupoles
imaged the collimator onto the slits. The slits could be adjusted to
define a total momentum pass band (A@/p) in the range from 0.1 to 2.5%.
The beem was then transmitted through the second bending magnet (EM2)
and with quadrupoles refocused onto the target. The focussing was
achromatic, that is, after leaving the last magnetic element, the momentum
and transverse position distribution within the beam were uncorrelated.

The accelerator delivered up to 360 pulses of beam per second,
with a pulse length whichvvaried between 1.0 and l.5pusec, During these
measurements, time-averaged currents of up to 10uA were used, although
the intensity had to be reduced by gbout a factor of from 10 to 50 for
the low-q2 data. |

The total‘@omentum spread in the incident beam was restricted
‘between typically 0.1 and 0.2% so that a kinemwatic separation could be
maintained between the elastic electron-proton scattering peak and
inelastic threshold. Precise knowledge of the incident energy was re-
quired since the cross section varied rapidly with energy. Extensive
magnetic measurement and precision surveying of the beam transport systenm
provided a momentum and hence energy calibration to an accuracy of between
0.1 and iO.é%o The incident momentum was determined from the reading
of a flip-coil magnetometer in a reference magnet identical to and
connected in series with the bending magngts. It is believed that the
system would reproduce a given momentum to within #0.02%.

The analyred bean entered the experivental arsa throuzh a channel
in a heavy shielding wall. By adjustment of upstrean steering magnets

and by monitoring the position of the beam on two zinc-sulfide-coated
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screens (Sl and S2 in Fig. 1), the position of the beam at the target
was aligned to withiﬁ about 1 mm and the incident beam direction deter-
nined to better than O0.lmrad. The beam spot size at thé target was
approximately elliptical in shape with vertical and horizontal widths
about about 3 and 6 mm, respectively.

To ﬁinimize backgrounds arising from disposal of the main beam, the
beam traversed the experimental area to a beam dump located about 70 m

behind the target area,

IT.3 Beam Current Monitors

The main current monitor for this experiment was a toriod induc-
tion devicelg.A It consisted of a ferrite toroidal-shaped core which
was located in the incident beamline such that the beam passed through
its b-inch diameter aperture. A winding on the toroid was loaded with
a capaéitor, rezulting in a circuit resonant at 55 kHz. Electron beam
pulses.excited resonant oscillations in thi; circuit. The resonant
signal appearing across the toroid terminals was amplifiedbaﬂd the wave-
form sampléd at one of its subsequent maxima. This sampled voltage was
proportional to the beam charge. The circuitry was designed to have
extremely low noise, high stability, and adequate reliability.

The toroid monitor was remotely reset, started, stopped and réad
by the on-line computer, The toroid core contained an additional wind;
ing &hrough wnich a known amovnt of charge could be transmitted, simula-
ting a beam pulse, for the purpose of absolute calibration.

At regular intervals in the data-teking, ﬁhe SLAC Faraday cup13

was Lrousht into the beamline to intevecaliltrate the current wonitors.
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The ebsolute effiiciency of the Faraday cup was taken to be 100,0 iQ,Q%. 3

The torold monitor was calibrated with respect to the Faraday cup to
within a few tenths of one percent. The long-term stability of the
toroid for the beam levels of this experiment was found to be better
than #0.5%.

As an additional check on beam monitoring, we used two secondary-
emission monitors positioned after the liguid hydrogen target. In
order to obtain the best stability, several designslh for this type of
monitor were used. At best, the responses of these devices would vary
by a few percent depending upon the history of their irradiation and
also depending upon the energy of the incident beam. Although they were
useful for shorf-term checks of the toroid monitors, these devices wvere

not found to be sultable as-main monitors in the experiment.

IT.h Liguid Hydrogen Target

Five condensation—type15 ligquid hydrogen target c;lls of different
slze (vertical cylinders 8 to 32 cm diameter with 25 to 75 g thick stain-
less steel walls) were used during this experiment. Pure hydrogen gas
at a pressure of 15 psig was cooled and liquified by contact with a
large reservolr of liguid hydrogen at 20.4°K and atmospheric pressure.
The ligquid hydrogen then passed into the thin-walled target cell.which
was cooled by a copper heat exchanger coupled to the hydrogen reservoir.
The pressure of the hydrogen gas kéét the temperature of the liquid hydro-
gen in the target cell about 2.5OK belqw its boiling point.

In Fig. 3 we show the hydrogen target cell, the "dummy" (empty) cell

which wzs pogitioned below the hydrogen tarpget cell, =nd =lso o location

7
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for a solid targst. Any one of these three could be moved remotely into

the electron beam.

Relative target temperature changes were measured by carbon reéis-
tors and hydrogen vepor pressure thermometersl6 immersedAin the liqgid
hydrogen of the target cell. The ebsolute calibration of the thermo-
meters was made by reducing the pressure on the target cell until the
liguid Jjust began to boil, From pressure-temperature'tables for liquid

17

we established that the mean cell temperature was Ql.OOK,

corresponding to a liquid hydrogen density of 0.07035 gcm’S. We estima-

hydrogen
ted that the absolute accuracy of the density determination was *1.5%.

II.5 The 8-GeV/c Magnetic Spectrometer
The Spectrometer Facility at SLAC consists of three magnetic
spectrometers, capable of analyzing particles up to momenta of 1.6 GeV/c,

18,19,20 All rotate on concentric

8 GeV/c and 20 GeV/c, respectively.
rails about aAcommon vertical axis and targel position., The variation
of kinematics %nd expected cross sections sugéested that it was most
feasible to cover the range of scattering angles from 0° to 1800 with
three instruments. The EO:CeV/c spectrometer is used for small angle
measurements (Oo to 200, with about 100 microsteradians of solid angle),
the 8-GeV/c spectrometer for internmediate angles (120 to lOOO, with about
50 microsteradians of solid angle) and the lf6;GeV/c spectrometer for
backvard angles (25° to 165°, with about 3 millisteradians of solid angle).
The kinematics of most high-energy physics rcactions in which a
single particle is detected in the final state imply that 1f good nmomentum

A S . ES p . 2 2y PO P . g 2 - o e R
regolution of the detectad particle is reguirzaed, tim it is also noczssary

to determine the scattering angle at which the particle is produced or
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scattered to an accuracy better than that defined by the angular éccept-
ance of the spectrometer. On the other hand, normally one is not inter—_
ested in knowing the precise position in thg target where the reaction
took place., Therefore, all three spectrometers were designed to fécus
poin£~to-point from target to image plane in the vertical (bend) plane
and line-to-point in the horizontal plane. vThe momentum of a trans;
mitted particle is dispersed in the vertical plane whilé the production
angle relative to the central orbit of the spectrometer is‘dispersed in
the horizontal plane.

The 8-Gev/c spectrometer was chosen for this experiment because
it combined a large so0lid angle acceptance with the momentum and
angular ranges necessary to adequately detect those electrons which
elastically scattered at large q2.

The spectrometer is composed of three quadrupoles (Q81, QB2 and
@83) which provide the required focussing, and two rectangular, n=0,
15° bending magnets (B81 and B82) which provide the momentum dispersion.
The arrangement of the magnets and the first-order focal properties are
shown in Figs. ta and kb, The spectrometer has a mwaximum solid angle
accepltance of greater than 0.75 millisteradian, an acceptance of 20
centimeters in target length projected perpendicular to the central ray,
and a momentum acceptance of #2%. The measured first-order dispersions
at 8 GeV/c are 4,57 cm per milliradian in production engle, and 2,91 cm
per percent in momentum. The total horizontal and vertical angular
acceptances are 15.6 and 59.0 milliradians respectively. Because of
the large chromatic aber%ations, the momentum focal plane is tipped at
an anele of 13070 to the central ray. The production-angle focal plane’

=
{

is kept perpendicular to the central ray because it iz not af

1y

fected

[
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strongly by the second-order aberrations. It is separated from the
center of the momerntum focal plane by 0.5 meter to allow separalte angle
and momentuﬁ measurements by two hodoscopes, one lying in each focai
plane, In these two focal planes, the resolutions calcvlated from the
design values of the first— and second-order coefficients are #0.05% in
momentum (assuming a vertical beam size at the target.of #0.15 cm) and
0.2 milliradian in horizontal production angle. Thé malin spectrometer
paramcters are tabulated in Table I. Further discussion-of the optical
properties of the spectrometer as well as the resvlis of detalled tests
of the optics and measurements of the acceptance apertures will be given
in Secvion IV.1l.

The energy resolution requirement wés determined by the kinematics
for separating elastic electron-proton sgattering from the thresheold
for the production of a single pion. This separation, S; is approximately

given by:

(11)

"l om
J
= !;\3-

o)

where m is the pion mass. The most critical requirement for moﬁentum
resolution was for EO = 20 GeV (at the maximum SLAC machine energy) when
S/p = 0.7%. To be certain of achieving a clean separation, the detectors
were built with a momentum resolution of 0.1% in Ap/p. From elastic
electron-proton scattering kinematics the required resolution (06) to
match a given momentun resolution‘is given by:

e} ;:<g%?>/i“ﬁi,:> (12)

P \p sing

As seen in Fig. 5a, the smallest value of A9 for elastic e-p scattering
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with E_ = 20 GeV (assuming tp/p = 0.1%) is about 0.3 milliradian. Thus,
~to be consistent with the design resolution of the momentwa hodoscope,

the 6-hodoscope was built with a first-order opties resolution of 0.3
milliradian. ‘ . ooi-

. fhe compléte spectrometer asseumbly, including the magﬁété, carriage,
detector boom and shielding is shown in Fig. 6. The magnets were mounted
on the carriage in such a way that they could be aligned relative to
one another with sufficient accuracy to insure therresolutions mentioned
above. The detectors were mounted on a boom extending out 5eyond Q83.
The iron and concrete detector shielding was carried on a set of two
separate shielding carriages which opened and closed around the deteftors
like a clam shell.
| The locations of each magnet element and detector positions were
determined by optical surveying and were monitored during the experiment
by a position sensing system?l. This system congsisted of differential

magnetic transformers clamped to the magnetic components with two parallel

stretched wires passing through them firmly held from the deteéctor and

target ends of the support structure. The wires carried a 10 kHz current
which would induce volteges in the transformers when the transformers
were displaced. The induced voltages were read int@ ﬁﬁgiont%ine cémpuﬁéf?

‘from four transformers located on each magnet. From the information; .

the computer calcwlated the three coordinates of the center of each magnet
(x, y and z) and the three rotations (pitch, roll and yaﬁ) andlcdmpared
the values with allowed values. The position stabilityﬁwa§rchepke§ over
several weeks and found to Be satisfactory, representing posiﬁion changes .

which would affect the momentum resolution by less than 0.02% in Ap/p.
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TheAproperties of the magnets are given in Table II. Magnet
currents were set by the on-line computer, allowing the remote setting
of the momentum for the complete spectrometer or for an individual magnet.
The current in each set of magnet coils was read by the computer using
a standard calibrated shunt and a precision digital voltmeter and the
readingsiwere compared with the calculated settings. The stability of
the.magnet power supplies and accuracy of the computer control and
readout system allowed a reproducibility in the setting of the spectro-
meter momentum to an accuracy of better than +0,02% in A@/p. The
absolute calibration of p, from magnetic measurements and using elastic

ibration of the beam
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 switchyard momentum within about +0.15%.

The horizontal scattering angle setting of the spectrometer was
set manually by a chain, sprocket, and shaft encoder system to a precision
of ﬁbout 0.001 degree., The absolute accuracy of the angle system with

-respect to a defined incident beamline was better than *0.15 milliradian.

degraded by several, factors:

1) The beam spot size at the target. A change in the vertical

beam height at the target of 3.0 mm will cause an apparent shift in p
by about 0.1% at the focal plane. We employed a total vertical spot
size of about 3 mm and vertical excursions of the beam position were
monifored to within gbout *0.5 mm.

2) The quality of the incident beam, The angular divergence of

the primary beam was less than #0.1 milliradian and thus had only a
small ¢fTcet on tha gpectrometer regolutlicon., o dlirsction of the inei-

- ERA

dent beam was maintained to within #0.1 milliradian during data taking.

»
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. The effect of the momentum resolution of the incident beanm (AEO/EO) on
the percentage spread Ap/p for elastic e-p scattering is given by:

Ap 1 AR

P
E

: P 2E e E
\ 14+ —2 e sin2 - © °
' M 2

This variation is shown in Fig. 5b which indicates that the highest

(13)

AR
-2
E

O

resolution of the beam switchyard system (AEO/EO = 0.1%) was rarely
required, and for larger scattering angles the momentum-defining slits
could be widened to Increase the beam current while preserving ah accept-
able resolution.

3)  Multiple scattering. According to Eq. (12) multiple scatter-

ing in the target material broadened the apparent Ap/p of the scattered
beam., The effect on Ap/p of multiple scattering of the lower momentum
scattered electron was larger than that of the incident electron. TFor
example, for elastic e-p cross section measurements taken with an 0.02
radiation length cylindrical target at q? = l5(GeV/c)2, and a scattering
angle of 19.70, the multiple scattering of the incident (16 GeV) and
scattered (8 GeV) electrons contributed to the percentage spread A@/p

by 0.027% and 0.054%, respectively.

L) Second-order aberrations in the optics. As seen later

(Section IV.l) these effects are small.

5) Fnergy-loss processes., The effect of electron energy-loss by

radiatlon was to broaden the momentum spectrum of the scattered elec-
trons. (Radiative corrections will be discussed in detail in Section
ITI.3) The increase in energy spread from Lendau gtraggling in the target

T

material was negligibly small in these experiments.
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6) Target length. For a target of finite length there was a

"depth of fiecld" effect arising from second-order aberrations associated
with the change in apparent target length for varying scattering angle.
For a 20 cm long target, this effect caused.Ap/p to increase by a factor
of about 1.5 as the spectrometgr moved from 900 to 150.

7)  Vertical acceptance. The finite vertical angular acceptance

of #29.5 milliradians from the target made a negligible contribution to
the momentum resolution at the angles of these measurements (greater

than 12°).

IT1.6 The Detection System

The locations of the scattered particles at the 9; and p;focal
planes were determined with two arrays of scintillation counters.
Electrons were identified, and pions aﬁd background radiation rejected
by a couplex array of particle discrimination counters. Information
from the detectors was partially processed electronically and then re-
corded in buffer storage before being read into the on-line computer,
This section will describe the detectors, Section II.T7 will give details
of the electronics, and the compuber system will be outlined in Section
I1.8.
| From the deslign values of the 9: and p;dispersions and from the
desired resclutions in 8 and p it was found that the required horizontal
resolution was 1.3 cm and the required vertical resolution was 0.3 cm.
The final design for the hodoscopes is showa in Fig. 7. The f-array
was constructed in two barks, the Tront bonk (nearast to the target) con-

] NS L P BN S T T T o T o Youk SR ™3 B PO
tained 27 scintillation counters and the vear 29 civntsers. The rear bank
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was displaced laterally by a half of a counter widtﬁ with respect to
the front bank. Thus, each 8-bin was defined by the overlap region of
a counter in the front and a counter in the rear bank. The p-array was
similarly arranged in two banks, relatively displaced vertically by
hélf of a counter width and containing 20 and 21 scintillation counters,
respectively. Each momentum counter was 0.63 cm tall, 1.9 cm thick and
84 cm long, and each theta counter was 2.51 cm wide, 0.63 cm thick and
17.5 em tall,

The two hodoscopes were bracketed by front and rear trigger
counters, each of which contained five overlapping scintillators. A
<coincidence between these trigger counter scintillator arrays set a
flag bit which was read into the computer and provided the information
used in evaluating counter efficiencies. Since the triéger c&unters
were slightly larger than the hodoscopes, particles could miss the two
hodoscope arrays and still make a coincidence between the front and rear
trigger counters.

The apparatus for particle identification vas designed to separate
electrons from background pions in both elastic and inelastic scatter-
ing measurements. For elastic electron-protbn scattering, the discri-
minatlion between electrons and pions was most critical at high values
of four-momentum transfer where the electron count rate became extreme-
ly low. The apparatué for n-e identification was a Tairly elaborate
system, although only two main items were required for this experiment.
These parts, shown schematically in Fig. 7, were:

l) A total gbsorption shower counter. This device absorbed

ek

totally the enerygy of an incident elsciron, whoreas most of the energy

of an incident pion escapcd. It had an electron detection efficiency
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“assumed to be 100%, and it misidentified pions as electrons in only a
few percent of the plon events.

2) Three aE/dx countérs. These counters were placed after a 1l

 radiation length lead radiator and served to determine the pulse-height
differences between a minimum-ionizing pion and a showering electron.
When used in conjunction with the total absorption counter, pions were
rejected with a probability of only about 1 in th of misldentifying
a pion as an electron. At this level of pion rejection, the efficiency
of identifying electrons was reduced to about 80%.

The total absorption counter consisted of 16 alternating layers
of lead (1 radiation length thick) and ultraviolet transmitting lucite
(1.9 cm thick). It was followed by 15 radiation lengths of lead. Each
slab of lucite was vieved by four two-inch diameter photomultiplier
tubes, The energy deposited by a showering electron was sampled by
measuring Cerenkov light in the lucite. The amount of lead in this
counter absorbed most of an electromagnetic shower, but was not |
sufficient for the development and dissipation of a pion cascade
shower.22 The width of the pulse-height spectrum of electron showers
was approximately inversely proportional to the square root of the
electron momentum. Thus, for high-energy particles it was possible to
obtain a clean separation between the electron and pion signals, except
for the few percent of the pions which had sufficient pulse height to
underlie the electron peak.

The three dE/dx counters were made from 1.3 cm thick plastic

geintillator and were preceded by a 1 radiation lenzgih of lead slab.

s
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8 minimum-ionizing particles. A pion had a probability of about 0.9
of not interacting in an absorber of this size. However, due to Landau
straggling, there was a probability of a few percent that a pion signal
could resemble the energy loss corresponding tc two or three minimum
ilonizing particles. In the present arrangement, three dE/dx counters
were used so that the probability of this occurring in all three
counters was reduced to less than 0.5%. Although the dE/dx counters
were not used in the final analysis of the elastic electron scabtering
data reported here, they were used very effectively in the diagnostic
phase of the experiment. |

A two inch thick lead mask was installed around the outside edges
of the two hodoscope arrays and just behind the rear trigger counters.
(see Fig. 7). This mask gréatly reduced the probability that a particle‘
that did not traverse the hodoscope assembly could deposit encugh energy
in the total absorption shower counter to fire the total absorpbion

counter threshold discriminator.

IT.7 The Electronic Arrangement
The electronic instrumentation was used to select events from the
detectors and to record the information in buffer storage. Under computer
command, this daté was transferred to computer storage in the 2.8 msec
time interval between accelerator pulses. A schematic of the electronies
is given in Fig. 8,
An output pulse from the total absorption counter was fed into a

threcshold discriminator to provide & sizral ( A7) for the trigger

logic, The discriminated oubputs Irom the 10 trigger counters were fed
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into separate OR circults for the front and rear trigger systems.

A coincidence betwesen any front and any rear trigger counter generated
a signal ("TRIG") for the logic circuitry. The TRIG and TA pulses

were both fed into an AND and an OR circuit. Outputs from these units
generated interrupts for events to be stored in the computer and com-
prised the principal triggering logic. Since every pafticle which
triggered the AND circult also triggered the OR circult, the AND circuit
appears to be logically redundant. However, it was useful for the
evaluaﬂion of deadtime effects, as explained later.

Signals from the 55 H-counters and b1 p—céunters were fed into
DCD electronic modules (which consisted of an input discriminator, a
coincidence circuit and output discriminator), each of which was followed
by an element of buffer storage. The resolving time of the ICD circuit
was épproximately 30 nsec. Also fed through ICD's to buffers were the 1
10 trigger counter discriminators and the pulses TA, TRIG, AND, and
OR. A total of 110 DCD modules were used in this experiment.

The principal trigger signal, developed as outlined abové, was
fanned out to supply the second input to the coincidence circult of
each DCD. In this manner all 8- and p-counters, and the other counters
of the detection array, were interrogated following the arrival of a
Ycandidate event" selected by the trigger logic.

- The outputs of the total absorption counter and of the dE/dx
counters were pulse-height analyzed and the digitized outputs also
held in buffer storage.

The computer could read in the information from the buffers for
only one event per baem pulse. A "kILL ﬁircuit wzs used in the logic

to prevent counter pulses from more than one event from entering the
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the buffer storage locations during one beam pulse. Scalers attached
to the Input and output of the kill circuit were used to determine the
numberbof potential triggers rejected by this circuit and thus to
provide a computer deadtime correction. The incident geam intensity
was adjusted to keep the losses due to the kill circuit beloﬁ about
15%.

A beam gate developed from an accelerator pretrigger pulse
ensured that virtuvally all accepted events occurred within a time
window of 5 psec associated with the beam,

For this triggering loglc, there were three classes of events:

Class: ' 1 2 3

TRIG pulse: Yes Yes No

TA pulse: - Yes No Yes
Class 1: Approximately %% of the elastic electron-proton scattering
data were contained in this class. The threshold ievel of the TA
discriminator was sef low for most of the data taking to ensuré pro-
ducing an output pulse for all elastically scattered electrons. At
this selected threshold level, many pions would also trigger the discri-
minator and so were ihcluded in Class 1. Class 2: These events were
elther from low pulse-height events in the TA counter of electronic
inefficiencies. ihe deadtime contribution of the TA counter was
negligible at the countiﬁg rates of this experiment. Class 3: Some
of these events were scattered electrons which érrived during the

deadtime (1 to 3%) of the trigger counters.
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IT.8 The On-line Computer

An SDS-9300 computer was employed on-line for data logging and
reduction and for control of the experiment. It had a 24-bit word
size, 32k words of core storage, a 1.75 uséc cycle time, and was large
enough to provide flexible and extensive control of the experiment and
analysis of the stored events. The details of the system, which was
especially developed for the SLAC Spectrometer Facility, have been
reported elsewhere.23

The primary function of the computer was to record on magnetic
tape all the information for later off-line analysis of the data.
- For each scattered particle which passed through the detector system,
the computer required 12 words to store such infbrmation as the contents
of the buffer storage locations and the digitized outputs of the pulse-
height analyzers. At the beginning and end of each run the computer
read and logged additional miscellancous data such‘as scaler values,
beam-current monitor outputs, and the target and spectrometer magnet
conditions. When otherwise unoccupied during runs the computer wonitor-
ed the experimental equipment and data; performed simplified cross

section calculations on-line, and updated graphical displays.

IT.9 Choice of Running Conditilons
For a given q2, the cross section for elastic electron-proton
scattering increases with dgcreasing electron scattering angle. The
closest angle of approach of the 8-GeV/c specctrometer to the primary

. . o] 2
beam direction was about 3127 . Thus, for low-q valuss, the data were

- ’

W

o} . 2 . .
collected at angles near 127, At higher g values, the liniting



-23-

“kinematic factor was either the maximum momentum setting of the spectro-
meter or the maximum available accelerator energy.

The momentum setting @f the sbectromeﬁer was adjusted so that the
peak from elastic e-p events appeared in the center of the p-# hodoscope
area., The peak lay along a line which was tilted with respect to the
axes of the p-and 6-counters from the effect of the elastic scattering
kinematics. The threshold setting for the TA couﬁter discriminator
was adjusted so that it fired for all the elastically scattered elec-
trons and for an approximately equal number of pions. The incident
beam intensity was adjusted so that the kill;circuit losses (mentioned
in éection II.7) were about 15% or less,vand the counting rate in the
front trigger counter array was about 2 counts or less per 1.5 psec
beam pulse, |

The measured cross sections varied between 3 X 10-32 and 2 X 10-39
cm?/sr and the statistical accuracy from about 0.3% to about 35%. At
most kinematic conditions, runs were made using the dummy (empty) target
cell in order to correct for non-hydrogen-scattered events in the full
target data. The subtraction from the full-target data for these events

was typically 2 to L%.

ITT. DATA ANALYSIS
. The data analysis was divided into two main parts:
1) The selection of scattered electron e&ents from the detector
signals and the reconstruction of the locations in the e-f arrays.

2) The calculation of cross section values from the selected raw
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be discussed in this section,

IIT.1 Event Selection
For each scattered event vhich was recorded on magnetic tape
we had the following information:

1) Electronic logic condition: Whether the event fired (a) the

fast trigger counters (TRIG) and/or (b) the total absorption shower

counter (TA).

2) Hodoscope pabterns: Knowledge of the counters which fired in
the 6-p hodoscope arrays.

3) The g-e discriminator: Pulse-height information from the

total absorption counter and the three dE/dx counters.

In off-line analysis one could reject about one-half of the data
logged on magnetic tape (and reject only a few percent of the electfon
events) by requiring that each event be accompanied by a TRIG output and
have a TA pulse height which exceeded a preselected minimum value. These
are the event classes 1 and 2, mentioned earlier in Section II.7. .

The clearest indication that a single;particle track passed through
a hodoscope was that two counters fired, one in each of the two banks,
Although the location of such a track is unambiguously defined, the
presence of single additional counters which fired due to a background
event or delta ray tended to confuse the pattern. Thus, in the analysis
program we studied the bit patterns from the buffer storage for the
6~ and p-hodoscopes and put'each event into one of the following cate-
gories:

1) Good event: Each hodoscopz had one single-particle track.




2) Ambiguous event: At least one hodoscope had two or more

single-particle tracks, Thesé were usually caused by elastically
scattered eiectrons which produced a delta ray in or near the hodoscopes,

3) Bad event: At least one hodoscope had no evidence for the
passage of a single parficle through it.

The effects of imposing certain requirements on the data are
illustrated in Fig. 9, which shows the TA spectrum on a logarithmic
scale for a run at q? = 2.5(GeV/c)2 and 6 = 12.60, where Eé = T.9 GeV
and E = 6.6 GeV. Graph 9a shows the pulse-height distribution of all
the raw data which were logged onto the magnetic tape. Logged data re-
guired the presence of a TA pulse that f%red the associated TAgdiscriminator,
a TRIG pulse, or both. The electron peak is clear, but there is notice-
able contamination on the low-energy sidé‘of the peak. Craph 9b shows
the spectrum wh;n only a TA pulse is required (i.e. when the raw data
were ;eanalyzed to select only those events which had a TA pulse that
fired the associated TA-discriminator). Very low pulse heightsbare muach
reduced but the shoulder at channels 30-50 is little changed. Graph .
9c shows the spectrum when only a TRIG signal is required. The very
low pulse heights are little changed, but the shoulder is markedly
reduced. Graph 9d shows the spectrumvwhen only a good event is required
in both of the hodoscopes. The background events are much reduced.
Graph 9e shows the spectrum when all three requirements are included.
Some of the events above channel 80 were double events, and others were

single events which arrived in coincidence with an accildental in the

TA counter. They were not background events in either case. The
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electron peak was close to Gaussian in shape and there was evidence of
a small amount of contamination only on the low-energy side of the peak,
There was a large range over which one could vary the minimum
acceptable TA pulse height and eliminate only the very low pulse-height
events. These latter events were studied in detail and, since we could
find no evidence for the presence of elastically scattered electrons
among them, they were discarded. For this typical spectrum, out of
about 26,000 events in Fig. 9a, only about 12,000 were sclected as
good electrons for Fig. 9e, and of these about 80 were eliminated by

the requirement for a specified minimum pulse height from the TA counter.

ITT.2 Track Location

There were many possibilities for patterns which could appear in
the hodoscope arrays; In Table ITII we show the different types of
patterns which the computer was programmed to recognize. For con-
venience, we show a 20-element hodoscope. The patterns are arranged in
the three categories (good, ambiguous and bad events) which were out-
lined in Section ITI.l.

The hodoscope signals were routed to the buffér storage so that
overlapping counters which fired appeared as adjacent set bits in the
buffer. The exact.assignment of a bin location depended upon tne
number of set bits. If an odd nunber of adjacent bits was set, the
program selected the center bit to define the bin number. For an even
number of adjacent set bits; the bin number was randomly chosen as the
bitlto the left or right of the middle of the set bits. In Table 117,

where a bin location was assigned, we have indicated its posgition with



-27-

an arrovw, or a double arrow where randomizing was ﬁsed.

Several types of patterns were used to be certain that events were
not accildently lost or_gained. The number of adjaceut set bits was
allowed to extend beyond the number expecteé from the hodoscope design
(patterns 4, 5, and 11). Extra single bits were expected. If they
accompanied a track with multi:adjacent bits, the single was assumed to
be due to background (patterns 6, & and 9). However,.if only single bits
were present (patterns 1, 7 and 10), they could have been due to an
inefficient hodoscope counter and were saved for further investigation.
Some patterns which contained extra single set bits were so rare that.
there were too few events to evaluate them with certainty. As they
could only haye a negligible effect on the final cross section values
they were included in patterns such as 6, 8 and 9. |

A1l configurations, however exotic, fell into one of the patterns of
Table III. An intensive study of the TA pﬁlségheight spectra for
events of different patterns and whether or not accompanied by a TRIG
signal, together with mapping of the location of the patterns in the
0-p plane, indicated that this scheme was more elaborate than was
ultimately required. However in aiming for anroverali accufacy in
decoding the events to better than #1% it was necessary to check the
details to substantially better accuracy. In retrospect, there was no
need to distinguish between events with patterns 2 to 6, as they repre;
sented a clean sample of unambiguous, locatable tracks. When they were
checked for having a TRIG output and an'acceptable TA pulsé height,

they contributed approximately 95% of the final selected data.
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Tc select from events which may have had a bit unset due to a

sinzle inefficient counter or to thin gaps between adjacent hodoscope
counters (patterns 1 and 7)_it was necessary to study the TA counter
spectrum. The TA spectrum showed a clean electron peak only for the
events which had a TRIG output and a good track in one hodoscope, These
events were either populated uniformly throughout the 6-p plane

(as expected if caused by gaps) or were located in regions containing
known inefficient counters. Thus, by demanding the TRIG oﬁtput, it

was possible to add selected events from patterns 1 and 7 into the

set of final selected data. |

Pattern 8 provided most of the ambiguous events, and most of these

events had no contamination due to extra single set bits. The double
tracks were rarely due to two electrons in the system, which would have
given a large TA pulse height, but were mainly caused by an electron

accompanied by a delta ray.

set (pattern 13). This corresponded to a particle which traversed the
outer half;width of the outside counters o% the hodoscope. Ag we

decided to restrict our data to those events falling within the region
of overlapping counters, these events were rejected. ©Some of the blank
hodoscope events (pattern 12) might have been due to a scattered particle

which passed through two adjacent inefficient counters in a hodoscope,

This type of event was rare except for one short period of running,

when there was a deterioration in some of the p-counters which caused

a loss of ebovt.2% of our data. We were able to detect and correct

b

for this inefliclency during the analysis.
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The data used in the cross section calculations were selected
from events which were accompanied by a TRIG output, However, events
with no TRIG output were also analyzed so that a correction could be

applied for the trigger counter deadtime which, at the rates used for

data taking, was typically 1 to 3%. The TA pulse-height speétra for
the events with no TRIG output ére shovn in Fig. 10; The raw data
spectrum is heavily contaminated with background, whereas selection of
good event patterns only revealed a clearly visible electron peak. The
good events with TA pulse heights within the expected.region of the
electron peak were selected to provide the required correction factor.
Thus from a study of the signature of the events in the hodoscopes
we were able to assign lbcations in the 6:p array for the good events
and to calculate correction factors to allow for the ambiguous events,
for counter inefficiencies, and for the deadtime of the Tast trigger

counter system. (See Section III.h)

ITI.3 Radiative Corrections

In Fig. 11 we show the distribution of the selected events on a
plane defined by the 6- and p;hodosc0pe arrays. The peak corresponding
to the elastic electron-proton scattering events can be seen clearly
on the 6-p plane, together with the radiative tail which extends to
lower values of momentum. The counts zbove the elastic peak are kine-
matically forbidden for elastic e-p scattering, and can be attributed
to scattering In the walls of the target cell or to misdirected electrons

’

which ragcatiered from lhe egpertures in
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- from the 0-p plane were sumed onto a one-dimensional plot of missing
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energy. This was defined with respect to the energy for elastic e-p
scattering for each f-interval on the plane, and allowed for the |
energy loss in the target and windows. The elastic peak should

have been at the zero vglue of missing energy, although it was
generally displaced by about 5 MeV, corresponding to a difference in
the momentum calibrations of the spectrometer and beam switchyard of
less than 0.15%.

The number of counts in each (eipj) bin was divided b& the solid
angle Aaij (see Section IV.l) for that bin. The ordinate or the missing-
energy plot was then proportional to the doubly-differential cross
section (dgo/dn dp), as shown in Fig. 12,

The radiafive degradation of the eléstic peak had two sources:

1) The emission of radiation during the actual scattering
proéess.

2) Bremsstrahlung by the incident and scaftered elecfrons
resulting in straggling in the target material.

The loss'of electron energy from these radiative processes caused some
elastically scattered electrons to fall outside the momentum écceptance
of the spectrometer. The fraction of events detected depended upon

the kinematic variables, the résolution Tunction of the equipmeﬁt, the
amount of material in the flight-path of the incident and scattered
electrons, and the missing energy inverval AE used.

The data from dummy-target runs, after suitable normalization,
was subbtracted from the 6-p plane data for full target runs prior to
the appliczlion -of any radlative correcticns, Tn Fig, 13 we indicate

the region "C" of the 6-plane which was used for the cross section
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calculations. The region "A", corresponding to momenta exceeding the
values for elastic e-p scattering, was not used. Any events in this
region represented errors in the dummy target sub%raction procedure,
or a small amount of poletip or aperture scattering in the spectrometer.
The boundary between regions "B" and "C" was chosen so as to reject any
events from inelastic scattering. To test for edge-effects in the
hodoscopes, the events in the outer 2, 4 or 6 6- and p-hodqscqpe
counters were removed from region "C", and the cross section calcula-
tions repeated. Although the results were consisbtent with each other
within the statistical accuracy of the data, we decided to remove the
data from the 2 outer counters in the final analysis.

The simplest way to correct the data for radiative losses was to
use an Integral correction ﬁéthod. A cut was applied té the data at

a point AE below the momentum of the elastic peak, and then all the

events above this cut were summed. Thus, we define: .

an
n(AE) = Z p— « Ap - (1%)

region "C"
The average cross sectlon can be related to this guantity n(AE) by

including the terms due to radiative losses:
-Bg

dn - e
<;{Q_>= [e-?ﬂ - 1.107(%; 5 R(AE) - n(aw) (15)

The factor 6R allowed for the radiative losses during the scattering

i5¢]

process, The formula for &, for the case in which only the electron

g dotectzd has besn roport:d by Toai™ and lMelster znd Yennice™ . We
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used both formulae, assuming exponentiation of 6R’ and found differences
between values of e°SR of about 0.5%. For consistency, we have used the
formulé due to Tsai2h for the final data values. The quantity exp(-&R)
was typically between 1.20 and 1.40 in these measurements. The term

in parentheses in Eq. (15) corrected for straggling in the target

material. In this term,

L < Eo> b <EO> : (16)
& = - ~t_1n - —t In|{-— 1
S 3 P AR 3 @ AR

2E0 5 8
n:l—i--—-———sin——

M 2

where

and tb(ta) is the total amount of materiéi in radiation lengths before
the center of the target (after the center of the target) in the path
of an average incident (scattered) electron. For the denomiﬁator of
the term in parenthesis in Eq; (15), we used the form&ia due to Eyge52
in which the free parameter was chosen to fit the shape of the brems-
strahlung spectrum at low photon enevgies. The addition of this para-
meter changed the finalAcross section by about 0.7%. The correction
for straggling varied between 1.10 and 1.30. The factor R{AE) in Eq.
(15) corrected for the effect that the emission of ?hotons changed

slightly the effective incident energy in the interaction:

) -1 '
: e 5 o o /do\|/do
R(AR) = |1 - — 17 x{aSt ) | —{—){l—) 2 (17)
z BEO dq
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where
o 22 [~ q2 8tb \
x(q sty) = —|In{ —5) -1+ —
s m 3

and m is the mass of the electron, and e2 is the fine structure
constant. The term e—a in Eq. (l?) stands for the product of the first
two terms on the right hand side of Eq. (l5). For calculational con-

venience the dipole cross section was used in the evaluation of

' da) dU)J'
+ GG
o

In spite of the rapid variation of cross sections the R(AE) correction

vas typically 0.5%.

When the width of the electron peak became significant coumpared
with the interval AE, then the effect of the resolution shape of the
peak was included. This was accomplished in the calculation of the
term 63, which was an average value calculated over the shape of the
peak. The integral calculation of < dn/dQ > waé performed for different
values of AE as shown in Fig. 1%, from which the final result can be
seen to be independent of AR over guite a large interval.

The radiative corrections were also applied to the data using a

differential unfolding schemegg7 The bin at the highest momentum end

of the missing-energy spectrum in Fig. 12 was chosen 1o be just above
the region for elastic electron-proton scattering. Thus, there was

no contarination in this bin due to the radiative tail from bins at

(9]

higher vonontum, The counts in this Din vera incrszzed to allow Tor
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the radiative losses by applying a correction similar in form to Eq.
' (15), wvhere the value for AE is the half-width of the missing—energy
bin size. The number of cou;ts added to thg Tirst bin were then
used to compute subtractions from all bins at lower woments using the
exact shape of the radiative tail. The second bin was then corrected
for radiative losses, and its radiative tail subtracted from the bins
at lover momenta. This procedure was repeated for each bin in the
missing-energy plot until the final distribution of events.corresponded
to elastic e-p scattering with no radiative losses. Figuie 15 shows
the result of this procedure. The raw data are shown as a solid line
and the unfolded data as a dashed line, Beyond bin 14 the errvors in
the ordinates of the corrected data were comparable to the ordinate
valﬁes, and the fluctuations about zero arose from the statistical
fluctuations in the data. Care had to be taken with the propagation
of errors in this treatment of the data. The value < dn/dQ > was then
s
obtained from a sum of the radiatively-corrected spectrum. The-shape
of the corrected spectrum represents the resolution function of the
equipment. In principle one should generate a missing-energy histogram
for each of the 54 6-bins to allow for the variation of the resclution

function in the 6-p plane. However, this was not possible for the runs

at lower stetistical accuracy. It was performed for a few high statistics

runs and the cross section results were within 0.5% of the value ob-
tained using a single missing-energy spectrum.
The application of radiative corrections by the two different

technicuzs {inte
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cross section yalues agreed to within about 1.0%, and thus we assign
a relative error of this amopnt as a consequence of the digital techni-
ques of performing the radiative corrections. By comparing the itwo
methods over a wide range of q? values, and from studies of the varla-

ok 25

tion in the predictions of the different theoretical formulae for

8., we estimate that the radiative corrections produce an absolute

RJ
uncertainty of up to #1.5% in the final cross section values.

A small correction factor was applied to < dn/dQ > to allow for
the rapid variation of cross section across the detectors. The large
muther of events abt small angles made the effective scattering angle
rsmaller than the spectrometer angle. This effect was calculated
(assuming the Rosenbluth variation of cross section and using the dipole
expression for the proton form factors) and the cross section values

were reduced about 0.5% to correspond to measurements taken at the

exact angle of the central ray of the spectrometer,

IIL.L Calculation of Crogs Sections and Errors

The cross section values were calculated from

Tle,
do i i dn
. w> » (28)
ae NN an
ep

where:
< dn/dQ > is the average of the number of counts per sterdian, calculated
from the good events on the 6-p plane (see Section ITI.3)
after subtraction of duﬁmy tarcet yields (typically 2 to h%), :

and srfiter correction for radistive lossen.
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Ne is the number of electrons incident to the target, obtained from
the toroid charge ﬁonitor which had an absolute gain of 1.000.
N is.the number of protons/zm? in the liquid hydrogen target. The
target length was known to better than 0.3% and a hydrogen density
of 0.07035 g/cm3 was used, I{ was not necessary to correct for
target heating by the beam, for reasons.described beloﬁ (seé‘Section
IV.2).
is a multiplication of several correction factors to éllow for:
a) Events lost due to the deadtime of the fast trigger system.
b) - Evénts lost by adjaceﬁt inefficient hodoscope counters.
c) Electron events which had ambiguous hodoscope patterns and
for which 6-p assignments could not be made.
d) The computer (daté reading) deadtime as calculated from the
kill circuit scalers. |
e) ILosses due to infrequent magnetic tape logging<1r reading
errors. |
The efficiency of the total absorption shower counter for defecting '
electrons was assumed to be 100%. |
In Teble IV we list the factors which directly affected the cross
section values. Their contributions are shown for a typical data run.
The uncertainties &n these factors have been separated into those which
were relative (random) errors and those which were ove?all normaliza-
tion errors. The relative errors mainly arose from counting statistics,
empty-target subtraction, relative density of the hydrogen target (¥1.0%),
uncértainties in the radiative corrections (#1.0%), fluctuation in beam-

et et et e (A0 BAY awmd qpmemeta Tpndes 4
current ronitoring (#0.5%) end uncertaini;



-37-

angle (#0.5%).

The overall normalization error in our data was estimated to be
t4,0%, This included the uncertainty in the absolutc solid angle (*3.0%)
(see Sectiow IV.l for further details), the.density of the liquid hydro-
gen (*1.5%), the lack of the accuracy of the radiative corrections (*1.5%),
uncertainty in the procedure for event selection (*1.0%), calibration
of the incident energy and scattering angle (iO.S%), bean-current monitor

normalization (i0,5%), and target length (£0.3%).

JV. SPECIAL TEST RUNS
Before presenting filnal results, we will mention sone special

test runs which were performed to clarify certain aspects of the data.

IV.l Test of the Optics of the Spectrometer

The optics of the 8—GeV/c spectrometer were designed using the
TRANSPORT computer program developed at SLA028. This program used
firsfg and second-order matrix algebra formalism and pfoduced a trans-
formation eguation relating the oubput coordinatbes of a particle trajec-
tory at the focal planes to the input variables. We define our variables
in a right-handed coordinate system. The variables x, 6, y, ¢, B are
measured with respect to the central trajectory of the spectrometer.
Thus, x measures deviations from the central trajectory in the horizon-
tal plane, y measures deviations from the centrai trajéctory in the
vertical plene, and z measures distances from the target center along

the direction of the central trajectory of the spectrometer. The

horirconeal angle is 0 = dx/dz {(note that here ¢ is not the scattering
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angle of the electron), the vertical angle is ¢ = dy/dz, and the frac-
. P->2
tional deviation of the momentum is & = ——~——3° TRANSPORT is based on

6 and tand = 0, sometimes called the paraxial

14

the approximations tan®
approximation., Variables evaluated at the target position are denoted

with a "o" subscript. DNote that & and 60 are the same,

The final optics of the spectrometer was calibrated with the SLAC
electron beam. The spectrometer was set at zero degrees and an electron
bean of.é prescribed energy was transmitted throﬁgh a system of tﬁree
small bending magnets and into the spectrometer. The three-magnet
syétem was designed to steer the beam to;different horizontal entrance
displacements (XO) and to prescribed horizontal and vertical entrance
angles (90 and @0). Zin0~sulphide-coated‘screens, appropriately placed
along the beam line near the focal position of the spectrometer, were
used to measure the positlon of the beam as it was transmitted through

the spectrometer. The spectrometer was set to several slightly.differ-

the optics of the system was checked and the various first- and second;
order optics mabrix elements and the solid angle acceptances were calcu-
lated. This program of measuréments was made for incident beam momenta
of 3, 6, 8 and 9 CeV/c.

In Téble V we list the first; and second-order matrix elements
as measured for the spectrometer set at a momentum of 8 GeV/c. We
have not been able to get detailed agreecment between the measured para-
meters, and the theoretical parameters calculated using TRANSPORT and
the magnetic properéies of ecach individual magnet @z mazsured prior to

installation in the spectrometer. We suspect that differences arise .
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from fringe-field effects between magnets due to their proximity to

one another, and from the presence of the nearby steel of the spectro-
meter carriage. A TRANSPORT model in which- we adjust the magnet prd-
perties of the quadrupoles from the magnetically measured values by a
few percent, however, reproduces satisfactorily the observed matrix
elements. In addition, as noted below, this same model, when used with
a Monte Carlo ray-tracing program, reproduces the measured solid-angle
acceptance. The matrix elements varied slightly with the spectrometer
momentum, The TRANSPORT model accounts for this momentum dependence by
alloving the quadrupole magnet properties also to be slightly wmementunm
dependent. Table VI summarizes the momentum dependence for some of the
first;érder matrix elements.

The solid angle of the spectrometer Wés defined by a number of
flanges and the sides of some of the vacuum_boxés. A conmputer program
was used to calculate the solid angle (Aﬂij) for each ei and pj bin
in the hodoscopes. The program used the optics coefficients provided
by the TRANSPORT model mentioned above and, using accurabte information
concerniné the shapes and dimensions of the apertures in the spectrometer,
traced rays from the target to the detector region. In this manner, an
integration was performed over the angular acceptance of the (ij)th bin
and over the length of the target.

Part of the optics test was devoted to mapping out the envelope
of acceptance of the e_é plane for given incident beam values‘of Xy

and . Thirteen different values of X, and 60 were chosen, and the

B

incident beam direction (GO,OO) wag varled uniil the beam spot dis-

3

D

1

Coapt-

appearcd at the focal planes. A few examples of thzze mzasured

¢
¢
4
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ance plots are shown in Fig. 16. These shapes were also calculated with
~ the solid;angle program and the results shown as the solid curves in
Fig. 16. The agreement is extremely good and provides én indication
of the level of accuracy which can be expected from the solid-angle
calculations. |

The solid angle can be defined quite accurately by using slits in
front of the spectrometer to reduce the vertical angle acceptance (iA@o)
from the target. For values A@o less than 15 milliradians,~the solid
angle was, in principle, completely determined by the slits. Test runs
were performed in which the variation of elastic electron-proton scatter-
ing cross sections was measured for sgveral slit settings. As long as
the solid angle was limited by slits,'and not by the.vacuum chamber
inside the spectrometer, the measured cross sectlons showed no dependence
on slit settings. However, when the slits were opened and the solid
angle was limited by the aperture stops within the spectrometer, we
measured Cross éections which were about six percent larger than those
obtained with partially closed slits
so that no "edge effects" are present. For example, the empty-target
subtractions for the data at swall slit settings did not cleanly subtract
from the full-target data. At some values Qf q2 in this experiment,
cross sections were measured for both open slits and partially closed
'slitso At other values of q?, the data were for open slits on;y. Vie
coulé devise no way to tell whether cross sections measured with open

¢

slits were 6% too high or whether cross sections measured with partially
closed slits were 6% too low. In the final analysis we averagedycross

2

cue for those values of g at vhict -xisted for both slit

Vi
[
13

-t
.
sSelw
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configurations. For those values of q2 at which the data were for open
slits only,'we multiplied the experimental cross sections by a solid;

angle correction factor whose magnitude was 0.97. As a result of these
data we have assigned an uncertainty of *3.0% to the absolute value of

the solid angle of the spectrometer.,

IV.2 Target Heating Tests

Tests were éerformed to determine the extent of densify changes
in the liquid hydrogen caused by the high:intensity electron beam. The
density changes were monitored by measuring the differences in the count
rates from the target as we varied parameters such as beam spot-size
at the target, beam-pulse repetition rate and beam intensity. A density
change of about 7% results from raising the temperature of the liquid
hydrogen in the target cell to its boiling point. The tests revealed
that for extremely small beam-spot sizes (about 1 mm in diameter) and
for average beam currents near 1O0pA it was possible to induce density
changes of up to 20%, To be certain of keeping density changes below
l%vduring the data taking we maintained fairly large spot sizes (3 mm
~side vertically by 6 mm wide horizontally) and generally ran at average
currents near lpA, |

For the data gt q2 values greater than 3(GeV/c)2 the counting
rates became so low that wé preferred to raise the beam current to about
10pA. To check for beam heating effects in these data, we repeated tﬁe

-

data runs at lower values of average intensity (obtained by reducing the

wnew from prior

M

pulse repciition rate from the accelerator) which we

tests did not cavse beam-dependent hydrogen density changes. "Although

)
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as noted above, we could pfoduce a density change when running with
extremely small beam spots at high repetition rates, we found that

when we ran with fairly large spot sizes and varied the pulse repefition
rates welcould find no evidence for target heating effects in these data.

Further discussion of this point may be found in the thesis of P. N.

Kirk?.

V. RESULTS OF THE EXPERIMENT
In Table VII, we list the final elastic electron-proton scattering
cross section values. Only the relative errors are shown. We estimate
the normalization uncertainty in our measurements to be h%, Table VII
also contains the ratio of the cross sections to the "dipole" cross
section values. The dipole cross section formula assumes the Rosenbluth

formula, the dipole model for the magnetic form factor of the proton

G
and the form factor scaling relation, GEP =M . These cross section
1!

ratios are plotted in Fig. 17 along with the published electron-proton
. : R . . 29
elastic scatiering cross sectiong from other laboratories ™ for

q2 > O.8(GeV/C)2a There is reasonable agreement between the measure-

ments from different laboratories.

Table VIT contains the values of GﬁP/u calculated at each q2 value

using the Rosenbluth formula and assuning form factor scaling. As

mentioned earlier, the experimental validity of form factor scaling is

3,5,9

still open to question in the region of qe‘below M(GeV/c)e. Thus,

there is no satisfactory way to estimate the uncertainty in GMP from a
violation of the form factor scaling law at higher q2 values., If

GEP = 0, then ths values of GMP/“ in Table VIT would increase by L.od

=



at q2 = 5(GeV/c)2, and by 1.1% at q2 = 20(GeV/c)2a

In Fig. 18 we plot the quantity (GEP/p)(l + q_2/0.71)2 versus q?,
which indicates there exists a statistically significant deviation
from the dipole formula. The figure shows that GEP(qg) may be dropping

faster than l/qh at high q?.

VI. COMPARISON WITH THEORETICAL MODELS

In recent years there has been an incréasing number of theoretical
models for the form factors of the nucleon, of widely differing fune-
tional forms.

In this section we compare our experimental results for GEP(qz) =
GEP(q?)/p with the predictio?s of various models. Table VIIL summarizes
the chi-square values for the models, and Figs. 19, 20, and 21 show
how some of the models agree with our data. The experimental error
bars do not include the 4% normalization error in oﬁr measurements.
for convenience, the comparison of the méésurements and theory are made
with respect to the ['dipole” model. Thus, the solid line at 1.00 on
the ordinate of Figs. 19, 20, and 21 represents the dipole prédiction.
Clearly, this is statistically inconsistent with the data, which tend
to fall of faster than l/qu at high q?. Statistical adjustment of the
coefficient of q? in the dipole model to give a best fit with our
data ylelds

GﬁP(qz) 1

" T (1 + q°/0.710)°
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VI.L Connection with Proton-Proton Scattering

In 196k, Orear-?

observed that the differential cross section for
elastic proton-proton scattering decreased rapidly for large angles

in the center-of-mass system, according to:

<?Ei> «  exp(-p, /0.15) ‘ (19)

an

Pp — PP
large 8

where p, is the transverse momentum transfer in GeV/c, Wu and YangBl
suggested that this might be caused by the spatial extent of the proton,
and that the rapid decrease reflected the difficulty in accelerating
different parts of the proton without breaking it up. On intuitive
grounds they argued that the proton cross section should be proportional
to the fourth power of the form factor, that the variable q2 in elastié

e-p scattering should correspond to the wvariable pi? in elastic p-p

scattering, and hence that

2
Gypla)
n

- e E(qe)‘zl‘/o.acﬂ ~ (20)

the quantity x, is an adjustable parameter, and the constant 0.60(GeV/c)

1
is from p-p scattering. This relation is relevant for large q2 values
only, and it 1is not clear whether the data of this experiment have indeed

reached the asymptotic region. Equation (2), with x

L = 0.719, is shown

in Fig. 19. ]
More recent work by Chou and Yang32 suggested that if the nucleon
is composed of an infinite number of constituent particles, then the

front of the nucleon might shield the rear during an interaction. Chou

and Yang derived an expression for the form factors which contains an
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infinite serieé in which each term involves some power of the infinite-
energy proton-proton scattering amplitude. There is only one free
parameter, which is the normalization constant. The first term in
-the series corresponds to the previous Wu and Yang result. In Fig. 19

we show the fit of the leading terms in their expression,

2
G (a7) a

2B 2 0079 exp(<6.50 ¢7) + 0.1999 exp(-2.07 o°)
p, - - .
+ 0,01 exp(-0.779 q2) + 0,0001 exp(-0.227 q2) (21)

which is in better agreement with the data,
Further investigation of the Wu-Yang conjecture has revealed that

the exponential decrease is the most rapid decreage permitted for

33

asymptotic form factors””., Measuring the form factors in this region

is one way to distinguish whether the proton is an infinitely composite

34

particle or has finite composition” . Amati and collaborators35 have

shown that the persistence of the dipole behavior into the asymptotic
region would favor the Tinitely composite model, The more composite
the particle the more rapidly its form factors decrease toward the
limiting exponential.

36

Pinsky and Trefil”  predicted an asymptotic model for the proton

foru factors on the basis of Regge cuts:
2

G, {a") 1

MP 2 2\ =
= x, g exp [—x (¢ )2] S - (22)

L 2
B — -
The values x, = 0.288(G6V/c)'2 and x, = l.333(GeV/c)_l provide the

best it to the data. The general shape does not provide a good fit

to the daia.



Similarly a model due to Grec037 based on p-p scattering data

has the form
2
Gp(@) o -
MR T x; expE(q2)2/l.OSﬂ ' (23)
B
It gives a bad fit to our data, but the q? behavior 1s similar to
the observed behavior at large q?°
Drell, Finn and Goldhaber38 calculated the asymptotic behavior
of the form factors for a finitely composite system. Their non-

relativistic model led to an exponential decrease in the fofm factors

. R 2 .
with a fractional power of g in the exponent:

GMp(qz) 2 2, 2\1/2(1m1) |
ey 26 [ (5)) ] (24)

where N is an integer greater than zero and P(qe) represents a poly-
nomial in l/q, or an oscillatory factor in g, or a product of both. A
simple form of Eq. (24), as shown in Fig. 19, is:
' 2
Gpla’)

-y e (o) (25)

n
where the pgrameters Tor a besgt fit are X = 22.5 aﬁd %5 ; 0.0h2 GeV/c
regpectively.

The model of Fried and Gaisser39 fits the data well at the values
of q? of this experiment. In their wmodel, the rapid decrease in the
p-p scattering is due to the exchange of virtual "soft" neutral vector

L}
mesons. This leads to an expression of the form:

GMP(Q-Q)/H = 1(g%) exm El F(qe)} : (26)
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-
2 : - . .
wvhere F(q”) represents the "soft" part of the exchange, and is given

by
o : (2’1‘ + l) 1 x i
") =1 - ————=In {}1)2 + (7 + 1)%] (27)
E%(T + 1)|2

where T = q?/hM?, and M is ‘the proton rest mass. The gquantity H(q?) in
Eq. (26) represents the exchange of the "hard" neutral vector mesons.
It cannot be calculated in the ccantext of this model, but is assumed

to be of the form:
2 2 -1
() = (1 + &°/x,) (28)

In Egs. (26) and (28), the paramecters for a best fit are x, = 1.364

_ 1
and x, = o.371(crev/c)2 and the curve is shown in Fig. 19.
AN
VI.2 Vector Meson Exchange

Several models of the proton form factors are interpreted in
terms of the exchange of vector mesons. Pole-fits were first derived
from the dispersion relation which, for spectral functions having
negligible widths, can be simply expressed as

X

Gm(q2)/“ :z ——5~ (29)

(1 + q°/u)

where the summation includes all the resonances and m, is the mass of
.th o o 0 .
the 1 resonance. For the p, w , and ¢ meson resonances, if one

assumes zero widths, one can write the simplest 3-pole relation as:



s oo b 1

6, (q)/u [l+q/(076):\ +><[+q/(078)]

_ -1
+ (1 - x - x2) 11+ qe/(l.02)2] _ (30)

If one postulates an additional vector meson of mass Xy then a

simple L-pole model would be:

o/ = XlE' N q2/(0.76)2:|'l * XEE * <12/(o.78)2j]—_l

2 -t ' 2,27t
+ %, 1+ g /(1902):] + (1 - X - X, - X3) 1L+ g /Xh:] . (31)

The xi's are free parameters, and the expressions are chosen to con-
strain the fit so that G /p 1l at 02 = 0. As seen in Fig. 20 these
pole-flts are ratger poor fits to the data. The 3-pole fit has best
fit values of X = 5.375 and X, = ;3.3305‘the 4_pole fit has X, =
8.8842, X, = -7.381, %y
in Egs. (30) and (31) cen only be applied to the proton form factor.

= 1.005 and xi = l.lhl(GeV’/c)gn The expressions

Attempts have been made to express pole-fiﬁs so that they can be
applied to both the neutron and proton form factor data, but the
fitsuo were poor for q2 values about l(GeV/c)g.

Wataghinhl obtained a better fit, shown in Fig. 20, by introducing
finite widths for the resonances:

-1

Gp(a) /i = Z %, qu R AR qe)ﬁ] (32)

where the mi's and 7i's are the masses and widths of the po, a?,
o
and ¢ mesons respectively, the q.'s are equal to (0.23)
)

2, (0.12)%,

znd (0.99) 5 respectively, and Xy and X, are free parancters and



x3 =1 - Xl - x2°

rapid decrease in the form factor GMP‘

Kreps and Mioffa.tlF2 derived a formula which involves no free

The three terms in Eg. (32) combine to produce a

parameters:
G (a°)/u = z LY bl
B 2,2
MP 2 [; +q /me [} + qz/mg]
- “n/EP hﬁ:l

[g + q?/mi]2 .f

where o “p are the magnetic moments of the neutron and proton,

P (33)

+

respectively, This formula assumes the dipole structure for the
p-meson, and Krepps and Moffat suggest that the p might possible show
a double-peaked missing;mass-spectrum in an experiment with sufficiently
fine resolution; Eq. (33) fits our data poorly.

: Meyerl+3 developed a hybrid model in which the form factor is
given by the prcduct of two terms: |

& (a®) . )
et L ¥(a%) |1+ q2/(0°78)2] . (34)

1

The function F(q2) is derived from non-relativistic quantum mechanics

under the assumption of Fermi statistics for the quarks in the nucleon,

vhere
F(q™) = g (19y ~ + 48y~ + 88y~ + 8oy + ko) (35)
5(y +2)
and
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Meyer's fit involves one free parameter, X5 and the best fit value
(as shown in Fig. 20) is O.531(GeV/c)2.

The work of Vénezianohh has led to several new and interesting
models for the proton fqrm factors. These models assume that there
exists an infinite number of z?ro:width vector mesons lying on a family
of linearly riging Regge trajectories. The family includes one parent
trajectory, denoted by a(qe), and an infinite sequence of daughter
trajectories whose intercepts at q? = 0 are given by a(o) —.n, where
n is a different positive integer for each daughter trajectory. The
daughter trajectories are assuned to have the same slope as the parent.

These models predict Regge recurrences of the vector mesons, which have

so far not been observed.

5

To account for all these vector resonances, DiVecchia and Drago 7,

: 1
and also Framptonpé, wrote

ople®) R -a®)] [l
N :L-cx(o)] [L

which 1s normalized to unity at q

a(oﬂ
Oé(qga

0. In both models, the trajectory

(37)

H]

. R . 2
is assumed to be a linear function of g ¢

a(a®) = a - ba® | | (38)

DiVecchia and Drago chose a = 0.5 and b = 0. 85M(GeV/c “, while

Frampton used a = 0.5 and b l.OO(GeV/c . The constant ¢ in Eq. (37)

i

was a freec parameter in Frampton's model with a best fit value of 3.27.
DiVecchia and Drago set ¢ to 3.5 by requiring that the first zero in
GﬂP(qe)/p occur at the (timelike) value of q2 = -hMg, vhere M is the

rucleon mass. The curve for Frampton's nodel is shown in ¥iz. 20,
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L7

Jdengo and Remiddl ' produced a Veneziano-type form factor of the

form:

4 [L-of] & L[5+ n-a]
e _[’EL-G(Q)] N [’E5+n—a(q)]

where Xy and X, are ad justable parameters, and x3 =1 - Xy - x2 in

order to ensure the proper normalization for GMP(O)/p{ They assumed

(39)

a linear trajectory with a = 0,483 and b = O.885(GeV/c)"2a The best fit

to the data gives x, = 1.050, XE = 0.503.

1
VI.3 Other Models

Since the form factors are the Fourler transforms in the Breit
frame of the spatial distributions of charge and magnetismh8, and

k9

since the presence of dips in the charge form factors of ll'He and

other nuclel may be accounted for by a rather small flattening out of

50

the charge density near the center of the nuéleus, Morpurgo speculated
that the charge density p(r) of the proton might also exhibit such a

depression and suggested a form of p{r) which was the difference be

two exponentials. From this expression, the Fourier transform became:

> 1 a3 arg
G .(a7) = — - (ko)
EP (a -Q r3 (L + a2q2)2 (L + riq_e)2

If ¢ = 0, then Eg. (4) reduces to a dipole form factor., In Fig. 21

we have drawn the best it value of Morpurgo's form factor which assumes
GMP(q Ve =c¢ (q ) and uses a2 - l.lhl(GeV/c)— and has the fitted
values 0 = 0.657 and r, = 00096(G¢V'/c)—l°

51

Figure 21 also contains a fit to 2 wodel by Green and Usda
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which was derived from their work on one-boson-exchange potentials:
2 .2 2 2 - '
6 p(@)/i = [+ ) (0t Pfxy) (14 d )" (52)
The best fit has x; = 0.393(Gev/c)2; X, = l.818(GeV/c)2, and x5 =

20.31(GeV/c)2, The xi‘s are semi-phenomenological parameters related
[
to the masses of vecltor mesons.

The model of Mackse, based on the statistics of meson emission

predicted that as q? increased the form factors decreased due to the
~

inereasing probability for soft meson emission. This led to an expression

which may be rewritten

[rl + X, In(1 + ¢ /hm ] (12)

G (q )/p = (1+q /lml
2
it for which x. = 0.109 and x, = 0.212.

1 2
53

Fujimura, Kobayashi, and Nemiki

where Xy and x,. are free parameters., In Fig. 21 we show the best

considered models taking account
of the Lorentz contraction of the nuclear core. The model shown in

Fig. 21 had the form

Cyp (q) eYr)[xq/(l—FOSqu)]
o (1L + 0.846 ¢ ) (1L + 0.568 ¢ )

(43)

with a best fit velue x; = 0.938(Gev/c)' .

In conclusion, for the models mentioned above, we list the fits

to oﬁr data in Table VIII. The values of the total chi-square and the
number of degrees of freedom are noted for each fit. One can see thaﬁ
the model for the magnetic form factor of the proton which has the besi
fit o our high q? date is that dve to Fricd and G:l~ser39a However,
although there is some success in analytic fitting of the data, we'feel

that more work is needed before the electromagnetic form factors of the

proton are understood at a fundemental level.
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TABLE CAPTIONS

The main parameters of the 8;GeV/c magnetic spectrometer.
Specification of the magnet elements of the'8—GeV/c spectrometer.
The power requirements listed in the table correspond to excitation
of the spectrometer to a momentum of 8 GeV/ec.

Hodoscope patterns in the €- or p-arrays in the 8 GeV/c spectrometer

(0 = set bits, - = unset bits). The arrovs indicate the assigned

bin locations. A'double arrow means that one or the other arrow
was chosen randomly. Type x is any combination of patterns 2,

3, bors.

The correction factors and error contributions for a typical cross
section calculation. As noted in the text, the correction factor
listed here for radiative corrections is not typicai but is the
maximum correction.

First- and second-order matrix elements for the 8 GeV/c spectrometer.
The notation is described in the text, Section IV.1. For the
first;order matrix 2lements the upper number is the value measured
for P, = 8 GeV/c. The lower numbers in parentheses, are computed
from the TRANSPORT model of the spectrometer. An asterisk dénotes
that the model was adjusted until the predicted matrix element

equaled the measured matrix element. The notation (O++) indicates

‘that the matrix elements are identically zero because in the model

there is no possibility, in first order, or mixing the horizontal
and vertical planes. The errors are somewhat hard to assess and
scmewhat arbitrarily, a 419 error to the p- and &-

dispersions. As en example of the notation, (y/&o) = -2.907(cn/%)
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VII.

VIII.

means that a particle with momentum 1% greater than the spectro-
neter setting moves downward by 2.007 ca at the momentum hodoscope.

The terms dependent on yo were not measured. TRANSPORT predicts

‘that (y/yo) = -0.928 (cm/em).

A comparison between the measured and predicted momentum-dependence

of some of the first;order optics coefficients. The values preaicted'
by the TRANSPORT compuber program are shown in parentheses. At

each momentum the TRANSPORT model was adjusted until the predicted
values for the (x/xo), (x/eo) and (y/&o) matrix elements equaled

the measured values.

Final electron-proton elastic scattering cross sections. Only

~random errors are shown. There 1s an overall normalization error,

not included here, which we estimate to be *4%. The qﬁP/u values

are calculated at each q2 value using the Rosenbluth equation and

assuming GEP = AMP/“' i GEP = G, then the values of GMP/“ would
increase by 10.8% at q2 = E(GeV/c)e, L.2% at q2 = 5(GEV/C)2: and
1.1% at q2 = 2O(Gev/c)2. Egs. (9) and (10) give the dipole cross section.

Summaries of the various theoretical fits mentioned in the text.



TABLE I

Maximum Momentum 9.0 GeV/e
Horizontal Beam Position +10 em
Acceptance T
Horizontal Angle (6) £7.8 mrad

Acceptance

6 Dispersion (at 8 GeV/c)

4,57 em/mred

Detector 6 Resolution +0.2 mrad

Vertical Angle (@) +

Acceptance *29.5 mrad

Solid Angle 0.7 millisteradians

Momentum (p) Acceptance

+2,0% cm/%

p Dispersion (at 8 GeV/c) 2.91 cm/%
Detector p Resolution *0.,05%
Tilt of p-Focal Plane 13.7°
Length from Target to

f-Focal Plane 2L.4 o
Separation Between p- and 0.5 m

0-Focal Planes




TABLE II

Pole-Tip | Field Gradient | Length Magnet Fover Requirements
Field (kG/cm) of Tron Aperture Current Power Regulation
(xa) "(Inches) (Inches) (amps) (kW) (%).
7.6 0.54 40.00 11.00 dia 1640 126 0.1
11.1 0.57 51.25 15.25 dia. 2350 221 0.1
7.3 0.38 51.25 15.25 dia. 1550 96 +0.1
19.3 ——— 136.00 13.755 (gap) x 22 2200 880 +0.0L
19.3 ——— 136.00 13.755 (gap) x 22 2200 880 +0,01

o




TABLE ITT
Pattern Description Example
Good Codes:
1 One Bit el e O e
2 2 adjacent L. OO e
-0
3 3 adjacent - e OO0 e
T
L h adjacent .. 0000-
[¥)
5 5 or more adjacent = L _____. 000000- =~
(u)
6 One track (type x)
+ one or more singles = 0 oaeeoa_.o O 00
()
T 2 singles with one
intervening blank S TN SO
T
Ambiguous Codes:
8 2 tracks (type x)
+ 2ero or more singles S folo F - 0--000-=
o 3 or more tracks (type x)
+ zero or more singles -00--00~-—on- 000-0--
10 Two or more singles
(excluding pattern 7) SO T O m e O e
11 10 or more set bits
(frequency < 0.1%) 000000 ~00000~—0m—m m =
Bad Codes:
12 Blank L.
13 BEdge bit (s) only O e e




TABLE IV
Correction or Error (example) Correction| Relative | Normalization
_ Factors Errors Errors .
% #
Current Monitor 1.000 0.5 0.5
Target Length 1.000 0.15 0.3
Target Density 1.000 1.0 1.5
Solid Angle 1.000 0.5 3.0
Incident Fnergy and Scattering Angle| 1.000 0.0 0.8
Variation of Cross Section 0.997 0.0 0.0
Radiative Corrections 1.700 1.0 1.5
Trigger Efficiency 1.010 0.0 0.0
Shower Counter Efficiency 1.000 0.0 0.0
Hodoscope Counter Efficiency 1.010 0.2 0.0
Ccmputer Deadtime 1.020 0.0 0.0
Magnetic Tape Losses 1.005 0.0 0.0
Ambiguous Pattern Contribution 1.030 0.3 0.3
"Event Selectilon Procedure 1.000 0.5 1.0
TOTAL 1.942 1.7 k.0
Counting Statistics | oo Variable -




Tirst Order:

x(em)
6{mrad)

y(cm)

¢(mrad)

Second Order:

TABLE V

xo(cm) Go(mraq) Qo(mrad) 80(%)
0.028 L.575 + 0.0L6 -0.019 0.027
. (0.028%) (L.575%) (oth) (o++)
~0,19k 4.858 -0.020 0.071

(-0.189) (4.893) (o) (o++)

-0.002 0.007 -0.004 ~2.907 % 0.029
(0™) (0™) (-0.01k) (-2.907%)
-0.008 0.027 -1.077 0.09k
(0™) (™) (-1.090) (0.203)

(only the largest matrix elements are listed)

Matrix Element (Units) Measured Predicted Meas./Pred.
(x/xoﬁo) (em/cm=%) 0.0433 0.0428 1.012
(x/eoao) (em/mrad %) -0.010k -0.0135 0.771
(G/XOBO) (mrad/cm+%) 0.0484 0.0450 1.076
(6/6.5,) (mrad/mrad-%) -0.0236 -0.0282 0.838
(v/2.5,) (em/mrad %) 0.0120 0.0126 0.953
(¢/5,5_) (mrad/ (%)) -0.0486 ~0.0505 0.963




TABLE VI

Py, Momentum (GeV/c

Coefficients
3.006 6.009 8.005 9.003
Measured (x/xo)(cm/cm) 0.038 0.021 0.028 0.015
g?}uez) (x/eo)(cm/mrad) h.517 L5477 L.575 4.590
E (v/8,)(em/%) -2.959 -2.939 ~2.907 | -2.8Lk
(e/6,)(urad/mraa) b1 h.825 4.858 4.880
Comparison (4.801) (4.8k7) (4.894) | (4.9k6)
! Values (y/oo)(cm/mrad) 0.002 -0.001 -0.004 | -0.005
(0.006) (-0.006) (-0.01k) {(-0.139)
' (@/OO)(mrad/mrad) -1.07h -1.076 -1.077 -1.079
| (-1.090) (-1.083) (-1.092) {(-1.137)




TABLE VII

Four-Momentum Incident Electr?n Cross Section GS

Erénéfer Bean Scattering do §g>ﬂégg> _MP

Sau zéede Engzgy Ang,le ZQ AR dan DIPOLE u |

{Cav/e) (GeV) (deg) (em™/sr) (Assuming Ggp = GMP/“)
0.999 3.996 15. 4L (0.659 * 0.012 ) x 1073t 1.007 * 0.018 0.1733 % 0.0016
1.498 6.197 12.15 (0.3306 = 0.0059) X 1077+ 1.073 + 0.019 0.1071 £ 0.0010
1..999 6.197 14.50 (0.829 * 0.017 ) x 10732 1.093 * 0.022 (0.718 % 0.007 ) x 107t
2.502 7.909 12,59 (0.4755 * 0.0076) x 10772 | 1.068 + 0.017 (0.5051 # 0.0040) x 10~+
3.759 9.998 12.45 (0.948 % 0.019 ) x 107331 1.066 = 0.02L (0.2606 + 0.0026) x 107t
5.075 © 10.70 13.99 (0.1856 % 0.0040) x 10773 | 1.008 = 0.022 (0.1513 £ 0.0016) x 107+
6.270 11.35 15.10 (0.54 =+ 0.025 ) x 1o'3u 0.932 * 0.0k2 (0.999 % 0.023 ) x 1072
7.498 12.00 16.07 (0.1950 * 0.0060) x 1077 0.897 + 0.028 (0.709 £ 0.011 ) x 1072
3.752 12.69 16.85 (0.713 * 0.042 ) x 1079 0.777 = 0.046 (0.496 * 0.015 ) x 1072
¢,082 13.33 17.59 (0.362 £ 0.014 ) x 10" 0.838 *+ 0.033 (0.4037 + 0.0078) x 1072

12.50 14.66 18.80 (0.849 £ 0.061 ) x 10'36 0.722 * 0.052 (0.2454 % 0.0088) x 1072
5.10 16,06 19.72 (0.273 = 0.028 ) x 10”36 0.695 * 0.07L (0.1681 £ 0.0086) x 1072
£0.00 17.31 2k .0k (0.313 # 0.061 ) x 107271 { 0.62 + 0.12 (0.926 + 0.090 ) x 1073
25 .03 17.31 35.09 (0.8 +0.21 ) X 10'38 1.05 = 0.46 - (0.78 £ 0.17 ) x 1073

F e



TABLE VIIT

Avthors of Model Ref. |Eq. Mlg;?um Defﬁees Para?;:iimzzlgii_giﬁ;i:ined R4
Squared | Freedom
Dipole 179 13 Parameter = 0.710
Wu, Yang 31 |20 997 13 X = 0.719
Chou, Yans 32 21 17.1 10
Pinsky, Trefil 36 |22 | >1000 12 | x = 0.288(ceV/c)"2, x, = 1.333(GeV/c)™"
Greco 37 123 | >1000 13 X = 0.096
Drell, Tinn, Goldheber| 38 |25 32.5 12 X, = 22,55k, X, = 0,0h2 GeV/c
Fried, Gaisser 39 |26 790 12 | x = 1.36k, X, = O.37l(GeV/c)2
3-Pole 30 61 12 X =5.37, x, = -3.330
I-Pole 31 17.6 10 x, = 8.8k, x, = -7.381, xg = 1.005, x) = 1.069 GeV/c
Wataghin b1 132 19.71 12 X, = 0.675, X, = -2.286
Kreps, Moffat k2 133 136 1L No adjustable parameters
Meyer L3 134 132 13 X, = 0.531(Gev/c)2
DiVecchia, Drago L5 37 228 13 Normelization fit to 0.912 at q2 =0
Frampton 46 |37 L 13 C = 3.27
Jengo, Remiddi k7 139 278 12 x; = 1.050, x, = -0.503
Morpurgo 50 k4o 104 11 a = 0.657, r, = 0.096(Gev/c)'l
Green, Ueda 5L {41 17.2 11 X, = O.393(GeV/c)2, X, = l.818(GeV/c)2, xg = 20.31(Gev/c)2
Mack 52 (k2 16.5 12 X) =0.109, x, = 0.212
Fujimura, =t al, 53 143 214 13 X, = 0.938(Gev/c)‘2




2

FIGURE CARPTICHS

Side and top views of the experimental arrangement in End Station
A. Details of the components are described in the text.

Schematic of the magnetic transport system for the primary electron
beam between the end of the accelerator and the liquid hydrogen
target in End Station A.

Schematic drawing of a typical liquid hydrogen target,.approximately
to scale.

Calculated trajectories through the 8;GeV spectrometer for

different values of the initial angles (60 and @o) and deviations

in momentum (B).

The requirement of 0.1% resolution in the scattered momentum sets

requirements on the resolution of the scattering angle, shown in

(a)‘(see Eq. (12)), and on the resolution of the energy of the
inéident electron beam,‘shown in (b) (see Eq. (13)).

8-GeV/c Spectrometer Assembly.

Top and side views of the counters and apertures inside the
detector shielding following the spectrometer.

Simplified layout of the fast electronics. C is coincidence,

D is discriminator, ICD is discriminator-coincidence:discriminator,
LA is linear adder, PS is pulse stretcher. Various reset lines

for clearing the appropriate electronics modules just prior to
g )¢ : J P

the arrival of the beam pulse are not shown.



9.

10.

These semi-log plots illustrate the effect of various cuts on the
pulse-height spectrum from the total absorption counter. E =
6.6 GeV and q? = 2,5(GeV/c)2. (a) Raw‘data as logged on tape.
(b) The raw data after the requirement of a pulse from the TA
discriminator. (c) The raw data after the requirement of a TRIG
signal, (d) The raw data after the requirement of a good code in
both the p- and 6-hodoscopes. (e) The spectrum resulting when
the three requirements b, ¢, and d, are applied simultaneously.
(a) Starting with the spectrum in Fig. 9a events were selected
which had no TRIG pulse. (b) Then good codes in both the p:

and @-hodoscopes were required. The resulting TA pulse height
spectrum is characteristic of good electron events and gives a

measure of the dead time in the TRIG circuilts.

11. A drawing made from a photograph of an on-line two-dimensional

12,

display showing the number of counts in the 6-p plane. The
extent in the O-p plane represents one setting of the spectro-
meter. The elastic peak is clearly secen. The peak height in:
creases toward smaller 8. The radiative taill extends toward
lower p.

An elastic scattering peak plotted in terms of missing energy,
the difference between the secondary energy expected at the
observed angle assuning no radiation and the actually observed

energy. No racdiative corrections have been made. AE represents

approximately the momentum acceptance of the eguipment.
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1k,

5.

16.

a~r

Schematlc drawing of the 6-p plane showing the region of the
elastic peak. Region A, above the elastic peak and kinematically
forbidden, was not used. Region C contained many of the radiatively
degraded electrons and was used in calculating the cross section.
Region C was made as large as possible,kand the boundary between
regions B and C was chosen to reject events from inelastic
scattering. In Figs. 12 and 14 AE is the encrgy between the
elastic peak and the boundary between regions B and C.

The result of the integral radiative correction according to

Eq. (15) is shown as a function of the ensrgy interval AE included
below the elastic peak.

The result of the differentisl radiative correction in Which the
measured spectrum, the solid line, is corrected bin by bin to give
the corrected spectrum, the dashed line, whose width illustrates
the overall resolution of the experiment. FEach missing energy bin
is 6.57 MeV.

Results of optics tests in which the primary electron beam was
directed up the spectrometer. For each graph the parameters X,
and & were fixed..Then the angles 90 and @o were varied until the
beam just vanished on fluorescent screens near the focal planes

of the spectrometer. Each point represents such a measurement.
The solid curves are the corresponding result of the ray-tracing

program used to calculate the the sgolid angle acceptance as

¢iscussed in the text.



Some of the world data for elastic e;p scattering divided by the
diéole cross section (Egs. (9) and (10)). The errors in the points
from the present experiment, shown as solid dots, do not include )
thé estimated overall normalization error of #4%. There is
reasonably good agreement between laboratories, and there are
deviations from the dipole cross sections.

The quantity (QSP/p)(l + q2/0.7l)2 = GE?/GEP from the ﬁresent
experiment as a function of q2° The estimated normalization
error of #*4% is not included. The measufed form factor seems to
fall faster than l/q_h' at high qg. :
Comparison between several theoretical models and the data in
Fig. 18,

Comparison between several theoretical models and the data in
Fig. 18.

Comparison between several theoretlical models and the data in

Fig. 18,
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