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 Pakistan Telecommunication Company Limited


grant application for projects of APPLIED nature

Introduction

A program to fund projects of applied nature has been initiated under the PTCL R&D Fund. These projects should be based on either, a universally known technology or a new technology developed by the applicant and should be aimed to achieve economically viable products or processes in areas of national relevance. This scheme will not support, even partly, laboratory-level research projects unless strongly justified.

Grants for the projects of applied nature can cover any activity in areas of  information technology and telecommunications. A professionally conducted feasibility is preferred for these projects. PTCL R&D Fund Committee may be able to provide seed money for feasibility and marketing studies if strongly justified.

The grant will normally be provided for a period of up to three years – renewable every year based on the performance. The amount requested should be compatible with the project's objectives and clearly define the expected benefits to the nation.

The grant may be used to purchase scientific apparatus, consumable materials, specialized literature, on line literature search and other items needed for the project. The grant does also cover the honoraria of the principal investigator and co-principal investigator, and salaries of research associate and supporting staff. The grant will also cover travel within the country and operational and other expenses required for the project. Proper justification of all proposed expenses must be provided.

Application

Applicants should have a MS/PhD degree with relevant research experience and should be associated with an R&D institution. Application should be submitted in English on a special form, by registered post and/or electronic mail, designed for this purpose. An undertaking would be required to the effect that no funds have been approved/ received for the proposed/similar activity by the PI/ institution. There is no deadline for submission of the application. Receipt of application will be acknowledged within a week. 

Agreement

A written agreement will be made between PTCL R&D Fund Secretariat and his/her institute. The institute undertakes to administer the grant according to the agreement and to provide laboratory space, salaries and other facilities necessary for the project. Equipment, material and literature provided for the project through this program remain the property of the institute after the project is completed. The grantee is required to submit a final narrative and financial report within one month of the completion of the project.
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 Pakistan Telecommunication Company Limited


APPLICATION FOR PROJECTS OF APPLIED NATURE

SECTION ONE: SUMMARY

1. APPLICANT

	Name and Address

Dr. Arshad Ali.

166-A, St-9, Chaklala Scheme-III, Rawalpindi

	Area code

051
	Telephone

9280658
	Fax

9280782
	E-Mail

Arshad.ali@niit.edu.pk
	Home page

www.niit.edu.pk

	Designation

Director General
	Date of birth


	Sex 

( Male      ( Female

	Name and address of Institution (if different from above)

NUST Institute of IT


2. PROJECT
	2.1
	Title

Establishment of Research Labs for Network Management and Monitoring
	Field

Networks Analysis

	2.2
	Main Objectives in order of Priority

1. Establish Labs in NTC HQ and NUST Institute of IT
2. Deploying existing tools available from SLAC, CAIDA and other organizations
3. To Measure the network performance of NTC and NIIT, identifying bottlenecks in the real time network

	2,3
	Outputs 

1. Network Performance Analysis and future recommendations for NTC Network nationwide
2. Network Performance Analysis for PERN Network and future recommendations for PERN2 Project by HEC
3. Deployment of Network performance tools in NTC and their training to NTC staff 
4. Research Papers on new techniques for network anomaly detection

	2.4
	Justification

NUST Institute of IT was the first active node (monitoring other leaf nodes) in Pakistan with the help of SLAC USA for its global network analysis and performance measurements. Our researchers participated in the development of several applications and algorithms which are currently deployed worldwide through SLAC. Several reports/papers were published by jointly by NIIT & SLAC and based on this international experience NIIT can help NTC in their network performance analysis and while discovering their bottlenecks can suggest for the future directions. This project will enable NTC to offer its services in an improved manner to the end subscribers at large.

	2.5
	Duration

1 Year


3. FINANCIAL (Add rows as required)

	
	
	Year 1

	
	Head 1: Equipment
	6,260,000

	
	Head 2: Salaries
	2,340,000

	
	Head 3: Operational Expenses
	2,880,000

	
	Head 4: Travel, Furniture and others
	1,402,600

	
	Head5: Funds from Other Sources
	None

	
	TOTAL:
	12,882,600


4. SIGNATURES 

	
	Date and signature. Applicant
	It is verified that the existing facilities of the institutions relevant to the project proposal will be provided to the applicant.

	
	
	Date and signature. Head of institute
Name and position 

(type/print)


Comments by Head of Organization:

	
	Date and signature of Head of Organization
	Official Stamp


SECTION TWO: PROJECT PROPOSAL

1. INTRODUCTION
The NIIT-SLAC collaboration focuses primarily on development, evaluation, deployment, integration of tools making network measurements and in-depth analysis and reporting of the results to enable better network management. The aim of this project is to establish a research lab at NTC using software developed as a result of joint research efforts of the NIIT-SLAC group. This lab will enable researchers from NIIT to test their findings in a real-time environment. It will also allow NTC to have access to the most cutting-edge research in network monitoring and management being developed by the NIIT-SLAC team.

The lab will consist of a Gigabit Ethernet network containing High-End servers hosting the monitoring software. The technical objectives initially will be: making high performance bandwidth and achievable throughput measurements; gathering and analyzing passive network measurements including Netflow records from the routers/switches; gathering, archiving, analyzing and making available via the web active end-to-end performance measurements.

The establishment of the lab will involve several phases involving the deployment of the hardware and the incremental installation of software in tandem with continuous research and development. Initially the hardware requirements of the lab will have to be fulfilled. This has already been outlined in the initial proposal. The next phase is the deployment of the software solution for the lab. The first phase of this will involve low network-intrusive regular, persistent long-term, yet near real-time measurements of the End-to-End performance of major NTC network paths. The visualization will include both tabular and graphical time series, statistical analyses (e.g. correlations between metrics, frequency distributions), topology maps, with navigation to the paths, metrics measured, selection of time windows and aggregation groups and statistical reports. This will enable the viewer to quickly see longterm trends, spot problems such as unexpected changes in the network performance and provide higher level decision making to the upper level management. The worldwide PingER project will be deployed to provide these solutions. This will also enable NTC to compare performance of its network with other networks monitored by PingER worldwide.

In the next phase interface utilizations and capacities of various routers in the network will be used to detect and forecast the location and magnitude of bottlenecks for various paths crossing the NTC backbone. This would be done by looking at time series data of the available bandwidth = capacity-utilization of the interfaces, and using techniques such as Holt-Winters or ARMA/ARIMA to make forecasts. Then for a given path the probability of the available bandwidth for the complete path for some interval into the future would be forecasted. The data for these measurements can be gathered by reading SNMP MIBs of the managed devices at regular intervals. The IEPM-BW project of SLAC will be useful in deploying this functionality. We also plan to investigate and provide tools to automate detection of anomalous (sudden, significant, persistent steps) network performance events, plus investigate how to provide further in-detail diagnostic information on the cause of the events.
Further research work such as Network Topology Discovery Software and Autonomous Resource Management of the Network can also be carried out later and the resulting software deployed. The continuous nature of the project, i.e, the gathering of monitoring data and development of new tools based on that data, will ensure the access of latest monitoring technologies to NTC as well as a rich R&D atmosphere for the NIIT-SLAC team.

2. BACKGROUND AND JUSTIFICATION

NTC is the official IT&T provider of the government of Pakistan. It is providing services such as:
1 Cost effective Internet services to its dial up users

2 Digital Subscriber Line (DSL) services over the existing phone lines

3 Integrated Services Digital Network (ISDN) 
4 Virtual Private Network services
5 Web-hosting
NTC has its own countrywide optic fiber backbone (SDH-622 Mbps) along both sides of the river Indus, comprising around 90 sites. This large network makes it an ideal candidate for the deployment and operation of state of the art monitoring tools.
NIIT has been working with Stanford Linear Accelerator (SLAC) for the last few years. The NIIT-SLAC Collaboration has produced some high-quality research work in the areas of Network Monitoring and Forecasting. This work can be best utilized in a real-time environment. The NIIT-NTC-SLAC research center will result in cutting edge network monitoring technologies developed at NIIT-SLAC applied to the real-time environment of NTC. It will provide NIIT researchers with an opportunity to test their research results in a network offering a rich and diverse set of services. NTC will enjoy exposure to latest and best technology being developed for network monitoring as soon as it comes. It will also help NTC in achieving the goals of upgrading technology necessary for any service provider.

To efficiently manage a network it is critical to measure and understand the current and long-term performance, identify the location and sizes of bottlenecks, and detect anomalous performance. The proposed NTC Research Lab is a project proposed for equipping NTC with monitoring tools to address this by:

Measuring the connectivity of and the network performance between NTC nodes.

Performing analysis over the gathered data in order to identify the network problems and anomalies, provide trouble-shooting information, and information for planning and setting expectations

Measuring and improving the service levels provided by the NTC


One of the areas in which the research lab can contribute effectively is monitoring of the PERN project.
PERN – The Pakistan Education & Research Network is managed by the Pakistan Higher Education Commission (HEC), while it is operated and maintained by the National Telecommunication Corporation (NTC). PERN is a nationwide educational intranet connecting premiere educational and research institutions of the country. PERN focuses on collaborative research, knowledge sharing, resource sharing, and distance learning by connecting people through the use of Intranet and Internet resources.

PERN is planned to function as the network infrastructure basis for a Grid environment for the Pakistani Research community, whose nodes are expected to be utilized by the worldwide High Energy Physics (HEP) community. This will potentially provide access to computing resources (e.g. Grid nodes and storage) at up to 56 universities and institutes in Pakistan. Also, given the close collaboration with NTC, PERN can be a used as a test-bed for development and early deployment of various monitoring techniques and network applications developed across the globe. Moreover, PERN can provide a limited amount of bandwidth with better than best-effort services for collaborators to test their applications in constrained environments.

Realization of the full potential of Grid technologies and e-learning tools in PERN requires high speed and reliable network links between collaborating universities inside and outside Pakistan. E-learning infrastructure includes bandwidth-intensive applications such as bulk data replication, streaming video and sophisticated protocols that enable real-time interactivity in the form of live video and live controls. To enable these high speed applications the network must provide both high bandwidth links and links with low latency and jitter.

There are several public domain active E2E Internet monitoring infrastructures in use today. We have chosen to base our work on two complementary infrastructures/toolkits since we believe they most accurately match NTC’s needs. Since we also have considerable experience with them we will be able to quickly show useful results. The infrastructures chosen are: PingER Error! Reference source not found. for wide deployment on low performance networks; and the Internet E2E Performance Monitoring – Bandwidth (IEPM-BW) Error! Reference source not found. infrastructure for more focused monitoring of high-performance links. The currently ongoing and future developments in these and some other tools will ensure the continued availability of the latest measurement analysis techniques to NTC.

2(a).   PROBLEM STATEMENT
To efficiently manage any network one needs to be able to measure it. This includes measuring and understanding current and long-term performance, identifying and reporting problems both E2E and within the network itself, and providing forecasts of both long and near term performance. Without such information the manager lacks planning information, the user and network administrator do not know what to expect, problems are reported by the users and the network administrator can only react, locations and sizes of bottlenecks and their behavior are unknown, and users and applications are unable to dynamically optimize their network usage. Efficient and reliable monitoring of the NTC network is only possible through the establishment of a monitoring lab at NTC itself, instead of remote locations already suffering from congestion and thus providing unreliable monitoring data. It is also proposed that a similar lab be setup at the NIIT end as well in order to provide students at NIIT with similar facilities for research work.

3.   SCOPE AND OBJECTIVES
The primary aim of the lab establishment is to develop a lightweight yet comprehensive monitoring infrastructure for NTC by enhancing and configuring the existing toolkits to fit the bandwidth environment of NTC and develop new tools customized for compatibility with NTC. It aims at collecting network data by deployment of the IEPM-BW and PingER infrastructures together with their tools and other tools that we will integrate into the infrastructures. From these we will provide forecasts; identify and diagnose bottlenecks and performance issues present in the network by making use of the various tools. We also aim to identify bottlenecks and propose/suggest improvements in the overall structure of NTC network based on the data collected. This project also aims to develop new forecasting tools to identify network anomalies. By using active as well as passive monitoring of the network, we aim to validate the E2E measurements, detect backbone anomalies and bottleneck locations, and characterize site traffic.

The monitoring information will be of value to network managers and users for problem identification and trouble-shooting, planning and setting expectations (e.g. for setting and verifying service level agreements) for the network. It will also assist in understanding and ameliorating the impact of the network on network based applications such as bulk-data transport, collaborative meetings, video conferencing, streaming video etc in NTC. In addition they will be used to better understand the impact of NTC applications on the operation of networks. In the later stages of the proposal, as the forecasting becomes a reliable service, we will work with Grid middleware and applications developers to enable applications to directly use the forecasts (by means of web services) to steer the application for example for replica selection.

The deployment of such a monitoring infrastructure in a developing region such as Pakistan will also enable a better understanding of the digital divide both within Pakistan, between Pakistan and other developing regions such as Latin America, Africa, and Russia and between Pakistan and developed regions.

4.   DETAILED METHODOLOGY
The conceptual framework of this proposal is based on the existing PingER and IEPM-BW projects developed at SLAC. The PingER monitoring is based on the ubiquitous Internet ping facility. It includes 3 components (see Figure 3):

The Remote Hosts/Sites: These hosts will typically be located at universities or institutes and performance to them is measured from the local PERN monitoring hosts. No software needs to be installed on the remote hosts, they simply need to respond to pings. There may be multiple remote hosts at a single remote site.
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The Monitoring Hosts: The PingER monitoring tools are installed and configured on a host at each monitoring site. The installation can be done by the monitoring site personnel or centrally by PingER central administrators. The ping data collected is made available to the archive hosts via the HyperText Transport Protocol (HTTP) (i.e. there is a Web server to provide the data on demand via the Web). There are PingER tools to enable a monitoring site to be able to provide short term analysis and reports on the data it has in its local cache. Long term analyses are performed at the Analysis host(s). The load on the monitoring hosts is light and they are typically shared with other functions. 
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Archiving & Analysis Host(s): There must be at least one each of these for each PingER project. The archive and analysis hosts maybe located at a single site, the two functions may be performed on a single host or they may be separated, different analyses may be performed on different hosts. The archive host will gather the information, by using HTTP, from the monitor hosts at regular intervals and archive it. They will provide the archived data to the analysis host(s). The analysis host provides web access to different reports obtained by analyzing the data gathered and provide tables and graphical plots of more extensive metrics going back over a longer period. 
As part of the current proposal we will develop improved PingER management tools to reduce the manual work required and make the project more operationally sustainable. This will include simplifying new installations, quickly identifying and reporting hosts that are not responding, identifying bad data such as impossible values, identifying suspicious data such as similar paths reporting very different performance, checking the self-consistency of the database, providing tools to validate the location of a host using RTT measures from multiple sites to provide triangulation. We will also develop and introduce new visualization tools (see Figure 3 for an example) to automatically provide executive level reports of long-term performance improvements between regions, and provide mouse sensitive maps with drill down to further details.

IEPM-BW monitor sites are currently deployed at SLAC, CERN, FNAL, Caltech and BNL. They each monitor paths to sites of interest to the monitoring site. About 40 sites are monitored in about 12 countries. The speeds of the paths vary from 500kbits/s to 1Gbits/s. Currently IEPM-BW provides support for regular measurements using ping, traceroute, ABwE Error! Reference source not found., and iperf Error! Reference source not found.. As part of this project we will add support for pathchirp [7], thrulay [8], pipechar [9], bbftp [10], and GridFTP Error! Reference source not found.. The data is archived and analyzed at the monitoring host. The reports are accessed and displayed via the web. The toolkits provide for easy installation of the tools at both remote and monitoring hosts. Typically the remote hosts are undedicated and share other services. The monitoring hosts are typically dedicated to IEPM-BW. 

As part of the proposal for IEPM-BW we also plan to evaluate forecasting and anomaly detection and provide better management. The forecasting will be based on work at SLAC and NIIT to use the Holt-Winters Error! Reference source not found. triple-exponential moving average and the Mark Burgess two-dimensional forecasting Error! Reference source not found. techniques. We will also evaluate using PCA, the Kolmogorov-Smirnov Error! Reference source not found., neural networks and Plateau algorithm Error! Reference source not found. techniques for anomaly detection. Where suitable these methods will also be developed and integrated as part of the current proposal.

In addition to using active E2E monitoring tools to gather data, we also plan to collaborate with NTC/PERN (see letter of support from NTC) to gather NTC backbone and border router interface utilization, capacity and error data using SNMP/MIBs. This will build on the work being pursued in the Internet2/ESnet/ Géant SONAR project. As part of the current proposal we will develop techniques to analyze and visualize this data, to provide forecasts, detect anomalies and locate and quantify bottlenecks.  We will also evaluate utilizing Netflow Error! Reference source not found. at PERN border routers to characterize border traffic for PERN sites, and to compare and complement the E2E measurements.

5.   PROJECT TEAM
Prof. Dr. Arshad has been supervising projects in the domain of Network Performance Monitoring for the last three years. Most of these projects are carried out in collaboration with SLAC USA, CERN Geneva, Caltech USA and Comtec Japan. His work mainly comprises of the development of tools for monitoring of end hosts and intervening network segments. MAGGIE-NS (Measurement and Analysis for the Global Grid and Internet E2E Performance) is a collaborative effort between SLAC, USA and NIIT to integrate numerous network and application performance monitoring tools into a scalable and secure infrastructure providing measurements, analysis and access to data. He holds the unique distinction of creating active research culture and initiating international research collaborations. These collaborations are continuously growing with the research in cutting edge technologies and helping develop the much needed human resource and highly qualified faculty in IT/Communication technologies.
Over the last two years there has been a close collaboration between the SLAC and NIIT teams with fortnightly phone meetings and several visits of key personnel in both directions. In addition there have been many meetings involving NIIT, NTC, PERN and SLAC to define and pursue this proposal and ensure it meets real needs. Over the last year, the SLAC/NIIT team has been actively working on forecasting, anomaly detection, applying PCA to network measurements, and improving PingER and IEPM-BW management, analysis and visualization. The currently ongoing MAGGIE project seeks to combine these different monitoring tools into a single infrastructure. Extensive experience in creating and using these tools puts the NIIT-SLAC team in an ideal position to help NTC deploy a monitoring lab employing these techniques.
6.   DETAILED PROJECT PLAN
It is proposed that two similar labs be setup. One of these labs will established at NTC while the second would be established at NIIT. The technical details of both these labs are given below: 

6(a) LAB AT NTC END
One of the labs will be established at NTC headquarters. First we look at the architecture of this lab in two ways.

1. The Topology of the NTC/PERN network and the exact location of the research lab within this network

2. The Topology of the Labs themselves.
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                                            Fig1: Lab at NTC End

The research lab shall be provided connectivity to NTC (Islamabad) through one of its Access Routers as shown in figure1.

The lab will fundamentally be a gigabit Ethernet consisting of end users, high end servers and storage devices connected through a layer3 switch. Internet connectivity will be provided though a Cisco router. Fig 2 details the architecture of the lab. 
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Fig2 : Topology of the Test Bed at NTC

The lab establishment at NTC will initially consist of two main phases. Both these phases will consist of six months each.

	            Phase
	                                       Tasks involved

	Phase I (Six Months)
	Acquisition of Lab Equipment

Network cabling of lab 

Installation of Equipment

OS and Server Configuration

Installation of Monitoring Software

Testing of Monitoring Software

Commencement of Research Operations in the Lab

	Phase II (Six Months)
	Review of Activities in the first phase

Continue Research Operations in the second phase


A detailed timeline of the project phases is attached in Appendix-A.



6(b) LAB AT NIIT END
A Lab will also be established at the NIIT end. It will be similar to the lab established at NTC end. However it will be provided a 2 Mbps internet connection through DSL link using HDSL modems. The architecture of lab at NIIT end is shown below.
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                                      Fig3 : Topology of the Test Bed at NIIT

The lab establishment at NIIT will initially consist of two main phases, similar to NTC. Both these phases will consist of six months each.

	            Phase
	                                       Tasks involved

	Phase I (Six Months)
	Acquisition of Lab Equipment

Preparing Location for the lab

Network cabling of lab 

Installation of Equipment

OS and Server Configuration

Installation of Monitoring Software

Testing of Monitoring Software

Commencement of Research Operations in the Lab

	Phase II (Six Months)
	Review of Activities in the first phase

Continue Research Operations in the second phase


A detailed timeline of the project phases is attached in Appendix-A.



	Equipment Requirements NTC Lab (1 Year Plan)


	S.No.
	Items Requested
	Quantity
	Unit Price (Rs.)
	Funding Required

(Rs.)

	Equipment

	1
	CISCO Router 3725
	1
	400,000
	400,000

	2
	CISCO 3750 L3 Switch
	1
	450,000
	450,000

	3
	HP ProLiant DL385 2.4GHz, Dual Core - Rack Server
	3
	300,000
	900,000

	4
	HP ProLiant ML110 G2 Storage Server
	2
	200,000
	400,000

	5
	End User Workstations
	10
	75,000
	750,000

	6
	UPS
	1
	225,000
	225,000

	7
	KVM switch
	1
	30,000
	30,000

	8
	Cabinet
	1
	50,000
	50,000

	Accessories

	9
	Furniture
	1
	250,000
	250,000

	10
	Power/network Cabling etc
	1
	125,000
	125,000

	
	
	
	TOTAL
	3,580,000


	Equipment Requirements NIIT Lab (1 Year Plan)



	S.No.
	Items Requested
	Quantity
	Unit Price (Rs.)
	Funding Required

(Rs.)

	Equipment

	1
	CISCO Router 3725
	1
	400,000
	400,000

	2
	CISCO 3750 L3 Switch         
	1
	450,000
	450,000

	3
	HP ProLiant DL385 2.4GHz, Dual Core - Rack Server
	3
	300,000
	900,000

	4
	HP ProLiant ML110 G2 Storage Server
	2
	200,000
	400,000

	5
	End User Workstations
	10
	75,000
	750,000

	6
	UPS
	1
	225,000
	225,000

	7
	HDSL Modems
	1 pair
	250,000
	250,000

	8
	KVM switch
	1
	30,000
	30,000

	9
	Cabinet
	1
	50,000
	50,000

	Accessories

	10
	Furniture
	1
	250,000
	250,000

	11
	Power/network Cabling etc
	1
	125,000
	125,000

	
	
	
	TOTAL
	3,830,000


7.
INTERMEDIATE DELIVERABLES AND PROJECT OUTPUTS

1. DETAILS OF ESTIMATED BUDGET FOR THE PROPOSED RESEARCH PERIOD (To be Filled For Each Year)

	8.1
	A.
Permanent Equipments
	Amount 
	Budget Notes

	
	Routers
	800,000
	

	
	Switches
	900,000
	

	
	Servers
	2,600,000
	

	
	Workstations
	1,500,000
	

	
	Modems
	250,000
	

	
	UPS
	450,000
	

	
	KVM
	60,000
	

	
	Cabinet
	100,000
	

	
	
	
	

	
	
	
	

	
	Estimated freight charges, insurance and tax for items to be imported:
	
	

	
	Subtotal 
	6,260,000

	8.2
	B.
Expendable supplies
	
	

	
	Stationary
	200,000
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	Estimated freight charges, insurance and tax for items to be imported:
	
	

	
	Subtotal 
	200,000


	8.3
	C.
Literature, documentation, information, online literature search, contingencies, postage
	
	

	
	Copies of RFCs, online research literature, courier etc.
	100,000
	

	
	Licenses for Cisco Netflow
	
	

	
	
	
	

	
	Subtotal 
	100,000


*For import items, include equivalent US dollar value in bracket.

	8.4
	D.
Travel (For project involving field work etc.)
	
	

	
	Local Travel for coordination and pinger node deployment across the country
	200,000
	

	
	
	
	

	
	Subtotal 
	200,000

	8.5
	E.
Expenditures on salaries and allowances
	
	

	
	Project Investigator
	
	

	
	Co Project Investigator
	
	

	
	Four Network / Data Analysts (@ Rs. 25,000 / month)
	1,200,000
	

	
	Four Research Assistants (@ Rs. 15,000 / month)
	720,000
	

	
	Subtotal
	1,920,000
	

	8.6
	F.
Operational Costs
	
	

	
	Bandwidth in NTC
	
	

	
	Bandwidth in NIIT 2Mbps (@ USD 2,000 / month)
	1,440,000
	

	
	
	
	

	
	Subtotal
	1,440,000

	8.7
	G. Other Costs including 2% Audit Fee 
	
	

	
	Power and Network Cabling
	250,000
	

	
	Furniture
	500,000
	

	
	Contingencies (8% of total cost)
	
	

	
	2% Audit Fee
	252,680
	

	
	Subtotal
	1,002,680

	
	TOTAL (A,B,C,D,E,F,G) Rs.

	13,282,680


2. PRELIMINARY ECONOMIC FEASIBILITY

Anticipated Economic Impacts: Give figures of enhancement in productivity and/or import substitution and /or export promotion (attach as annexure-1)

	Currently HEC has setup PERN, a huge nationwide network through NTC with high recurring costs. There are further enhancing it towards PERN2 with more capacity and better network. 

However the current utilization of both Intranet and Internet through PERN project is not according to the initial assumptions of HEC, i.e. Intranet being under utilized or in fact not used at all. 
This project will help to identify such areas, where HEC can save recurring budgets and offer what is actually demanded and required.

	Who conducted economic feasibility?

NTC Pakistan and SLAC USA endorses this project as network performance analysis and its quantification for the future network growth in Pakistan.


3. PROJECT BENEFITS AND BENEFICIARIES

	Direct beneficiaries of this project will be:
1. National Telecommunication Corporation

The project will deploy existing tools that will analyze the NTC network in a quantified way and would develop tools using the new network modeling and forecasting techniques.
2. Higher Education Commission of Pakistan

Allocation of PERN bandwidth to various universities and their analysis. HEC will be able to see the digital divide and would be  effectively plan for the PERN2.
3. Academia

Collaboration of the industry and academia is vital for the development for the science, technology and the introduction of research culture in a country. This project will bring industry and academia together so that both can be beneficial in sharing ideas and their joint development.
4. NUST Researchers

Students and researchers involved in this project will learn new technologies, techniques, and professionally benefit from the participation.


	


CONCLUSION

	


For further information please contact

General Manager, PTCL R&D Fund,

3rd Floor Kamran Centre, Blue Area, Islamabad

Tel: +92-51-2878505,2802050, Fax: +92-51-227-4746

gmrdf@ptcl.com.pk 

Figure 4: Example of possible visualization of PingER results





Figure 3: Logical/conceptual architecture of PingER component
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