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(Send corrections and additions to fong5@llnl.gov)

(X marks information that needs to be verified, expanded, or corrected.)

Chapter 1: Cold Start

Assuming the power has gone off and been restored at the FEE and NEH, first have the system administrator verify that all the network routers and the servers are back up. The development and console hosts are not considered servers, so you’ll have to power them up yourself.

Verify that the 5 Linux IOCs came back on. There are two Dells in rack FEE1:204 for the direct imager, two Dells in rack FEE1:E102 in the alcove and one CompactPCI in rack FEE1:202 for the Gas Detector. On the Dells blue and white light saying ‘Power Edge’ is not sufficient; you need to remove the front panel protector to see whether the power button is lit up green. If not lit, push the power button. On the CompactPCI, the power switch in the rear stays mechanically latched on. The controls software can turn on the Wiener crates remotely, or you can momentarily raise the red lever switch.

Go to computer xtod-console. Push the power button on its tower to boot it up. Log in as user ‘operator’. The password is’ vgy78uhb’. If there’s no Terminal window, look in the System Tools submenu of the Application menu for Terminal and select it. Type ‘ps’ to see what shell you have running.  If ‘tcsh’ is the shell, type ‘bash’ to spawn the bash shell.  Once you’re in the bash shell, type ‘epics’ to execute the epics alias that was defined in the .bashrc file. This defines some environment variables and aliases that you’ll need.  [If not already so, I will set up .bashrc and saved X session so all this is automatic—sl]

You will need a Terminal window for each of the following operations; you can re-use a single instance, or bring up a dedicated instance for each.  There are two general patterns: one for ‘hard’ IOCS: VME single-board computers running RTEMS; another for ‘soft’ IOCs running Linux.  Each has a method to: 1) start a background process to control and/or monitor the IOC; 2) access the ‘debug console output’ of the control/monitor process; 3) stop the control/monitor process.  Once an IOC is running, it can usually be restarted from the EPICS GUI (for example to reload with a new configuration).   Hard and soft IOCs have different recovery procedures.

Use xtod-console for the following.

The first process to start is the IOC Manager.  Type the following commands:


cd $EPICS_IOC_TOP


cd IOCManager/Development/iocBoot/sioc-fee1-nw01


psrv-fe-nw

To join the session: [not necessary if defaults are below]

tnps-fe-nw [not necessary if defaults are below]


ctrl-R [may become default]


ctrl-T [will become default]

To re-use the window, leave the session with:


ctrl-]


quit

To rejoin the session:


tnps-fe-nw

To end the controlling processing:


ctrl-Q

The second process to start is the Simulator IOC. 


cd $EPICS_IOC_TOP


cd Simulator/Development/iocBoot/sioc-simul-beam


psrv-nw


tnps-nw


ctrl-R


ctrl-T

To re-use the window, leave the session with:


ctrl-]


quit

To rejoin the session:


tnps-nw

To end the controlling processing:


ctrl-Q

The next IOCs to start are the ones running in VME crates. Type ‘xtodhome’ to bring up the main XTOD screen. Click the button labeled ‘Network & IOCs…’. This presents you with a menu from which you should choose ‘Overview’. You now get a second window with a screen showing all the IOCs. The only two that are (or should be) green are SIOC:FEE1:NW01 and SIOC:XTOD:BEAM in the upper left corner. The ten IOCs that you want to reboot next are IOC:FEE1:201, IOC:FEE1:212, IOC:FEE1:203, and IOC:FEE1:204; IOC:FEE1:701, IOC:FEE1:801, IOC:FEE1:712, IOC:FEE1:722, IOC:NEH:111, IOC:NEH:121. When you click on their buttons, another window opens up. If the Power Status is OFF, click the Power On button. This should be sufficient to reboot the IOC. Consult the ‘Legend’ for full understanding of IOC status indicators.

To access the console/debug output of a starting (or running) hard (VME) IOC:

Name of ioc host      connect command


tnps-xxx

…

To re-use the window, leave the session with:


ctrl-]


quit
Finally, there are six Linux based IOCs to restart – IOC:FEE1:202, IOC:FEE1:224, IOC:FEE1:214, SIOC:FEE1:E202, and SIOC:FEE1:E101, and SIOC:FEE1:E703. Like the Simulator IOC, each of these is a two step procedure – first start the respective control process and then tell it to start it’s IOC as a child process. The second step is done from xtod-console (as before), but the first step requires logging in to the Linux system on which the control process and IOC run. The six IOCs to be restarted are for (1) gas detector data acquisition, (2) direct image wide field of view camera, (3) direct imager narrow field of view camera, (4) vacuum for the instruments (i.e., not for the offset mirror system), and (5) gas for the gas detectors and gas attenuator, (6)….

Run ssh to log in to the Linux system where the IOC runs. Type ‘ssh ioc@<name-of-host>. When prompted for the password, type ‘ioc’. Once logged in, you will find a file named startup.cmd in ioc’s home directory. Type ‘. startup.cmd’. Now just ‘logout’. Back in your Terminal window on xtod-console, issue the connection command. This is an alias for a command that will establish a telnet connection to the procServ you just started. Type ctrl-r to tell the procServ to start the gas detector data acquisition IOC. Type ctrl-t (recommended) if you want to enable autorestarts. Type ctrl-] to terminate the telnet session. The names of the Linux hosts and the names of the respective telnet client aliases are:

             Name of ioc host      connect command


ioc-fee-nfov

tnps-sife-nf


ioc-fee-vac-beam
tnps-sife-vb


ioc-fee-vac-gas
tnps-sife-vg


ioc-fee-wfov

tnps-sife-wf

gas-daq

oms-vac

The Network & IOCs overview you should see all the IOCs running

Chapter 2: Restart of IOCs

Hard (VME) IOC.  If the reboot from the GUI does not work (to load a new database), or the GUI clearly shows invalid/disconnect values (crash), click the ‘VME Sys Reset’ button; if that fails, use ‘Power off’ followed by ‘Power On’ and continue as with Cold Start.

Soft IOC.  Unless the autorestart feature was defeated, the reboot from the GUI should work for both a pre-emptive restart (to load a new database) or if the IOC crashes.   You can always rejoin the session (as above) to verify the health of the control process and/or IOC.

Chapter 3: Orderly Shutdown

Appendix A: Host Usage

Note 1: All servers must be fully up before the Console and Development hosts are usable.  Check that: 1) when you login, your home directory is present; 2) /usr/local/lcls has the usual sub-directories present.

Note 2: Use only the bash shell for all EPICS work.  (See a system administrator.)

Note 3: Take the relevant parts of a working .bashrc to ensure your own enviroment is properly set.

Development hosts:

psdev101 (FEE); psdev103 (control room) ); psdev102 (server room)

login as yourself; ‘ssh’ to any console host

Console hosts: 

xtod-monitor (FEE); login as “xtod”; 

xtod-console (control room); login as “operator”

Server hosts: 

epics-srv (server room)

nfs (server room)

ntp (server room)

