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A philosophical statement:

“…the vision has always been that the 8-Pack will have a controls branch over to the NLCTA system, so we can take advantage of the work that has been done and is being done on that infrastructure. When I say “separate program”, I mean that the NLCTA as it stands has to continue bearing the brunt of the accelerator structures experimental program for pretty much the next two years, while 8-Pack emerges alongside as an experiment in RF power conversion and delivery, first to a set of dummy loads, and then to a real structure in the NLCTA tunnel. All the while presumably NLCTA will continue doing what it is doing now.”

“So the 8-Pack will have its own controls, data acquisition and diagnostics that will communicate over a new branch of the control system. I presume the discussion with Joe will be about the architecture of that system, and about which parts of the infrastructure get used and which parts might have to be expanded or replicated.”

End of philosophy
Much effort has gone into minimizing the software effort. The move of NLCTA support to EPICS has given us a good basis for making decisions. Subsystems which more easily fit into the SLC scheme have been planned accordingly, and support which has been successful with the newer EPICS effort will be implemented there. As with most modern controls, most of the cost is software development cost, which seems often to get charged to the ESD operations budget. 

SLC-based support


These requirements center on vacuum and timing support. There are currently two crates planned (Mario’s talk) with one overflow crate. There have been discussions about the necessity of a new micro, TA03 (or lack thereof) for the 4/8-Pack effort.

LLRF support


These requirements have been discussed in great detail and comprise the EPICS/VME support. We also expect to support some Allen Bradley PLC. 

Items required in a timely fashion

Any module requiring new or upgraded device support is important early on. Any SLC database items are useful as early as possible. Any changes necessary in the fast processing algorithm will also require significant implementation time.

UPS, Terminal servers, Network considerations

A new Ethernet switch will be necessary to service the 4-Pack area. Terminal servers and UPS have proven essential for EPICS installations.

SLC-Based Support

Two crates are forseen for support of  timing, vacuum, and other items.

These crates can be connected to a new micro (TA03) or added as extra crates on TA02. The advantage of a new micro is independence of 4-Pack development from NLCTA running. Past experience has shown that adding a new micro is always advantageous. The only advantage of using the existing micro is cost – I suggest fetching FB88, say, if the cost of a micro is really an issue. There was some discussion of consolidating present NLCTA Camac crates to free some up. The work involved in redefining the database support for the consolidated modules far outweighs the cost of crates.

The PDU/STB requirements seem to be:

LLRF drive: 12 channels (4-pack) 16 channels (8-pack)

LLRF receiver: approx. 6 channels

Special instrumentation: 4 channels

Total < 32 (28), or two PDUs, or two crates.

Subsystem

4-Pack
8-Pack

Vacuum

8 slots
12 slots

LLRF Drive

5 slots
9 slots

Special Inst.

3 slots
6 slots

XMOV(fbck)
1 slot

1 slot

Thermocouples may need to be in SLC (depending on VSAM capability), or could be in VME.

EPICS / VME Support

The 8-Pack will require three VME crates, the 4-pack will need either two or three, depending on the intended distribution of the VME modules. One important consideration is that all the readout AND control signals for fast (60 or 120 Hz) operation should be in one crate for faster access.

Steve’s group will need a VME crate and modules in his area for test.

We will need one of each module for driver development or enhancement.

Each VME crate’s basic cost:

Wiener Crate $5600 (20 useable slots)

PPC 2700      $4315

Modules:

DAC: 

VMIC 4140  (Modification of 4100 support)

ADC: 

VMIC 3122  (Modification of CAEN support)

Scanning ADCs: 
SIS 100 MHz (Steal from APS and modify)

Digital I/O: 

VMIC 2534 (as in use in the NLCTA)

Pulsed digital(?): 
XYCOM XVME-203 (simple driver)

Scaler card: 

XYCOM XVME-203 (simple driver)

PLC control:
Allen Bradley PLC-5 (as in use in the NLCTA)

GPIB:


HP LAN support (common at SLAC)

VSAM: 

Standard BaBar support

Numbers needed of each ???

UPS/ Terminal Servers/ Ethernet switch

Each VME crate requires a UPS and a terminal server connection.  Bring VME down in a controlled manner has help avoid problems with strange restart problems. The terminal server allows us to remotely debug not only running EPICS IOCs, but also the startup scripts.

For networking in the 4/8-Pack area we will need a new Cisco Ethernet switch, such as are being installed in PEP-II and for all new service.

UPS

APC Smart-UPS 700  (2U 19” Rack mount) $499    (count = 2)

Terminal Server

Cisco model 25xx (2U 19” Rack mount) ~$2000    (count = 1)

Ethernet Switch

Cisco  xxxxx  ~ $2000 (count = 1)

This will also involve installation and checkout by SCS.

Control requirements – 

as is done now for the NLCTA

Under typical conditions, control parameters will be changed slowly (~1 second).

RF Processing Loop:

Data from all the “single pulse diagnostics” are read on every pulse. Software detects a breakdown and disables RF. RF power is ramped back up under algorithmic control.

RF breakdown data storage:

After a breakdown all data from a single pulse as well as waveform diagnostics are saved. Most recent measurements of slow devices (vacuum) are saved. Data from non-pulsed devices are saved (pulse voltage, width).

RF hardware interlock control: 

Hardware interlocks will be monitored and reset under software control.

The inputs to the processing algorithm will be different from those in the NLCTA as well the controlled outputs. The basic processing algorithm will require modification, the databases will need to be defined, and the displays and control screens cloned and modified. This work will keep at least one FTE busy. As soon as possible the inputs, desired control, process control, etc. need to be defined and work planned and started.

Support for new VME modules in EPICS

As mentioned above, there are several modifications of drivers or new drivers required.

DAC: 

VMIC 4140  (Modification of 4100 support)

ADC: 

VMIC 3122  (Modification of CAEN support)

Scanning ADCs: 
SIS 100 MHz (Steal from APS and modify)

Pulsed digital: 
XYCOM XVME-203 (simple driver)

Scaler card: 

XYCOM XVME-203 (simple driver)

We have an XVME-203 card already, but need one each of the other three as soon as possible. We think we know the requirements for the drivers, but will work with the NLCTA crew and LLRF development. The driver work will keep at least one FTE busy up through commissioning.
Commissioning

At the NLCTA we upgraded an existing system to EPICS, leaving the old system running in parallel while we tested the modules, drivers, and processing. 

For the 4/8-Pack we will be using that experience but not have an old system to fall back to. As mentioned above, we will be modifying and debugging module support, modifying databases, adapting displays and control screens, and modifying and debugging processing algorithms on our own. 

When equipment is installed, the intensive work begins to verify that all the drivers and processing are indeed correct. One other large portion of work is the PLC checkout. Typically the PLC writer verifies the hardware to PLC connections locally. The EPICS developer verifies the published PLC table layout to EPICS database connections. A large commissioning effort is then the hardware-to-EPICS-response verification.

We expect to have three FTEs fully involved during this period.

In addition, the SLC installations need to be checked through and verified. This will involve additional work during the same period.

 Data storage and backup are also important issues. There are several developments under consideration and we will avail ourselves of the best solution. Current NLCTA experience shows that much effort goes into data flow, subsequent analysis, and backup.

