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Abstract

The desire to unveil the mystery of dark matter which, according to compelling astrophysical and cosmological evidence, constitutes about 85% of the matter in the Universe, drives physicists to continuously develop their tools and search methodologies. There are several proposed candidates for new particles among which the Weakly Interacting Massive particle (WIMP) is considered the most propitious.

The SuperCDMS SNOLAB experiment is a direct dark matter (DM) detection experiment. It is expected to start taking science data by the beginning of the year 2023. The plan is to start the operations with a total payload of \( \sim 30 \) kg of Ge and Si detectors, situated in a well-shielded cryostat with \( \sim 15 \) mK at the coldest thermal stage. The experiment aims to probe DM with masses down to 0.3 GeV (0.5 MeV) through nuclear (electron) scattering. To accomplish this, detectors have to have energy thresholds of a few eV.

The Cryogenic Underground TEst facility (CUTE) is currently the underground facility equipped to operate the future SuperCDMS detectors. Since summer 2019, the facility has operated a variety of detectors to identify, quantify, and mitigate its noise sources and investigate its potential for dark matter search while the construction of the SuperCDMS experiment is in progress. In this thesis, I discuss key contributions to setting up and commissioning the CUTE facility in a timely manner.
I also summarize the major tests and findings.

The low energy reach of the new SuperCDMS detectors brings the need for new calibration methods. We propose two different methods that use LEDs operated next to the detectors. This has initiated the study of LED properties at low temperatures. One of the suggested methods has been shown to be viable, and preliminary tests for the other method have shown promising results. Finally, I show the possibility of operating LEDs in the proximity of an eV-sensitive detector without impacting its performance.
To my parents, my wife and my kids.
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CDMS: Cryogenic Dark Matter Search
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Chapter 1

Introduction

1.1 The Early Universe

Scientists have explored the Universe in the last few decades, and made significant contributions to the whole civilization, for many generations to come. The big bang theory is the currently accepted model of cosmology, and if we consider the mathematical equations which describe the expansion of our Universe, as in Eqn. \[1.1\]

\[
\left( \frac{\dot{a}}{a} \right)^2 \equiv H(t)^2 = \frac{8\pi G}{3}\rho(t)
\]  

where \(H(t)\) is the Hubble parameter, \(a(t)\) is the scale factor, \(\rho(t)\) is the mass density of the Universe and \(G\) is the gravitational constant, then extrapolate our knowledge to the start of time, we reach to \(\sim13.8\) billion years ago where there was nothing at a size of zero \([1]\). The term “Big Bang” refers to the very early seconds of this Universe when it was excessively hot. And thus, the Universe of which we are part of today was born.

The Universe was infinitesimally small but then, something happened and triggered this point to expand rapidly, allowing its interior contents to breathe. As the
Universe expands, its energy and temperature became finite and began to fall, which allowed atomic nuclei to form \[2\]. During the early expansion of the Universe, the metric of space-time itself has changed, so the current models are insufficient to determine what the Universe was actually like in its first moments. We also cannot rule out that the Universe was not physically small on its creation and we cannot conclude on a definite shape. The points between unbound objects and all parts of space-time have increased in unison and thus, there is no center. For this reason, it is said that the big bang happened everywhere and not at one initial point.

In the Universe today, we experience four fundamental forces: gravity, strong nuclear force, weak nuclear force, and electromagnetism. During the earliest increment of cosmic time, known as the Planck Epoch \[3\], these four fundamental interactions were bundled by extreme conditions of the micro-universe and were as one, in an overall unified fundamental force. We cannot test or verify that such a unified force existed, but many scientists assume that it did. It is also possible that the laws of physics, as we currently experience them, may not have applied under these extreme conditions either. Around \(10^{-40}\)s later, things start to happen, gravity separates from other forces, and the temperature fell as the Universe expanded. As space cooled, the quantum fields which created the particles and forces we see today were able to settle at lower energy levels, becoming more stable. This increased stability has completely changed how these quantum fields interacted and caused the single force to break into two and continue as separate forces. This phenomenon is known as Symmetry Breaking, where the unified force continued as gravity and electro-nuclear interaction.

When the temperature fell below \(10^{28}\) K, the electro-nuclear force broke into two separate interactions, strong and electro-weak interactions. The symmetry breaking
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had a profound effect on the Universe, as after this breaking occurred the Universe violently expanded in an event called Cosmic Inflation, as depicted in Fig. 1.1. This expansion caused the Universe to become at least $10^{78}$ more voluminous in under a trillionth of a second. The energy of this inflation decayed into the first elementary particles, the first tiny building blocks of information in the Universe. At this point, the entire Universe was filled with Quark-Gluon Plasma, which is why scientists believe that it was distributed homogeneously across space.

![Figure 1.1: Inflation of the Universe. Image source: 4.](image)

The density of the Universe fell dramatically during inflation and allowed the temperature to fall below the threshold of the third event of symmetry breaking. At this point, all the elementary particles created by the quantum field gained mass and electroweak interaction separated into electromagnetic and weak interactions, and the four fundamental forces that govern the Universe had been established. Thus,
particles with mass had been formed and are bound by these forces.

Within the first pico-second of time after the big bang, the Universe had emerged and was hot, voluminous, and dense. But the fundamentals are now in place to occur among the elementary particles such as quarks and leptons. These quarks and leptons are capable of binding together, but during this increment of time, known as the Quark Epoch, it was still too hot and energetic for binding to stick. But then, a millionth of a second after the big bang had occurred, the temperature of the Universe fell below this threshold and now quarks can begin binding without being destroyed. This led to Baryogenesis and bound pairs of two or more quarks began forming, such as protons and neutrons. As the temperature of the Universe decreased, there was not enough energy to form new particles, and most of the anti-particles annihilated others, creating high energy photons in the process. Only a small fraction of the hadrons remained in what is called the Hadron Epoch at \( \sim 1 \) second of cosmic time.

After the formation of the neutrinos, they were still flying around because they only interact very weakly with matter. As such, there is strong evidence that these neutrinos created what is referred to as the Cosmic Neutrino Background of the Universe. At this point, radiation dominates the behavior of the cosmos. Tiny random fluctuations in energy and continuity during the inflation have now led to some areas of the matter being denser than others. So, some scientists hypothesize that some areas might be dense enough to experience a gravitational collapse that is capable of forming a singularity, and the Universe may have seen its first Primordial Black Hole (PBH). These black holes are not formed by stars, therefore, they do not have to be as massive, as predicted by the late Steven Hawking, they might be as little as a billionth of a gram. PBH are considered good candidates for the seeds of
supermassive black holes at the center of old large galaxies [10,11].

In the 9 seconds that followed these early hypothetical black holes, the plasma was now composed of mostly leptons, in what is referred to as, the Lepton Epoch. So, now the Universe has protons, neutrons, and electrons. Between 2 and 20 min after the big bang, the temperature and pressure of the Universe allowed Nuclear Fusion to occur and its products to remain stable. So, protons and neutrons could now form the first atomic nuclei in what is called Nucleosynthesis. The resulting matter of the Universe after this period was about 75% Hydrogen (H), about 25% Helium (He), and less than a billionth of a percent Lithium (Li). Now photons continue to dominate the behavior of the Universe for about 50,000 years and as the Universe continues to expand; H and He are fairly homogeneously distributed across all over the space.

At about 47,000 years of cosmic time, the Universe has expanded so much that the density of photons is lower than the density of matter and the Universe’s large scale behavior becomes dominated by matter rather than photons. This matter is composed of about 15% Baryonic matter and an estimated 85% Dark Matter. This dark matter helped to accelerate cosmic structure formation by adding mass. The dark matter clumps and gathers into huge filaments across space, the same way Baryonic matter would do. But because dark matter does not interact with light, and is not slowed down by radiation pressure, it groups faster than normal matter. So, these dark matter filaments formed quickly across space laying the blueprints for the first galactic mega structure billions of years later.
1.2 Evidences for Dark Matter

The effect of dark matter was first noticed in the year 1933. The astronomer Fritz Zwicky was the first to notice that, the galaxies in the Coma Cluster were not moving as he expected. Using the virial theorem, he found out that the galaxies are moving too fast to be gravitationally bound within a cluster, and there must be around 400 times the matter he saw, to explain the observed difference in rotation speed. So, he concluded the presence of “Dunkle Materie” or Dark Matter, which is invisible to the telescope but, whose gravitational effect held the cluster together [12,13].

The search for dark matter started again a few decades later when Vera Rubin and a fellow astronomer, Kent Ford turned their attention to how the stars orbiting the centers of galaxies while they were measuring the ration curves [14].

1.2.1 Rotation Curves

The measured orbital speed of stars as a function of the distance from the center of a galaxy, given the distribution of both, stars and gas we can see, does not match what is calculated with the Newtonian and Einstein dynamics, as depicted in Fig.1.2 [15]. By applying Newtonian dynamics and gravity, we can calculate the expected dependence, given in Eqn. 1.2 but as we can see in Fig. 1.2 this does not match with observation. On the other hand, we can invert the equation and use it to calculate the mass distribution from the rotation curve to calculate how much the galaxy tugs at each particular star.

\[ v(R) = \sqrt{\frac{GM(R)}{R}} \quad (1.2) \]
where $v(R)$ is the orbital speed, $G$ is the gravitational constant, $M(R)$ is the total mass of the galaxy enclosed at radius $R$ from the center of the galaxy.

![Figure 1.2: Orbital speed as a function of distance from the center of the spiral galaxy Messier 33. Yellow points are the measured velocities. The grey dashed line is the predicted velocity from the visible matter. Image source: [16] ](image)

Since the measured orbital speed is faster than what it should be, this discrepancy is attributed to the presence of an extra non-visible matter, dark matter.

### 1.2.2 Gravitational Lensing

From Albert Einstein’s Theory of General Relativity, he concluded that objects do not orbit other objects because they are attracted together, instead, objects travel in a straight line in curved space. So space can be treated as malleable where its shape can be distorted. As an observation to prove the curving in space, we can use the gravitational lensing, which is caused by a large mass distorting and bending the path of light in the outer space, as shown in Fig. 1.3. So, on one side, gravitational lensing proves the wrapping in space, and on the other, it also proves the presence of
huge invisible mass causing the bending in space.

Figure 1.3: The effect of gravitational lensing of galaxy Abell 370. The blue-ish arcs are the distorted light from galaxies far behind the cluster. Image source: NASA, ESA, J. Lotz and the HFF Team/STScI.

The net result will be an image of the distant light source that looks like a ring around the nearby mass (the lensing mass). Those rings are also called “Einstein rings”.

We can use the distorted images of galaxies to measure the mass between those distant galaxies and us, which also includes the amount of invisible matter. Scientists use microlensing which causes small distortions, to build the map of the dark matter in the Universe [17,18]. For example, the DESI experiment is using the gravitational lensing technique to produce a map for the matter in the Universe, including dark matter [19], similar to the one shown in Fig. 1.4. Basically, Einstein’s theory of General Relativity has allowed us to determine the structure of the Universe, both the visible and the invisible.
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Figure 1.4: Visible matter combined with dark matter distributions in the supercluster Abell 901/902. The image consists of more than 80 images put together to cover the observed field of view. Image source: ESA/Hubble Images [20]

1.2.3 The Bullet Cluster

The Bullet Cluster (1E 0657-56) is located about 3.5 billion light-years away and is composed of two separate clusters that have collided with each other more than 100 million years ago. If we look at the separate clusters, we find that the galaxies have passed through each other and moved faster than the gas clouds, so they will be further away from the center of the collision. On the other hand, the surrounding gas collided and its location can be measured through its x-ray emission, as shown in Fig. 1.5.

If we separate out the two types of matter, the expectation is to have about 90% of the matter in the gas cloud, and that’s where the strongest gravitational effects should be. But when gravity is measured by gravitational lensing, that was not the
case. Instead, we see that most of the gravity is actually around the galaxies. That tells us that something else has to be there, such as dark matter, and it cannot be only the stars.

The bullet cluster is strong evidence for the existence of dark matter against other theories that do not involve dark matter, because in this case, the center of the observable mass is where the gas is, but the center of gravity is somewhere else. There is no way one can modify the fundamental laws such that the gravity is offset from the mass. Thus, the bullet cluster is very strong evidence against explanations that don’t involve dark matter \[21\].

Figure 1.5: A composite image for the Bullet Cluster, combining X-ray data (in red), gravitational lensing data (in blue) in addition to optical image of the galaxies. Image source: \[22\]
1.2.4 Cosmic Microwave Background (CMB)

380,000 years after the big bang, the Universe had expanded and cooled down enough for the protons to capture electrons and from the Hydrogen atoms, then the Universe became transparent and photons could travel through space. Knowing that the Universe is expanding since that time, those photons red-shifted to the microwave range ∼13.5 billion years later.

The Planck satellite is orbiting a second Lagrange point of our Earth-Sun system and taking pictures in all directions of the sky and collecting microwave light which is considered the oldest light in the Universe. The CMB or “relic radiation” is shown in Fig. 1.6. The difference in color here represents the difference in temperature with tiny fluctuations. This light represents a historical snapshot of the whole universe with RMS temperature fluctuations of about 17 µK [23,24].

![Figure 1.6: CMB for most of the sky with an angular resolution of 5’ and about 17 µK RMS noise. Image source: [23]](image)

The Planck CMB power spectrum plot, Fig. 1.7, can inform us about the root-mean-square fluctuations of the power on different scales. When the measurements of
the angular power spectrum are fitted to a model of a small number of parameters, it included dark matter as one of the parameters. Hence, the model is able to perfectly describe the measurements.

Therefore, the strongest evidence for the existence of dark matter comes from CMB, because there is no way that the data points from the CMB can be fitted without the presence of collision-less dark matter, and it appears to out-number all the matter we can see by the ratio 5:1.

![Angular scale](image)

Figure 1.7: A well-fitted six-parameter angular power spectrum for 7 peaks using a six-parameter model. Area in green around the fit and error bars are the variance for the cosmic sample. Image source: [23]

### 1.3 Candidates of Dark Matter

The chart shown in Fig. 1.8 shows the elementary particles we understand in this Universe. So far, we do not know what the dark matter is, but at least we can confirm what it is not. The first thing we can do is, ruling out any particle that interacts via
the EM force since dark matter does not interact with EM. This means we can rule out Quarks, electrons, muons, and tau in addition to the $W$ boson. Then, if we rule out everything that feels the strong force, we cancel the quarks besides the gluon. Since dark matter is stable, we can also rule out the Higgs, $Z$ boson. Eventually, we are left with only the neutrinos. However, neutrinos are too fast-moving, “hot” to clump the way we need. So, none of the particles listed in the Standard Model could explain the phenomena we observe that are attributed to dark matter.

![Figure 1.8: The Standard Model (SM) particles and force carriers. Image source: [25].](image)

As the name suggests, dark matter is a type of matter that we cannot see, at least till this moment. We only infer its existence because of the gravitational effect it has. Astroparticle physicists have spent decades trying to identify what dark matter is made of. In this section, I will be listing some of the candidates along with the attempts taken to prove or disprove each candidate [26].

### 1.3.1 Primordial Black Holes

The Primordial Black Holes (PBH) are hypothetical objects which are expected to be in existence before the birth of the first star in the Universe. Since PBH did not
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originate from stars, they may have a wide range of masses, from fractions of a gram up to many times that of a giant star. Unlike Black Holes originating from stars, PBH is not expected to be surrounded by gas, which makes them harder to detect. As suggested by Stephen Hawking [10], those could make up at least some of the Universe’s dark matter.

Research has been published recently showing the expectation for how abundant PBH might be. To find these Black Holes, the research group did a scan in the galactic halos, which does not have as many stars, gas, or dust as the galactic center. They looked for the change in the brightness due to expected gravitational lensing from such objects for more than 10 million stars in the outer fringes of the Andromeda and Milky Way galaxies [27,28].

Only one event was found that may possibly be attributed to a PBH. If PBHs in the mass range of the search made up all dark matter, it would have been expected to see about a thousand PBH events in the collected data. Hence, having only one possible PBH, indicates that those PBHs could account for no more than 0.1% of dark matter [29,30]. Recently, a study from Japan claimed to rule out PBHs, of any mass, to be the dominant source of dark matter [31].

1.3.2 Axions

Two famous physicists, Frank Wilczek and Steven Weinberg named this hypothetical particle after Axion detergent [32], because it seems to clean up the charge conjugation-Parity (CP) problem quit well. The Axion is expected to have no electric charge, nor quantum spin and would be extremely light, a tiny fraction of the mass of the electron. Even though Axions have no electric charge, they can still interact
with the EM field and produce photons indirectly via the strong force. This can be done when photons convert into axion in the presence of a strong magnetic field in what is called the Primakoff effect, as depicted in Fig. 1.9 [33].

![Feynman diagram for the Primakoff effect.](image)

Figure 1.9: *Left:* Feynman diagram for the Primakoff effect. *Right:* The inverse representation of the Primakoff effect in the presence of a strong magnetic field. Image source: [33].

If they exist, Axions could be a fundamental particle that might change the laws of electricity and magnetism, even by a minor effect. So far, experiments have not given reliable positive results for the detection of Axion [34–36], but it could be possible that Axions are lighter or more weakly interacting than could be detected by current experiments.

The reason why Axions could be dark matter is that they have the right properties in terms of no direct interaction with light, and only weak interactions via the other forces. Moreover, if they exist, they are likely to have been produced in enormous numbers in the big bang, which means there could be enough of them to explain the invisible source of gravity that seems to dominate the Universe. And if Axions turn out to be real, they may solve two of the main problems, the strong CP problem and the nature of dark matter [37].

There are several experiments, such as ADMX [38,39], looking for Axion as a dark matter candidate and they have set several exclusion limits, as depicted in Fig. 1.10.
1.3. CANDIDATES OF DARK MATTER

Figure 1.10: ADMX exclusion limits for Axion parameter space is the area highlighted in blue. The areas highlighted in green indicate expected sensitivities for future runs of the experiment. Image source: [39].

1.3.3 Dark Photon

The Dark Photon could be a new force-carrying particle, much like the regular photon, which is the force-carrying particle of electromagnetism [40].

It is dark because in theory, it only interacts very slightly with our everyday electromagnetic world which makes it effectively hidden from all previous experiments, and because it can help explain some of the odd astrophysical results related to dark matter.

Very recently, the SuperCDMS experiment has released results to set new limits for the dark photon. This was accomplished by using data collected from the former SuperCDMS experiment at Soudan. The limits were for electron recoil (ER) interactions, in the mass range of 40 eV/c\(^2\) to 500 eV/c\(^2\), as depicted in Fig. 1.11 [41].
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Figure 1.11: Limits on the parameter describing the kinetic mixing between standard photons and dark photons set by several experiments. The three shaded areas show the limits set from anomalous energy loss mechanisms in the Sun, Horizontal Branches (HB), and Red Giants (RG). Image source: [41].

1.3.4 The WIMP

The simplest picture scientists have for dark matter is a particle of mass between roughly 1 and 10,000 times the mass of a proton. This particle should have no electric charge, and it interacts with ordinary matter via gravity, and possibly involving forces weaker than what has been discovered so far. For this reason, scientists called this particle a Weakly Interacting Massive Particle (WIMP).

Using the WIMP idea, scientists could explain many mysteries starting from galactic rotation curves to the motion of vast clusters of galaxies. Because of the success of this theory, the WIMP idea is very well regarded in the astrophysics field. However,
while the WIMP hypothesis would solve many mysteries in astronomy, it does not solve all of them. For instance, when the WIMP hypothesis is used to simulate the formation of large galaxies like the Milky way, the simulations predict many small satellite galaxies to be around the peripheries of the Milky Way. But when observations are made, astronomers could only find an order of magnitude fewer satellite galaxies. Also, the simulations predict that the small galaxies should be arrayed uniformly around the Milky way, while the observed satellite galaxies are located in a plane perpendicular to the Milky way’s orbital plane. These discrepancies have pointed to a possible weakness of the WIMP theory. However, they are not enough to entirely disregard the theory, as tweaking in simulations may be possible to bring them into an agreement with what has been observed. Moreover, there is a number of proposed solutions to make some tweaks in the theory itself.

For instance, dark matter may have a different kind of charge, a Dark Charge. From analogy with electromagnetism, the particles carrying dark charge, could emit dark photons and feel the force of a dark electric field. Because ordinary matter does not carry this hypothetical dark charge, these dark photons pass by ordinary matter without interacting at all.

Finally, the WIMP is considered the most promising candidate for dark matter. There are several experiments such as, SuperCDDMS, LUX/LZ, PandaX-II, XENON, and many others [42–46], which are racing to search for dark matter. Therefore, each experiment sets new exclusion limits on the WIMP parameters. An example of the exclusion limits curve from some of these experiments is depicted in Fig. 1.12. More focus will be on the SuperCDMS experiment in Chapter 2 of my dissertation.
1.4. DETECTION OF DARK MATTER

There are three different classes of experiments to look for dark matter and to figure out what kind of matter or particle it consists of. The three search methods can be represented by the diagram shown in Fig. 1.13 and will be discussed in the following sections.

Figure 1.12: One of the limits is set by XENON 1T for nuclear-recoil elastic-scattering with $1\sigma$ and $2\sigma$ sensitivity bands highlighted in green and yellow. Image source: [43]

Figure 1.13: A diagram for the dark matter detection methods. Proposed Interactions between dark matter particle ($\chi$) and baryonic matter (SM).
1.4.1 Dark Matter Production

Dark matter production experiments make an attempt to create dark matter particles by colliding protons together at very high energy. The violent head-on collision produces showers of exotic particles in all directions. Within this debris, dark matter particles might come into existence. The signature of these new particles could be found in experiments such as ATLAS and CMS by calculating the missing transverse momentum \[47, 48\]. Any missing momentum would be a direct indication of a new weakly interacting particle passing through the detectors without leaving a trace. An example of one of the most recent experimental exclusion limits is shown in Fig. 1.14. The limits set in this search method depend on interaction assumptions. Therefore, even if a new particle is found, it could not be proven that it was dark matter. That is because dark matter has to be very long-lived (billions of years).

Figure 1.14: Red dashed line shows an example of WIMP scenario in a transverse missing momentum distribution. Image source: \[49\]
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1.4.2 Indirect Detection Method

There are two expected signature classes for indirect detection. One class of signatures is that dark matter could decay into Standard Model particles that can be detected \[49\]. So, the observable signatures, in this case, are controlled by dark matter mass (total available energy), preferred decay channel (controls spectrum of products), and decay lifetime (controls rate). Since the lifetime should be much greater than the age of the Universe, the decay rate is proportional to \(1/\text{lifetime}\).

The other class of signatures is the annihilation of dark matter into a SM particle. The annihilation of dark matter is expected to produce various final states such as gamma rays, neutrinos, or charged cosmic rays, as depicted in Fig. [1.15] \[31\] [50]. However, the unknown signal and limited background knowledge are considered as some of the difficulties in the indirect dark matter search experiments \[51\].

![Figure 1.15: Representation of the dark matter annihilation processes into some detectable SM particles. Image source: [31]](image-url)
1.4.3 Direct Detection Method

The direct detection method is searching for interactions between dark matter and regular matter through very small energy depositions in the detector material in the form of light, heat, and charge, as shown in Fig. 1.16. Because the dark matter we are trying to detect is bound to our galaxy, it must be non-relativistic with a typical velocity of a few hundred km/s. Therefore, the assumption is that they have low momenta, which could result in very small energy depositions into the detector material.

Figure 1.16: Classification of direct detection experiments based on their signal from their detectors.

In the direct detection method, the key feature is the local flux of dark matter in our solar system, where the local dark matter density is \( \rho_o \approx 0.3 \text{ GeV/cm}^3 \). In terms of the number density, it depends on the mass of the dark matter particles and
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is given by: \( n_o = \frac{\rho_o}{m_\chi} \approx 10^3 \text{ Liter} \) for a mass of 300 MeV.

In elastic collision interactions between the dark matter particle and the nucleus of the detector material, the recoil energy is given by:

\[
E_R = \frac{q^2}{2m_N} = \frac{\mu^2 v^2}{m_N} (1 - \cos \theta)
\]

where \( q \) is the momentum transfer, \( \mu \) is the reduced mass which is equal to \( m_N m_\chi / (m_N + m_\chi) \), \( m_N \) is the nucleus mass, \( m_\chi \) is the dark matter particle mass, \( v \) is the dark matter particle velocity with respect to the target, and \( \theta \) is the scattering angle. So, for a 100 GeV particle, the maximum energy transfer is about 100 keV. \[53\].

For the rate of interaction between the dark matter particle and direct search detectors, it is usually expressed in counts/kg/day/keV or dru (differential rate unit) and can be written as

\[
\frac{dR}{dE_R} = \frac{\rho_o m_N m_\chi}{v_{\text{min}}} \int_{v_{\text{min}}}^{\infty} \nu f(v) \frac{d\sigma}{dE_R}(v, E_R) dv
\]

where \( f(v) \) is the velocity distribution for the dark matter particle in the detector frame of reference, and the other term inside the integral is the elastic scattering cross-section between dark matter particle and nucleus. \[54\].

On the other hand, there are some models motivated by potential symmetry between dark matter and regular matter. These models predict that dark matter particles may have a mass of less than 10 GeV/c\(^2\). This has encouraged experiments to further develop their detection instruments in order to be sensitive at the low mass range. This also requires that experiments should have a lower energy threshold to be
able to detect low-mass dark matter particles. For example, the SuperCDMS experiment (which will be introduced in the next chapter), is aiming to be sensitive at the lower dark matter particle mass range [55,56]. An illustration for the expected recoil energy as the mass of dark matter particle change along with the proposed energy threshold is shown in Fig. 1.17.

![Figure 1.17: The expected WIMP rate for three mass values (0.5, 2 and 10 GeV/c^2). The ability to detect a lower mass requires a lower energy threshold as the vertical lines show. Image source: 57](image)

1.5 Conclusion

Dark matter is still a big mystery, but this is an exciting time to be working on it. We have very clear evidence that it exists, from the scale of the smallest galaxies to the
scale of the whole Universe. There are lots of possibilities for discovery, and we will definitely learn more about what dark matter is doing and what is not. Regardless of whether we will find that particle at anytime soon, but it’s worth every step of the journey.
Chapter 2

The SuperCDMS Experiment

2.1 Introduction

The Super Cryogenic Dark Matter Search (SuperCDMS) experiment is a direct search experiment. The main idea of the experiment is to detect new particles utilizing ultra-pure Ge and Si crystals, cooled to mK temperatures, and shielded as best as possible from cosmogenic radiation and environmental radioactivity.

The CDMS experiment has started in the early 90s at Stanford Underground Facility (SUF) \cite{58,59}. The second stage of the experiment, CDMS II started at SUF then moved to Soudan Underground Laboratory in Minnesota around the year 2003. The experiment was called SuperCDMS around the year 2010 in which improved detectors of interleaved electrodes were employed with a total of five towers, operated for several years. The many runs of science data have enabled the experiment to set competitive (at the time results were published) exclusion limits on the WIMP-nucleon cross-section and WIMP mass parameter space before being decommissioned at the end of 2015 \cite{60,66}.

Currently, the next phase of the SuperCDMS experiment is under construction.
at the new site at SNOLAB, near Sudbury, ON. It is expected to be completed by the end of 2022. Therefore, several R&D tasks are in progress to produce the new generation of detectors, readout electronics, and mitigate background sources. The dilution refrigerator is designed to be able to cool down the new detectors and readout electronics to the sub-Kelvin temperatures.

Due to the availability of resources and information about the experiment, there are many aspects and subsystems that will not be covered in this chapter. In this chapter, I will be giving a general overview of the experiment and the SNOLAB facility, reporting the current installation status, highlighting the latest results from the SuperCDMS experiment, and showing the projected sensitivities for SuperCDMS SNOLAB.

2.2 The SNOLAB Facility

The choice of experiment location for direct Dark Matter search experiments is vital to reduce the background levels from cosmic ray flux, and spallation induced products. Fig. 2.1, the left panel, shows the reduction in muon flux with depth for various underground facilities, where the overburden rock provides about 6,000 meter water equivalent (m w.e) of shielding.

Besides SuperCDMS, SNOLAB is currently the host of many DM and neutrino experiments, as shown in the right panel of Fig. 2.1. SNOLAB facility is an active mine where many local seismic events - rock bursts - can take place while experiments are running. Therefore, experiments sensitive to these vibrations, such as SuperCDMS, have taken the necessary measures to mitigate the effect of these vibrations.

In order to provide the experiments with the optimal operating conditions, the
2.3. EXPERIMENT OVERVIEW

The whole underground laboratory is designed to be a cleanroom of class 2000 [67].

![Figure 2.1: Left: The muon flux as a function of the depth at selected underground facilities [68]. Right: The layout for SNOLAB showing the names and locations of the physics experiments.](image)

2.3 Experiment Overview

The SuperCDMS experiment will be employing two detector types: Interleaved Z-sensitive Ionization and Phonon (iZIP) detectors optimized for background discrimination, and detectors with a high voltage bias (HV), optimized for low threshold energy. In order to disentangle the expected signal from known or even unknown backgrounds, two different crystals will be used: germanium and silicon. Further discussion and details about the detectors will be in the next chapter.

There are several subsystems that are necessary for the full operation of the experiment. These systems include:

- The cryostat: a set of six nested copper cans used to hold the detector towers and cool them down to a few tens of mK temperature. The cryostat will be
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cooled down by a dilution refrigerator from Leiden Cryogenics with a cold finger
that penetrates the shielding layers.

• The detector tower: is the mechanical fixture that holds the detectors and
provides them with the electrical and thermal contacts.

• Calibration systems: an automated gamma calibration system, and provisions
to insert a neutron calibration source through the shielding will be used to cali-
brate the detectors and monitor their stability. LED-based calibration methods
may also be applicable and will be discussed further in this thesis.

• Data acquisition system: data will be transferred to a set of computers located
next to the experiment to confirm that the detectors are operating properly.
Afterward, data will be distributed to data centers in the US and Canada for
processing and analysis.

• Cleanroom: a low-radon (∼50 µBq/m³) cleanroom of class 100 will be used for
mounting the detectors and the towers into the inner cans of the cryostat to
minimize the contamination risk and radon deposition at the setup surrounding
the detector.

• Cryo-compressor: a two-stage cryocooler used for providing a continuous cooling
power to keep the two outermost thermal stages at ∼50 K and ∼4 K.

• Backup power: regular maintenance is performed at the active mine near SNO-
LAB. This requires a scheduled power outage. Therefore, a generator backup
power system will be installed on the surface to run the experiments during
power outage periods.
• Chilled-water System: cooling water is necessary for the operation of the cryocompressors. The cooled water will be provided by SNOLAB at a pressure that is too high for the equipment’s internal circulations. Therefore, an auxiliary cooling system will be installed to reduce the pressure.

• Shielding: several layers of shielding will surround the experiment for shielding against environmental radioactivity.

• Seismic platform: the active mine causes local seismic events, powerful enough, that they might damage the experiment if they are not mitigated. Therefore, the whole experiment is situated on a spring-loaded platform for seismic isolation.

In the following sections, we will have a closer look at selected subsystems that have more relevance to the work detailed in the following chapters, such as the cryostat, detector towers, the shielding, and the seismic platform.

Figure 2.2: SuperCDMS SNOLAB layout. Image source: A 3D model annotated by Raymond Bunker.
2.4 The Cryostat

The design of the experiment at SNOLAB is based on the previous experience of the CDMS and SuperCDMS collaborations through the past three decades. The cryostat, a custom-built, six nested cylindrical copper cans (SNOBOX) will be attached to two stems, as shown in Fig. 2.3. One is called the C-stem, which will be connected to the cooling refrigerator, while the other is called E-stem, which will contain the readout cables and cooling fluids. The cans will be thermally isolated and each one is at a different thermal stage. The Room Temperature (RT) is the outermost can, followed by 50 K, Liquid Helium (LH), Still (ST), Cold Plate (CP), and Mixing Chamber (MC) with temperatures of RT, 50 K, 4 K, 1 K, 220 mK, and 30 mK respectively. The SNOBOX is designed to fit a total of 7 towers, six detectors in each tower, with a total initial payload mass of ~30 kg.

![Figure 2.3: A cross-sectional view of the SNOBOX, showing the order of the nested cans. Image source: SuperCMDS internal pages.](image-url)
2.5 The Detector Towers

The detector tower in the superCDMS experiment is the mechanical fixture that provides support for the total mass of the detectors, heat sinking, electrical connection, and it is located inside the innermost can, as depicted in Fig. 2.3. Each tower can fit six detectors and it consists of four thermally isolated stages: LH, ST, CP, and MC with a total height of 190 mm (excluding the stack of detectors), as shown in Fig. 2.4. The tower is designed to be rigidly attached to the cryostat can lid at each stage, and the design of “Wedding-cake” shape was adopted to minimize the passage of infrared black-body radiation from the higher stages to the detectors.

![Figure 2.4: The SuperCDMS SNOLAB tower showing the different thermal stages and electrical wiring. Image source: SuperCDMS internal pages.](image)

The readout cables are connected at the 4K stage of the tower and they transfer the signal through the layers of the E-Stem to the Vacuum Interface Board (VIB),
located inside the E-tank$^1$ at room temperature.

2.6 Shielding

It is essential to minimize the environmental background levels at the detectors to prevent any particle which could imitate the WIMP interaction from reaching the detectors. Therefore, the cryostat will be shielded from external radioactivity by surrounding it with three passive shielding layers of:

- Lead: aims to reduce gamma rays and the flux of other particles.
- Polyethylene: aims to reduce the flux of external neutrons by several orders of magnitude at the low energy range.
- Water: aims to reduce the flux of external neutrons, as well.

The layers surrounding the detector have to be made of radiopure material, as depicted in Fig. 2.5. The closer the shielding material to the detectors, the higher the requirement for its radio purity. Furthermore, the copper for the nested cans of the cryostat also needs to be radiopure.

The outermost shielding aims to mitigate the environmental and muon-induced neutrons by about six orders of magnitude, while the inner layer of polyethylene reduces the flux of any neutrons resulting from spallation [69,70].

In between the two layers of polyethylene, layers of Ultra-Low Background (ULB) and a Low Background (LB) lead will be installed to block external gamma rays. The lead shield consists of interleaved bricks, with a total weight of $\sim 120$ tons, reducing

$^1$E-tank: is a closed-end, under vacuum vessel attached to the E-Stem at room temperature and provides shielding for the readout electronics.
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the gamma flux by five orders of magnitude. The shielding production phase and assembly were completed during summer 2019 at the manufacturing company in France.

![Figure 2.5: A cross-sectional view for the SNOBOX and the surrounding shielding material. Image source: SuperCMDS internal pages.](image)

A radon barrier will be enclosing the lead shielding and the plan is to continuously purge it with nitrogen with low radon activity of $\sim 50 \mu$Bq/m$^3$ to minimize the background resulting from the radon decay chain.

Eventually, the estimated background at the facility is $\sim 0.04 \text{ (}\sim 0.12\text{) dru}$ (1 daily rate unit: 1 event/kg/day/keV) for silicon (germanium) detectors for energy below 1 keV.

2.7 The Seismic Platform

The seismic platform plays a crucial role in attenuating the impact of local seismic events resulting from the nearby active mine. The design of the platform is based on a spring and bearing system which is able to decouple the base from the horizontal
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vibrations of the ground.

Figure 2.6: The seismic platform is designed to reduce vibrations in the E-tank, fridge and SNOBOX.
2.8 Past Results and Future Goals

The continuous development in all aspects of the CDMS and SuperCDMS experiments led the collaborations to publish competitive exclusion limits (at the time when the results were published) for the WIMP mass parameter space over the past two decades. The CDMS collaboration has utilized a total detector mass of 200 g of silicon and 2 kg of germanium. They reported an upper exclusion limit for the WIMP-nucleon cross-sections larger than $\sigma \approx 3 \times 10^{-42} \text{ cm}^2$ for WIMP masses between 10-70 GeV/c$^2$ [71,72].

The next generation of the experiment, CDMS-II, has utilized a total of 30 detectors. The experiment was able to set an upper limit on the WIMP-nucleon cross-section of $6.6 \times 10^{-44} \text{ cm}^2$ for WIMP mass of 60 GeV/c$^2$ [73]. Several exclusions limits were released before the high voltage mode of the SuperCDMS, CDMSlite (CDMS low ionization threshold experiment) could achieve $\sim 55$ eV threshold energy for electron recoils. The CDMSlite was able to exclude a new parameter space of the WIMP mass $\leq 3$ GeV/c$^2$ [74,75].

The future SuperCDMS SNOLAB experiment has projected sensitivities for the lower WIMP mass scale, as shown in Fig. 2.7 [76]. In this plot, all curves steeply go up at the lower mass region due to kinematics or detector threshold in the experiments. That is, the lower mass will result in a smaller energy deposition in the detector material, so if the detectors are not sensitive to those small energy depositions, the efficiency to observe such events decreases, which results in increasing the limit. On the other hand, the curves go up at the high mass range due to the decrease in dark matter number density at higher masses.

The yellow shaded region shows the limit where the signal in the detector, will be
dominated by the background from interactions with neutrinos for each corresponding mass and cross-section.

Figure 2.7: The vertical axis is the spin-independent WIMP-nucleon cross-section, and the horizontal axis is the WIMP mass. Exclusion limits from CDM-Slite, SuperCDMS LT [57, 77], CRESST-III [78], and Lux [79], all in solid lines. The projected sensitivity for SuperCDMS SNOLAB for all detector types: germanium and silicon both, iZIP, HV are in dashed lines. Image source: [76].
Chapter 3

Future SuperCDMS Detectors

3.1 Introduction

The detectors in the SuperCDMS experiment are classified into two types (HV and iZIP) made from two different materials (germanium and silicon). The different material are essential for several reasons: to break the strong degeneracy in the WIMP mass-cross section plane, to have a better constrains on the WIMP mass which is related to the uncertainty in the WIMP velocity distribution, and to have a better sensitivity for the different possible interaction types.

The detectors are made from cylindrical crystals of the target material, 100 mm in diameter and 33.3 mm thick for a total mass of 1.39 kg for germanium and 0.61 kg for silicon. The detectors are equipped with phonon sensors (both detector types) and charge electrodes (iZIPs only), deposited onto the crystals’ top and bottom surfaces.

In this chapter, I will discuss the following: the development of the CDMS detectors, the generation of the phonon and charge signal thorough their circuits, and the characteristics of SNOLAB detectors. I will introduce some measurements used to characterize the sensor performance. Finally, I will go through the different detector
calibration methods in SuperCDMS.

3.2 CDMS Detectors

The detectors of the CDMS experiment went through several development stages, but the technology of these ultra-pure germanium and silicon detectors (impurity density of $O \left(10^{-10}/cm^3\right)$ has always been the same \cite{80}. The particle interaction with the crystal will cause lattice vibrations, as well as excite electrical charges. The iZIP detectors have the ability to simultaneously measure athermal phonon and charge signals. These measurements of phonon and charge, provide the experiment with a discrimination ability against background particles \cite{81}. A detailed description of the different detector types, in chronological order, can be found in Ref. \cite{82}.

3.3 The Phonon Signal

As a phonon calorimeter, SuperCDMS detector is able to measure the total energy deposited after any interaction in the crystal. There are three types of phonons based on the time of creation. Primary phonons: created at the interaction time between the crystal and incoming particles \cite{83}. These phonons have a relatively short mean-free-path $O(1 \text{ mm})$. Ballistic phonons: after some time (few microseconds) the primary phonons undergo a quasi-diffusion process and become ballistic, where the mean-free-path becomes comparable to the detector size ($\sim 1 \text{ cm}$). Ballistic phonons will propagate throughout the crystal and will be collected by the phonon sensors on both detector surfaces. Neganov-Trofimov-Luk (NTL) phonons: generated when detectors are biased at a voltage ($V_{\text{bias}}$). The number of NTL phonons is directly proportional to the bias voltage, as stated in Eqn. 3.1.
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Figure 3.1: A schematic for the phonon collection process through the Al fins, which causes a change in the TES resistance through the diffusion of quasiparticles into the TES. Image source: [84]

The process of phonon collection from the crystal takes place at the Al fins that are attached to a tungsten (W) Transition Edge Sensor (TES), as depicted in Fig. 3.1 [84]. Once the ballistic phonons propagate through the crystal and reach the surface, they move into the Al fins and create quasi-particles by breaking the Cooper Pairs that are naturally present in Al at this temperature. One of the key features of this setup is that the bandgap for the quasi-particles is reduced in the overlap region between the Al and the W (compared to the bandgap in Al). So, when the quasi-particles diffuse to the interface, they can lose some energy and then will be trapped in this region. The only direction they can go is the pure W region, where the bandgap is 0 since the sensor is in transition.¹

During the detector operation, the TES is set to be almost at its critical temperature ($T_c$). So, any excess heat will cause the resistance of the TES to dramatically change for any slight change in temperature (due to the change in TES state from transition to the normal), as depicted in the left panel of Fig. 3.2. This change in

¹Full details about TES dynamics can be found in Ref. [85].
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resistance will result in changing the current which is measured by a Superconducting Quantum Interference Device (SQUID)-base amplifier. The output signal from the feedback circuit will have an amplification proportional to the mutual inductance ratio \( \left( L_{\text{input}} / L_{\text{feedback}} \right) \) at the SQUID. The phonon readout circuit\(^2\) is shown in the right panel of Fig. 3.2.

![TES transition curve and phonon readout circuit](image)

**Figure 3.2:** *Left:* The TES transition curve. Image annotated from source: [86]. *Right:* The phonon readout circuit. Image source: SuperCDMS internal pages.

**NTL Amplification**

The SuperCDMS experiment utilizes the NTL effect to achieve low recoil-energy thresholds in the HV detectors. The NTL effect was utilized for the first time in the CDMSlite \([66, 87, 88]\). In CDMSlite, an energy threshold of 56 eV\(\text{ee}\)\(^3\) was achieved and it is expected to achieve energy threshold of about 0.6 eV\(\text{ee}\) in the future HV detectors.

The NTL effect is exploited to amplify the amplitude of the phonon signal via biasing the detector. The bias voltage will cause the charge carriers to accelerate

\(^2\)More details about the phonon electrical circuit can be found in section 2.4.3 of reference [84].

\(^3\) eV\(\text{ee}\): 'ee' stands for 'electron equivalent'; this is unit for the energy, reconstructed under the assumption that the primary interaction was an electron recoil.
3.4 THE CHARGE SIGNAL

across the crystal and produce additional phonons which will be collected at the phonon sensors, as depicted in Fig.3.3.

Figure 3.3: A sketch for a biased detector. The Luke phonons are generated and then the work done by the electric field in accelerating the charges (electrons in cyan and holes in red) causes the phonon signal’s amplification. So, each number $N$ of $e^-/h^+$ pairs, will get an addition energy of $N \times V_{\text{applied}}$. The image was modified from the source: [80].

3.4 The Charge Signal

The charge readout circuit is simple compared to the phonon one. The circuit is read out through the High Electron Mobility Transistors (HEMTs) card attached at the 4 K stage of the tower, shown in Fig. 3.4. The key components of this circuit are $R_{\text{fb}}$ and $C_{\text{fb}}$, because their value determine the fall time of charge pulses out of the feedback loop which equals to $\sim 40 \mu s$ in our circuit. On the other hand, the rising edge of the charge pulses is almost instantaneous because it depends on the digitization rate, which is $0.8 \mu s$ per sample.

After an interaction takes place in the detector, the charge carriers will propagate differently within the crystal [89,90]. Image charges will be collected within nanoseconds at the sensors located at both detector sides, resulting in a pulse out of the feedback amplifier at an amplitude $V_o$, then the signal is eventually read by the room
temperature electronics (located at the E-tank).

Over the course of the run, some charges get trapped (at the crystal impurities) during their drift and don’t make it all the way to the sensors. So over time, we collect space charges that impact the performance of the detector and reduce the effect of the applied voltage.

To overcome the problem of trapped charges, detectors have to be neutralized. The detector neutralization is performed by flashing the detector with IR photons of energy $\sim1.3$ eV (940 nm), at high intensity for several hours. The IR photons help to free the trapped charges (or trapping opposite charges) into the crystal impurities. This process will cause the detector to warm up to a few hundred mK, but the base temperature can be easily recovered, and taking data can resume afterward.

The future SNOLAB detectors are aiming to have ionization energy resolution of
about 100 $eV_{ee}$ and is dominated by the electronic noise in the ionization readout circuits.

### 3.5 SuperCDMS SNOLAB Detectors

The SuperCDMS SNOLAB detectors are larger (more than twice the volume) than the previous generation of SuperCDMS detectors with a 30% larger volume-to-surface and a reduced number of sensors per volume ($\sim 2/3$) \[91\]. This results in an increase of over 100% in mass, 75% in surface area, and 50% in the number of phonon sensors. The number of sensors and their layout is selected to optimize the phonon collection efficiency.

The two sensor layouts with complementary technologies to one another provide sensitivity to a lower-energy recoil without being able to discriminate the type of recoil. The first is called interleaved Z-sensitive Ionization and Phonon (iZIP), and the second is High Voltage (HV). The final sensor layouts are depicted in Fig. 3.5.

The adjustment of the TES $T_c$ value is critical in determining the final phonon energy resolution because it scales as $T_c^3$ \[83\]. So, to achieve the projected science goals \[76\], the $T_c$ value for the HV (iZIP) detector should not exceed 45 (60) mK. The projected SNOLAB detector specifications are listed in Table. 3.1.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Phonon Resolution</th>
<th>$T_c$</th>
<th>Operating Temp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HV</td>
<td>10 eV</td>
<td>40-45 mK</td>
<td>below 30 mK</td>
</tr>
<tr>
<td>iZIP</td>
<td>50 eV</td>
<td>40-60 mK</td>
<td>below 30 mK</td>
</tr>
</tbody>
</table>

Table 3.1: Projected detector specifications and operating temperature at SNOLAB.

The sensors are connected through a Detector Interface Board (DIB) that is
mounted inside the detector housing. On each DIB, there are 2 LEDs with an emission peak at 940 nm (\(\sim 1.4 \text{ eV}\)) used during detector operation to recondition (neutralize) the detector by shining photons at the crystal with enough energy to liberate the trapped charges which have a significant impact on the charge collection efficiency.

3.5.1 iZIP Detectors

The interleaved six phonon and two charge sensors are photolithographed on both faces (sides) of the detector. For phonon sensing, a tungsten TES coupled with Al fins is being instrumented on each face. The measurement of the charge signal from both sides of the detector is essential for discriminating surface (events occurring at the first \(\sim 2 \text{ mm}\) from the surface) from bulk events (events occurring at the bulk of the detector) in addition to estimating the event-depth into the crystal, as shown in the electric field mapping in Fig. 3.6. Using the measured charge signal from both sides of the detector, we can apply a charge-symmetry cut to discriminate bulk from surface events, as shown in the left panel of Fig. 3.7.
Figure 3.6: A cross-sectional view of the iZIP detector (operated at Soudan). Electric field lines in blue. Charges from a surface event will be collected on one side of the detector, and those from a bulk event will be collected from both surfaces. The image was annotated from the source: [93]

The total measured energy is used to calculate the recoil energy and can be expressed as:

$$E_{total} = E_{recoil} + N_{eh}eV_{bias}$$  \hspace{1cm} (3.1)

where $E_{recoil}$ is the energy from initial particle interaction, $N_{eh}$ is the number of $e^-/h^+$ pairs created in the interaction, $e$ is the elementary charge and $V_{bias}$ is the detector bias voltage.

Another useful physical quantity is the yield, which equals to the ratio between $E_{ionization}$ and $E_{recoil}$:

$$Y_{ionization} = \frac{E_{ionization}}{E_{recoil}}$$  \hspace{1cm} (3.2)

where $E_{ionization}$ is amplitude of the charge signal, calibrated for gamma interaction to give $Y$ value of 1 (for electron recoils). To find the recoil energy we can use:
\[ E_{\text{recoil}} = \frac{E_{\text{total}}}{1 + Y_{\text{ionization}} \times \left( \frac{\epsilon_{\text{bias}}}{\epsilon} \right)} \]  \hspace{1cm} (3.3)

where \( \epsilon \) is the average energy required to produce one \( e^-/h^+ \) pair. For germanium (silicon) this will be about 3 eV (3.8 eV) \[94, 95\], at SuperCDMS operating temperature.

In the case of germanium detectors, nuclear recoils (NR) produce about 1/3 \((\epsilon = 3 \text{ eV})\) the ionization energy as electron recoils (ER) of the same energy electron recoils. The yield as a function of energy is well described by the Lindnard theory \[96\], at energies above \(\sim 40 \text{ eV}\) for silicon \[76\]; but for lower energies, the yield is not well-known, and it is part of the supplemental research program of SuperCDMS to measure this value for germanium.

The difference between ER and NR creates a separation between the two energy bands when plotted against the recoil energy, as depicted in the right panel of Fig. 3.7 (taken for the old SuperCDMS detectors). In this figure, the area with green lines is \(\pm 2\sigma\) for the neutron-ionization yield. The black vertical line is the recoil energy threshold (analysis threshold), and the hyperbolic line is the ionization threshold.

The SNOLAB iZIP detectors are aiming to be sensitive to an extremely low nuclear recoil energy. Hence, the discrimination is expected to be much better, with the ability to set the analysis threshold at about 1 keV \[91\].

### 3.5.2 HV Detectors

The SNOLAB HV detectors will have an optimized sensor geometry for a good ability to collect phonons from both sides of the detector. This is accomplished by utilizing the NTL amplification and will improve the phonon resolution to about 10 eV. On
the other hand, we lose sensitivity to the primary phonon signal (since it is now overwhelmed by the NTL signal) and thus, the ability to discriminate ER from NR background on an event-by-event basis.

The design of HV detectors, shown in Fig. 3.8, is focusing on maximizing the TES sensitivity because these detectors are not able to measure electric charges. Moreover, the design aims to have a better position reconstruction, and event fiducialization to optimize the ability of phonon-only measurement in reducing backgrounds.
3.6 HVeV Detectors

The High Voltage eV resolution (HVeV) detector is a gram-scale phonon sensing Si detector (a Ge version is planned for the future), developed by members of the SuperCDMS collaboration to perform nuclear recoil ionization yield measurements. Small detectors are required to achieve a good energy resolution and to minimize the rate of multiple scatters which would make the interpretation of the yield measurement difficult. These detectors were then also utilized to investigate leakage current, impact ionization\(^4\) and charge trapping\(^5\) [98].

The top side of the detector is patterned with quasiparticle-trap-assisted electro-thermal-feedback transition-edge sensors (QETs). As the name suggests, the detector is operated at high voltage, to utilize the NTL effect \(^9\), by applying a bias voltage between both faces of the detector.

\(^4\)Impact ionization: a charge drifted through the detector by the electric field can liberate a second charge carrier originally trapped at an impurity or lattice defect, leading to an increased NTL effect.

\(^5\)Charge trapping: a charge drifting through the detector can get trapped by an impurity or lattice defect, leading to a reduced charge collection and a lower NTL amplification.
Currently, the HVeV detectors are being calibrated via a laser source. This calibration technique requires the use of an optical fiber to transmit the photons from the laser to the detector. There are several attempts to find alternative calibration techniques at cryogenic temperature without the need for the installation of an optical fiber (because it is not an option for the experiment at SNOLAB due to the need for making additional holes in the shielding, which will increase the background levels at the detectors) such as the one mention in Chapter 5 of this dissertation and in Ref. [100].

3.7 Sensor Characterization

To evaluate the detectors’ performance, there are several measurements that have to be done prior to cooling down such as: the continuity check at several phases of the installation process, to evaluate the detector’s operational channels and readability for the installation. On the other hand, some other measurements have to be performed to optimize the operational settings, detect failure modes, and to estimate the expected energy resolution. In this section, I will give an overview of two key measurements that has a significant role in evaluating the detector’s performance.

3.7.1 IbIs Measurement

We define the current that goes into the phonon circuit and adjusted by the DCRC board as $I_b$ (bias current), and the current passing through the sensor as $I_s$, as shown in the circuit diagram of Fig. 3.2. The measurement of $I_b I_s$ can tell us about the best bias point for a given temperature, so we can select at what point in the transition

---

6Digital Control and Readout Card (DCRC): a customized electronic board for SuperCDMS used in data acquisition.
state the TES needs to be.

Here, \( R_p \) is the parasitic resistance, and \( R_n \) is the normal resistance (the value of the sensor resistance, \( R_{TES} \) when it goes into the normal state). Finally, \( R_{sh} \) is the shunt resistor shown (earlier) in the circuit diagram, in the right panel of Fig. 3.2. Moreover, this measurement is also used to find the values of the parasitic resistance, \( R_p \) and the normal resistance of the sensor, \( R_n \) (this is the value of the sensor resistance, \( R_{TES} \) when the sensor goes into the normal conducting state), by simply taking two points at very low and very high current values, respectively.

The measurement is performed by ramping up the current, to eventually force the TES into transition by the current, rather than by heat. The high current will increase the kinetic energy of the Cooper pairs, and if the kinetic energy is at or above the superconducting band gap, we can break the pairs, which will lead to a finite resistance, as shown in Fig. 3.9. The finite current and resistance will produce heat. This contributes to the measured increase in resistance (and leads to a hysteresis when ramping the current up and down).

When the bias current (\( I_b \)) is small, the TES sample remains superconducting due to the insufficient heat to change its state. In this case, all the current passing through the TES will be equivalent to \( (I_b) \) and we can determine the value of \( R_p \), if \( R_{sh} \) is known from eqn. 3.4 (note: when the current is small, \( R_{TES} = 0 \)).

Once the current increases, the TES sample starts to be in transition, and it starts to have some measurable resistance, similar to the region I at the left of the dashed line in Fig. 3.9. Finally, if the current is high enough, the TES sample becomes warm enough (in normal mode, as in region II), and the value of \( R_{sh} \) can be used to calculate the value of \( R_n \) using eqn. 3.4.
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Figure 3.9: Left: Current through the TES ($I_s$) plotted versus a changing bias current ($I_b$) for two sensors, A and C. The region to the right of the dashed line is where the sensor reaches the normal state. Right: Resistance measurement from the $I_bI_s$ curve. Image source: [85]

$$R_p + R_{TES} = \left(\frac{I_b - I_s}{I_s}\right)R_{sh}$$ (3.4)

3.7.2 $T_c$ Measurement

This is a fundamental measurement for the functionality of the phonon channels for two reasons: first, the $T_c$ value needs to be in a range well above the fridge base temperature to enable a reliable detector operation, and second, the phonon energy resolution scales with the third power of $T_c$.

This measurement can be performed by slowly ramping up (or down) the fridge base temperature while measuring the TES resistance.

The only drawback in this method would be, the required thermalization time which greatly impacts the precision of the measurement.
3.8 Detector Calibration

Detector calibration is necessary to quantify the amounts of energy deposited into the detector and to be able to interpret the collected data. Calibration measurements have to be repeated on a regular basis to monitor the gain stability of the detectors.

In the previous generation of the SuperCDMS experiment at Soudan, large data sets with a variety of calibrations methods (neutron and gamma) have enabled the process of data selection to be finely tuned for a precise measurement of signal efficiencies.

3.8.1 Calibration using Gamma Source

Gamma sources of energy range of a few hundred keV, were utilized in the SuperCDMS experiment at Soudan, for calibrations in the germanium detectors.

On one side, the use of similar sources will be hard to employ at the new experiment at SNOLAB due to the many shielding layers around the cryostat. On the other side, the new detectors will have to be calibrated at a lower energy range, because the new experiment is designed to have much lower energy thresholds (compared to SuperCDMS, Soudan). An example of gamma photons emitted from the decay of a $^{133}$Ba source for data taken at Soudan is shown in Fig. 3.10.

Another gamma source we use for calibration purposes is the $^{241}$Am, with a half-life time of $\sim$432 years. The $^{241}$Am emits an intense gamma-ray at 59.5 keV [101]. These gamma rays can be easily shielded and hence, this source can only be used at the surface test facilities, where the source can be installed near the detector.
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3.8.2 Calibration using Neutron Source

Neutrons in the MeV energy range will cause elastic scattering interaction with the target nuclei and as such, mimic dark matter interactions. Data from a neutron calibration, where the neutrons came from a $^{252}$Cf source (plot from the SuperCDMS experiment), is shown in Fig. 3.11 [102]. The SuperCDMS experiment at Soudan had a guide tube along the E-stem and another one along the C-stem to deploy the source during the calibration periods.

The source deployment at SNOLAB will be the same as the former experiment. This approach aims to minimize the exposure of the detectors to external radioactive sources, and other approaches would require a much more complex design to introduce holes at shielding material surrounding the cryostat.

Germanium detectors can be activated by neutrons through the production of $^{71}$Ge. This isotope decays by electron capture (EC), generating spectral lines at
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Figure 3.11: The charge vs. the phonon signal showing ER events populate the upper diagonal. The bottom band is NR events and the two bands coming out of the gamma band (diagonal) at 13.3 and 67 keV are from inelastic nuclear interactions. This data is taken from the $^{252}\text{Cf}$ source while being used in SuperCDMS Soudan. Figure produced from SuperCDMS Soudan neutron calibration data by Lauren Hsu [102].

10.37, 1.30, and 0.16 keV for K-, L- and M-shell captures respectively, as shown in Fig. 3.12. These peaks are suitable to calibrate the SuperCDMS SNOLAB germanium detectors because they are within our energy range of interest for low-mass dark matter detection. And they were previously used in the CDMSlite. The disadvantage of this method is that it will have a relatively long-term effect on detectors. The effect results when the Ge crystal gets activated by the neutrons and the activation decays with a half-life of $\sim$11 days [103]. For this reason, the former experiment at Soudan has performed the neutron calibration every few months.
3.9 Conclusion and Future Work

The new generation of SuperCDMS detectors was developed to meet the future science goals of the experiment at SNOLAB [76]. Extensive studies were performed and several proposals were made for the phonon sensor layout to optimize the phonon collection efficiency and energy resolution.

Several measurements are necessary to determine each detector’s physical parameters and most of these measurements are currently either automated or automation is still under development to be ready for the experiment operation at SNOLAB.

Radioactive sources are necessary for calibration of the energy scale, monitoring stability, and (in iZIP detectors) to determine the nuclear recoil yield band. The utilization of a neutron source is required for the latter and useful for the calibration of Ge detectors at low energy, but it also contributes to the background for the dark
matter search. A scheme for the use of the neutron source needs to be developed that balances the benefits against the increase in the background.

On the other hand, the utilization of a neutron source in a Si detector is not possible because there are no internal activation lines. Therefore, we need ways to confirm the low-energy response of our silicon detectors. We have started, and we are currently still developing new methods that can be applied in-situ and without hardware upgrades as will be discussed in Chapter 5 of this dissertation.
Chapter 4

Cryogenic Underground TEst (CUTE) Facility

4.1 Introduction

The CUTE facility is currently located at SNOLAB near Sudbury, ON. While awaiting the delivery of the new SuperCDMS detectors, CUTE is operating a variety of devices to commission and characterize the facility. The background level between 15 and 50 keV was recently measured to be about 7 dru. At lower energies, the measured background is believed to be limited by the detectors used.

This chapter will give an overview of the CUTE facility and its subsystems. I will also be listing the major goals of each measurement, detectors, and apparatus used for a series of measurements performed while the cryostat on the surface, at Queen’s Test Facility, and underground at SNOLAB, in addition to a summary of results. CUTE is the facility for many proposed tests suggested in this dissertation. Moreover, many preliminary noise studies reported in this chapter are essential for a full detector operation that is required by the tests suggested in Chapter 5. Finally, I will suggest future measurements to further understand the CUTE environmental noise.
4.2 CUTE Facility - Overview

The dilution refrigerator is surrounded by several shielding layers: a 3 m diameter water tank, two layers of lead and covered by ~20 cm of Polyethylene shield, and a cylindrical block of lead fixed inside the fridge, at the Still stage (above the detector’s location) to minimize the background level at the detectors.

The CUTE facility, shown in Fig. 4.1 has a dry dilution refrigerator (from CryoConcept) that is designed to reach a base temperature of ~10 mK. The cooling power is provided by a two-stage Pulse Tube (PT) cryo-compressor. The dilution refrigerator has several isolated thermal stages starting from room temperature, 60 K, 4 K, Still (ST), Cold Plate (CP), and finally the Mixing Chamber (MC). When the cooling process starts, the PT cooling power is expended to cool down the 60 and 4 K stages and is able to bring the temperature of the three lower stages (ST, CP, and MC) down to ~4 K through circulating a mixture of $^3$He and $^4$He gas in fast circulation pipes called, the fast injection and pumping lines.

Figure 4.1: Left: CUTE Facility at SNOLAB showing major sections. Right: The actual facility while transferring the cryostat from the Drywell to the clean room for a payload change.
Once the MC temperature reaches $\sim 4$ K, the fridge is automated to collect the gas from circulation lines back into the mixture tank, then to start the condensation process. The condensation includes other peripheral components such as the roughing pump, compressor (which are the major components of the Gas Handling System (GHS), shown in Fig. 4.2) and the condensation process finally engages the mixture turbopump to maintain the flow rate of the mixture at the fridge’s operational values.

When the concentration of the $^3$He inside the mixing chamber reaches about 67% at $\sim 8450$ mK (the Lambada point), the phase separation process occurs [101]. The denser phase ($^4$He) is separated from the less dense phase ($^3$He) by gravity. The difference in the enthalpy between the two phases keeps the diffusion of $^3$He from the concentrated to the diluted phase. This increases the entropy and heat are absorbed from the surrounding. Afterward, the $^3$He diffuses back through the counter flow heat exchangers, which cools down the incoming gas and vaporizes it as it reaches the Still stage. The dilution refrigerator’s pumps at room temperature keep the pressure at the Still stage low enough for the process to continue.

4.3 Facility Subsystems

Several subsystems are required to work in parallel for the full operation of the facility. In this section, I will be listing the facility’s major subsystems along with a brief description.

4.3.1 The Chiller

The water chiller from LYTRON, model RC095 is a manually controlled, water-cooling device, with operating temperature set at $9^\circ$ C used to provide the cooling
power for the Helium Pulse Tube Cryo-compressor.

### 4.3.2 Pulse Tube Cryo-compressor

The Pulse Tube Compressor from CryoMech is a standard two-stage, closed-loop He expansion cooler, with a cold head (the expansion device), and has a cooling power of \( \sim 25 \) W at the 60 K stage and \( \sim 2 \) W at the 4 K stage.

### 4.3.3 Gas Handling System (GHS)

The GHS is an aluminum cart that includes the following units:

- Control units of the pneumatic valves
- The \(^3\)He and \(^4\)He mixture tank

![Figure 4.2](image)

Figure 4.2: *Left:* A front view for the GHS showing the major components. *Right:* A side view to show the He mixture tank.

- Primary scroll pump (nXDS20iR): it maintains the necessary mixture flow for a proper fridge operation
• Auxiliary scroll pump (nXDS6iR): used to pump on the OVC\textsuperscript{1} and can bring the pressure down to $\mathcal{O}(10^{-2})$ mbar, before the OVC turbopump (directly attached at the fridge) can engage.

• Compressor: attached to the mixture line and it only runs when needed to control the mixture flow. In normal operating conditions, the pump will be by-passed to reduce vibrations in the GHS.

• Compressed air tank: a back-up air tank to be able to control the pneumatic valves in the case of any power outage. The capacity of the tank is enough to bring the fridge back into a safe state (where the mixture is safely stored back in the tank).

### 4.3.4 Suspension System

The cryostat is designed to be mechanically and electrically decoupled from the PT cold head, which makes the cryostat floating while it is in operations (to reduce vibrational noise). The cryostat is designed to be mechanically and electrically decoupled from the PT cold head balanced between soft bellows under vacuum holding it from the top and polymer dampers underneath, to reduce vibrational and electrical noise. This design makes the cryostat susceptible to varying air pressure at the SNOLAB facility. If unmitigated, pressure changes lead to a change in cryostat position which affects the temperatures inside the cryostat, and thus the detector response, and if the maximum range of the bellows or the dampers is reached, it would not be decoupled anymore. Therefore, the dampers are mounted on movable stages to maintain a fixed vertical position for the cryostat.

\textsuperscript{1}Outer Vacuum Can (OVC): is the vacuum-tight outermost can of the cryostat.
In fig. 4.3 we show the three supporting beams which rest on three movable lab jacks, driven by three stepper motors and controlled by an optical sensor.

Figure 4.3: An overview on the drywell at the CUTE facility, showing the suspension system hex beam resting on three lab jacks. The arrows are pointing at the support beams where the dilution refrigerator is mounted.

### 4.3.5 Slow Control

The slow control rack contains several components: the main power supply for the rack, control unit of gamma and neutron calibration systems, an Ethernet switch, the fridge thermometry control units, the suspension system analog sensor box, the Peltier cooler power unit, and the lab jack power supply.
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4.3.6 Purge Gas

The compressed air system is utilized at the CUTE facility in two areas: First, inside the cleanroom, where the work on detectors and payload change is performed. Second, inside the drywell, where lead is used to shield the fridge.

The SNOLAB environment has a challenging radon concentration of $\sim 130 \text{ Bq/m}^3$, to mitigate this high concentration, the space between the cryostat and external lead is continuously flushed with pressurized air from the surface with a lower radon concentration of $\sim 3 \text{ Bq/m}^3$.

![Figure 4.4: A sketch for the fridge layout showing the different layers of shielding lead, the location of the cryostat in the drywell and surrounding water tank (modified from [105]).](image)
4.3.7 Calibration Systems

The calibration systems at the CUTE facility are divided into two types: gamma and neutron calibration. See section 3.8 of this dissertation for more details about the use of calibration sources in the experiment. Currently, the neutron calibration system is still under development while the gamma calibration system is fully deployed and functional.

The gamma source at the CUTE facility, $^{133}\text{Ba}$, is always kept at the storage position, as long as the measurements do not require a calibration source. When deployed, a stepper motor will be remotely controlled, and gravity will pull the source down through the guiding copper tube between the OVC and the internal layer of lead, as depicted in Fig. 4.5.

4.4 Special Noise Sources of the CUTE Facility

Due to the complexity of our facility, there are many possible sources of noise. These sources can be classified into either mechanical (vibrations) or electrical sources (which can add current noise to the TES readout circuit). In this section, I will be focusing on the sources we found - so far - at CUTE to finally be able to optimize the fridge performance and start taking science data using the new generation of detectors.

4.4.1 Pulse Tube Vibrations

The vibrations from the Pulse Tube (PT) cryo-compressor are transmitted through the hoses and cause the fridge to vibrate at a low frequency. This is noted by the rise in current noise at the low-frequency range when comparing the PT-on with PT-off data.
To investigate the PT effect, initial noise measurements started while the cryostat being coupled to the chassis, afterwards, the suspension system was activated, which allowed improving the noise levels at low frequencies, as will be shown in the following sections.

### 4.4.2 Purge Gas Vibrations

The flow of pressurized air around the cryostat is causing significant vibrations, which in turn increases the noise level in the detectors. Measurements of such vibrations,
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taken with an accelerometer mounted at the top of the cryostat are depicted in Fig. 4.6. The accelerometer setup (hardware and software) was developed and operated by R. Germond.

Figure 4.6: A noise PSD from accelerometer data at different purge-gas flow rates. The nominal flow was achieved by tuning the pressurized gas valve to a point where no more airflow can be audible.

The calibration of the pressurized airflow is still under study and currently, the plan is to introduce an additional flow meter to improve the estimate of our flow measurements to finally optimize a nominal flow rate with the noise level in our detectors.

4.4.3 Other Noise Sources

The slow control rack at CUTE contains several control units, as discussed earlier. Some of these units were found to induce significant noise into our signal. One example
is the controller for the Peltier cooler which is used to cool the mixture turbo-pump and is attached to the pump at the top of the cryostat, as indicated in Fig. 4.4. The controller switches a high-current power line at a rate of 338 Hz, which generates electromagnetic interference that is picked up by our detector readout electronics.

### 4.5 Deployment of the Soudan Tower

The dilution refrigerator for CUTE was initially delivered and tested at Queen’s Test Facility (QTF), where several cryogenic tests took place during the period Dec 2017 - May 2018 to optimize the temperature of the mixing chamber to $\sim 11.5$ mK by adjusting the ratio of $^3$He to $^4$He in the mixture lines. In addition, we designed and produced various parts to be able to fit the former SuperCDMS tower and detectors. In Fig. 4.7 I show a road map for the tests performed in each detector at QTF.

![Diagram for tests at QTF](image)

Figure 4.7: A diagram for the tests performed at QTF. The second level of the diagram is the detector name and the third is the study type.
4.6 Experimental Setup: T2Z2

The first run for the dilution refrigerator on the surface had several goals such as measuring the transition temperature \( T_c \) for the phonon sensors of a 3-inch germanium detector (T2Z2), and for a set of TES samples (ZB1T-19), shown in Fig. 4.8. The TES chips were produced at SLAC and measured at Stanford before being sent to Queen’s for comparison. In this run, we had connection problems with the TES samples and hence could not use them for these tests. A summary of the previous \( T_c \) measurements is listed in Appendix. A.

Figure 4.8: Soudan-type tower holding T2Z2 (Ge detector) at the top of a 1 cm housing containing 8 TES samples.

To be able to reach optimal noise levels, we used the latest DCRC board available at that time (Rev.D, SN11 - which was modified by Tsuguo Aramaki to reduce the telegraph noise). To calibrate the energy scale, an \(^{241}\)Am source was installed at the detector’s top lid to shine at the top of the surface of the detector.
4.7 Tower Adaptation

Major parts have been purchased or designed, then produced to be able to fit the tower and to heat-sink it at the different thermal stages of the dilution refrigerator as detailed below:

- 4K heat-strap: an OFHC that is 10-inch long and 1-inch wide, to thermally heat-sink the 4K stage of the tower to the 4K can, as shown in Fig. 4.9.

![Figure 4.9: 4K Heat strap](image)

- CP heat-strap: connected between the CP rod and CP stage of the tower, shown in Fig. 4.10.

![Figure 4.10: Cold Plate heat strap](image)

- MC adapters: Top adapter, is used to hold the tower to the MC plate. The bottom adapter is used to hold the MC stage of the tower to the MC tube. MC tube is used to connect the pieces together while forming an IR tight environment to the detectors. The MC adapters are shown in Fig. 4.11.
4.7. TOWER ADAPTATION

Figure 4.11: Left to right: MC top adapter, bottom adapter and tube.

- Tower IR shield: used to optically isolate and to block any IR radiation, might be coming from the higher thermal stages, from reaching the detector stack. The tower shield is shown in Fig. 4.12.

Figure 4.12: The tower IR shield after being attached to the MC plate.

- Still adapter: designed to be IR tight to block any IR radiation from the 4K stage from reaching the detectors, and to thermally connect the Still stage of the tower with the Still membrane, as shown in the left panel in Fig. 4.13.

- Still membrane: used to thermally link the Still stage of the tower to the Still
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can and to block IR radiation from the 4K stage, as shown in the right panel in Fig. 4.13.

Figure 4.13: Left: Soudan tower post-installation at CUTE for the first time. Right: The bottom of the tower showing the Still membrane and 4K heat-sink after being attached to the 4K can.

Additional necessary parts and systems were also produced and installed at different times during the installation process, such as the Vacuum Interface Board (VIB) box, Stripline-to-100 pin adapter (to be able to connect the Striplines to the VIB), and pi filters (with a cut-off at 3.2 MHz). However, the calibration and suspension systems in addition to some other peripherals devices were installed only after the fridge has moved to SNOLAB. Fig. 4.14 shows the full dilution refrigerator, before adding the cans, after a successful and full implementation of the Soudan tower at QTF.

4.8 Noise Studies Using Detector T2Z2

Studying noise sources is important in our data collection as it assists in quantifying the sensitivity of the sensors. For our studies, we will focus on TES circuit-related
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noise, because the noise in the readout circuit is expected to be fixed and negligible.

After a successful payload installation and cool down, the fridge has reached a base temperature of $\sim 17$ mK in about 4 days. Then, the first task was to tune the Superconducting Quantum Interference Devices (SQUIDs). Once the SQUIDs were tuned at a good responsivity (about 1000 mΩ), we tried several settings to tune the SQUET\footnote{SQUET card: consists of both, the SQUID card and the FET (Field Effect Transistor) cards.} cards in order to minimize the noise to the level, as depicted in Fig. 4.15.

To study the noise levels and evaluate the fridge performance with the current
setup, several datasets were taken while changing the following parameters:

- Feedback gain value (2, 5 and 10)
- Polarity (inverted, non-inverted)
- TES state (Superconducting, Transition and Normal)
- RF shield added to the VIB (room temperature electronics)

![Figure 4.15: Left: Normal noise PSD at different feedback gains and non-inverted (left) and inverted (right) polarity. At the lowest feedback gain, the noise levels are approaching the expected level.](image)

Initial tuning tests have allowed us to optimize the polarity and feedback gain, then to record several noise traces in superconducting, transition, and normal modes, and took some preliminary data using T2Z2.

To be able to diagnose the phonon readout circuit and set each of the TESs at the desired transition level, we measured the normal ($R_n$) and parasitic ($R_p$) resistance for each phonon circuit, as summarized in Table 4.1. Using the information in Table 4.1, we adjusted the current through the sensors of T2Z2 to be at 40\% in transition and recorded the PSD. The superconducting (SC) and normal (N) noise levels were found
to be comparable to that measured in Berkeley for normal and superconducting. The noise levels are shown in Fig. 4.16.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>$R_p$ [mΩ]</th>
<th>$R_n$ [mΩ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAS1</td>
<td>9.1</td>
<td>621.9</td>
</tr>
<tr>
<td>PBS1</td>
<td>13.1</td>
<td>622.9</td>
</tr>
<tr>
<td>PCS1</td>
<td>9</td>
<td>568</td>
</tr>
<tr>
<td>PDS1</td>
<td>10</td>
<td>660</td>
</tr>
<tr>
<td>PAS2</td>
<td>9.5</td>
<td>600.5</td>
</tr>
<tr>
<td>PBS2</td>
<td>9.7</td>
<td>536.3</td>
</tr>
<tr>
<td>PCS2</td>
<td>8.8</td>
<td>413.2</td>
</tr>
<tr>
<td>PDS2</td>
<td>9.8</td>
<td>526.2</td>
</tr>
</tbody>
</table>

Table 4.1: The measured resistance values for the readout electronics during the first run for CUTE.

Figure 4.16: *Left:* PSD as a function of frequency for phonon sensors of T2Z2 while operated in SC mode. *Right:* PSD in N mode. The peaks have been verified to result from the PT vibrations.

In terms of the TES samples, we could not utilize them for our studies of this run because the connection for three out of the four connected channels was lost.
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after cooling down. Moreover, the fourth TES channel never went superconducting which might be related to a temperature gradient between the MC plate and the TES samples.

4.8.1 VIB Box Effect

A PSD was recorded for the T2Z2 sensors while being set at 40% in transition, and we observed a high noise at the low-frequency range. The noise level is comparable to that recorded at SLAC with detector G124. We were able to eliminate some of the peaks by covering the DCRC with a metallic box. The effect on the noise level is depicted in Fig. 4.17. Although this is true for this run, the effect of the DCRC box was less evident in later runs.

Figure 4.17: Covering the DCRC with a metallic box had a significant effect in reducing the high-frequency noise in T2Z2.
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4.8.2 Detector Calibration: Am Source

In an attempt for utilizing the $^{241}$Am source to calibrate the energy scale of T2Z2 and take threshold data. It turned out that the source was shining too close at the detector, on mostly one phonon channel, as depicted in Fig. 4.18 and the events rate was extremely high (more than 100 HZ).

![Figure 4.18: Pulse shape for the phonon sensors in T2Z2, resulting from an $^{241}$Am source shining mostly on a single phonon sensor at a very high rate.](image)

4.8.3 Conclusions and Future Work

Although this was a relatively short run (4-5 days), we managed to achieve most of the goals, and most importantly, we confirmed the compatibility of all produced parts with the tower and fridge. We were also able to measure the noise levels and compare that with measurements from SuperCDMS test facilities at the University of California, Berkeley (UCB), and SLAC.
Since there is a series of thermal connections between the thermometer at the MC plate and the tower, it was recommended to install a thermometer at the MC stage of the tower to determine if there is any thermal gradient. Such a gradient would be a concern for testing the new SuperCDMS detectors since they have a lower superconducting transition temperature than the detector tested here and thus might not get cold enough for the operation. Moreover, it is also recommended to collimate the Am source to reduce the event rate down to \(\sim 5\) Hz.

4.9 Experimental Setup: G115

The use of detector G115 aimed to continue the noise studies to better determine the factors affecting the noise environment and evaluate the fridge performance. It also aimed to confirm that the actual temperature at the MC stage of the tower is close to what we can measure on the MC plate.

Similar to the setup in section 4.6, TES samples were installed in addition to detector G115\(^3\) as our run payload. A new collimator was designed and produced to reduce the event rate from the \(^{241}\)Am calibration source. We have also installed a magnetic-field-fluctuation thermometer (Noise Thermometer) \(^{106}\) at the MC stage of the tower to measure the exact temperature of the detectors, as shown in the setup in Fig. 4.19.

4.10 Noise Studies Using Detector G115

Several variables were changed to test their effect on noise levels. Only major sources of noise will be listed in this section.

\(^3\)G115: is 4mm x 3 Mercedes-like, Ge crystal with four phonon sensors having the new Super-CDMS HV QET.
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Figure 4.19: *Left:* The Noise Thermometer attached to the MC stage of the tower.  
*Right:* A collimator for the $^{241}$Am source facing detector G115.

4.10.1 POE Effect

The single-port POE$^4$ turned out to introduce significant noise at high frequencies, but once we switched to the new POE (the one to be used for CUTE at SNOLAB), many of the peaks at the high-frequency range have disappeared, as depicted in Fig. 4.20.

4.10.2 Pulse Tube Effect

The test for the PT effect on noise level indicates that the PT introduces a noise peak to the signal at $\sim$750 Hz, in addition to several smaller peaks on the order of 10 kHz, as depicted in Fig. 4.21.

---

$^4$Power Over Ethernet (POE): is used to power our DCRC boards through Ethernet port.
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Figure 4.20: *Left*: Superconducting noise PSD for detector G115 when the DCRC board is powered via an old version POE. *Right*: Noise PSD for the same phonon channels and at the same settings, but using a newer version POE. (PSD plots were generated by the CUTE operations team, at Queen’s).

Figure 4.21: *Left*: Superconducting noise PSD from four sensors in detector G115 while running the PT. *Right*: Noise PSD was taken while the PT was off for the same sensors. (PSD plots were generated by the CUTE operations team, at Queen’s).
4.10.3 VIB Box Effect

The use of the VIB box aims to shield the DCRC boards from radio-frequencies. Similar to what was concluded in section 4.8.3, we verified that the box reduces the high-frequency noise, as depicted in Fig. 4.22. It also seems to mitigate the peak at $\sim 10$ kHz.

Figure 4.22: Left: Superconducting noise PSD while having the VIB box installed. Right: Superconducting noise PSD after removing the VIB box. (PSD plots were generated by the CUTE operations team, at Queen’s).

4.10.4 Environment and OVC Turbo Effect

The results from the final few tests in this run were about the effect of laboratory lights and fans on noise levels. Once they were all turned off, there was no significant observable change in the noise level compared to the state when they were on. On the other hand, when we turned the OVC turbopump off, we observed a drop at the $\sim 3$ kHz peak, as depicted in Fig. 4.23.
4.11 Underground Tests at CUTE Facility

Figure 4.23: Left: Transition noise PSD while the OVC turbo is running. Right: Transition noise PSD when the OVC turbo is off. (PSD plots were generated by the CUTE operations team, at Queen’s).

Figure 4.24: A chart summarizes the tests performed at SNOLAB. Level two in the chart is the detector name. Level three is the test type.
In the remaining sections of this chapter, I will introduce the measurements performed at the CUTE facility after the installation was completed underground at SNOLAB. The measurements will utilize a variety of detectors to study the fridge performance and to identify the sources of noise as shown in the road map in Fig. 4.24.

During one of the underground runs, I have also performed a test on the e-gun (a prototype for low-energy detector calibration), which is described in detail in section 5.7.

4.12 The New Tower of SuperCDMS at CUTE

As a first underground test for the dilution refrigerator at CUTE while holding the new tower designed for the new generation of the SuperCDMS experiment, shown in the left panel of Fig. 4.25. Several parts were necessary to make sure that we can fit and operate the new detector. For that, we installed a new readout cable from RT down to the 4 K stage in addition to the tower package (provided by SLAC). A new version of the HV VIB and two Rev.E HV DCRCs (SN18 and SN20), were provided by Fermilab, which is shown in the right panel of Fig. 4.25. A Vertical Flex Cable (VFC) was used to connect between the DIB at the MC stage and the readout cable at the 4 K stage of the tower, shown in the left panel of Fig. 4.25. Due to a break in two of the VFC traces, we will be able to readout only ten out of twelve sensors during the following tests.

The HV - G124 detector has already been described in section 3.5. In this run, we will make the first attempt to operate the new generation of detectors in HV mode. The SuperCDMS tower is able to fit a stack of six detectors and should be provided with six VFCs, each is at a specific length. To be able to connect the only
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Figure 4.25: *Left*: Detector G124 attached to the tower and readout through the VFC. *Right*: The first HV-VIB board to be tested along with the VIB box (without the lid) after installation at CUTE.

VFC we have without bending (the cable can only tolerate limited bending without breaking), we added supporting rods, as shown in the left panel of Fig. 4.25, to elevate the detector to the proper height.

Although CUTE is equipped with a vibration isolation system, it was not yet ready to be activated for this run. This will increase the impact of the local seismic activity and other vibrational noise sources on our noise levels because the fridge will be rigidly fixed to the frame.

4.12.1 Initial Experimental Setup: T5Z2 & PD2

Detector T5Z2 (the fifth detector tower T5, which includes detectors Z1, Z2 Z3) is a 3-inch germanium detector, similar to that used in section 4.8 reused from the former SuperCDMS experiment at Soudan. PD2 is \( \sim 11 \) g silicon detector (1 mm thick and 3-inch in diameter) with a single phonon sensor, shown in the left panel of Fig. 4.26.

In addition, we installed a small Si substrate with 3 TES samples of different sizes
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(800 µm × 200 µm, 400 µm × 100 µm, and 200 µm × 50 µm). The substrate is the dark square at the bottom of the middle panel in Fig. 4.26.

The samples are useful because they can provide information about the intrinsic noise sources and they allow us to measure the total noise. On the other side, the combination between detector PD2 and the TES samples can help in differentiating between the power-coupled noise of the Electromagnetic Interference (EMI) along the bias line or EMI picked up by the antenna structure, while T5Z2 and PD2 can provide information about facility backgrounds in different energy ranges.

Figure 4.26: Left: Top face of detector PD2 in a 3-inch detector housing. Center: TES samples patterned on a Si wafer (bottom dark square), mounted in a 3-inch detector housing. Right: The detector stack (top to bottom): T5Z2, PD2, e-gun and TES samples.

4.12.2 Modified Experimental Setup: G124, T5Z2 & PD2

To give a comprehensive review of the underground run outcomes, I will list in this section some modifications made to the previous setup before going through the combined results.

First, we removed the e-gun from the detector stack, due to the suspicion that radioactive contamination of some components of the e-gun could have contributed to the high event rate in PD2. Second, we installed the Noise Thermometer at the
4.13 Studies Using Detector G124

This detector is more sensitive to vibrations than the other detectors because it’s more massive. Therefore, we are using this feature to perform the following vibration tests.
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4.13.1 Pulse Tube Noise

Although the suspension system was activated during this run, the effect of turning off the PT on noise levels was significant, as depicted in Fig. 4.28. This was a clear indication that the suspension system was not actually isolating the cryostat and further investigation was necessary to confirm that.

![Figure 4.28: Vibration effect on a transition noise PSD for one of the sensors in detector G124 before, and after turning the PT off. Source: CUTE operations team.](image)

4.13.2 Grounding the DCRC Board

In an attempt to record the effect of grounding the DCRC boards to the cryostat chassis, we added a grounding cable between the analog ground of the DCRC board and the chassis. However, the grounding connection resulted in increasing the overall noise level, as depicted in Fig. 4.29. Besides the results from the PT measurement in
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section 4.13.1 this test was another indication of possible electrical contact between the cryostat and the chassis.

![Figure 4.29: A significant increase in noise level results from connecting the analog ground of the DCRC board to the fridge chassis. Source: CUTE operations team.](image)

4.13.3 $T_c$ Measurements

This measurement was performed using the nine working sensors of detector G124. We measured the change in the operational QET bias and the stability of the sensors over the course of the run. The QET bias was set at 50% of the normal resistance ($R_n$). On average, the QET power has increased over time, as shown in Fig. 4.30. This increase may indicate that the detector is getting colder over time. Thus, more power is required to keep the QET at the same transition point.
4.14 Studies Using Detector T5Z2

The vibrational measurements with G124 in the previous run indicated a problem with the alignment of the suspension system; this finding was supported by the lack of response of the fridge position to air pressure changes and confirmed by electrical contact between the PT cold head and the fridge (if properly aligned there should not be a contact). Before the next run, the PT cold head was aligned and the mechanical and electrical isolation was confirmed. Afterward, the payload was changed to perform the tests and measurements listed in the following sections.

Figure 4.30: The change in bias power in each TES over time since the MC reached base temperature, for the sensors of detector G124. Source: CUTE operations team.
4.14.1 Background Level

Background data was taken for several days using detector T5Z2. The energy scale was calibrated via the 10.36 keV line resulting from Ge activation, as depicted in Fig. 4.31. A background rate of $\sim 7$ dru was determined from the same spectrum for the energy range from 15 to 50 keV. The steep rise of the event rate below 8 keV has not been studied in detail, but maybe a combination of cosmogenically produce tritium and the onset of readout noise.

![Figure 4.31: Low background data from detector T5Z2. The peak at low energy is background noise. Source: CUTE operations team.](image)

4.14.2 Ba Calibration

To confirm the calibration factor that we used in the low background data from Ge activation peak at 10.36 keV, a $^{133}$Ba source was deployed and resulted in the following three peaks shown in Fig. 4.32.

Although the measured mean value of the three peaks does not exactly match with the expected one, this shows that the calibration factor we used from the Ge
activation line was acceptable, more statistics are required in future runs.

Figure 4.32: Ba data taken in detector T5Z2 after calibrating the energy scale via the germanium activation line at \( \sim 10\) keV. Source: CUTE operations team.
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4.14.3 Pulse Tube Effect

With the now properly aligned PT cold head, the suspension system was now working as designed. Data were taken using T5Z2 with the sensors in transition (50% $R_n$). In Fig. 4.33, noise PSDs with PT on and PT off are shown for each sensor, with no significant difference between the two states.

![Figure 4.33: Transition noise PSD for detector T5Z2 when turning the PT on and off. The sensor name shown in the legend follows the following name convention: “Phonon”+“Sensor Name”+“Detector Side Number”, i.e. “P”+“B”+“S1”.](image)

This is a key observation for two reasons: First, we were able to confirm the functionality of the suspension system, i.e. it keeps the fridge floating. Second, it helps in mitigating the noise sources at the facility.
4.15 Noise Measurement Using Detector PD2

A significant effort was undertaken at SLAC to study various noise sources at their dilution refrigerator. Knowing that detector PD2 has already been utilized in their noise studies, gives us a reference to compare with our results, and to estimate how close the CUTE facility has reached in mitigating its noise sources for achieving the best energy resolution in our detectors. By comparing the noise levels in PD2, as shown in Fig. 4.34, we can see that it is slightly higher in CUTE than SLAC. This result pushes the CUTE operations team in specific, and the SuperCDMS collaboration in general, to put more effort towards hunting more noise sources as well as mitigating the known ones even more.

4.16 Phonon Energy Resolution of Detector PD2

Detector PD2 was installed in the dilution refrigerator of the CUTE facility in two separate runs and the phonon resolution was measured at each time (the setup was described in sections 4.12.1 and 4.12.2). The phonon resolution was found to be significantly different at each time. In the first, it was about 7.4 eV while in the second was $\sim$4 eV. Moreover, it was also different than that measured at SLAC ($\sim$2.8 eV). We currently think that a few major reasons may have contributed to the difference in these measurements: First, the difference in the optical isolation of the detector (it was better in the second run). Second, a better tower shielding for IR at the MC stage in the later run. Third, the difference in noise levels between the two facilities. Consequently, more investigation is required to verify these hypotheses.
Figure 4.34: A comparison of noise levels in detector PD2 at CUTE in the Top panel and that for the same detector at SLAC in the Bottom panel.
4.17 Summary and Future Work

The work on getting the CUTE facility ready for taking science data is still in progress. We are currently at the phase where we try to understand the fridge environmental noise sources and scientific capabilities. For that, several analyses were performed and some are still in progress to compare the results from CUTE, with those from other test facilities within the SuperCDMS collaboration.

Achieving a good noise level at CUTE is currently the main task of the operations team. To mitigate the currently identified sources, listed in section 4.4, more effort needs to be done, and further investigation for other sources is required in future runs. The list in Table 4.2 summarizes the currently identified sources along with the current work status.

The work on the purge gas flow is still in progress, but we think that we found a limit that we can apply to the flow rate to gain the best acceptable noise levels. However, this can not be tested before the experiment goes back online (currently, the work at SNOLAB is prohibited due to global health concerns and travel restrictions).

The detectors installed and tested at the CUTE facility have enabled the operations and data analysis teams, to perform preliminary studies about background rates in these detectors. Unfortunately, the run has suddenly ended due to a blockage in the circulation loop (due to operations error). In future runs, more statistics for extended periods will be required to further understand the decrease in the background level over time, and to investigate the difference in background rates between the various runs.

In some studies, it was also noticed that when data was taken at a high rate, telegraph noise became more prominent in some detectors. Therefore, more investigation
### 4.17. SUMMARY AND FUTURE WORK

<table>
<thead>
<tr>
<th>Noise source</th>
<th>Current work status</th>
<th>Future work</th>
<th>Related sections and analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse Tube</td>
<td>Suspension system has been aligned, which significantly reduced the effect of PT vibrations</td>
<td>Further investigation for additional noise mitigation</td>
<td>4.3.2, 4.4.1, 4.10.2, 4.13.1, 4.14.3, [107]</td>
</tr>
<tr>
<td>VIB box</td>
<td>The box has reduced the amplitude of high frequency peaks</td>
<td>Adding VIB struts to properly attach the DCRC board. Further investigation for induced telegraph noise once the box is attached</td>
<td>4.8.1, 4.10.3</td>
</tr>
<tr>
<td>Peltier cooler</td>
<td>The Peltier cooler is currently attached to the turbopump</td>
<td>Electrically isolate the Peltier Cooler from the fridge and replace its temperature controller</td>
<td>4.4.3</td>
</tr>
<tr>
<td>Compressed gas</td>
<td>Mitigating the effect of purge gas by optimizing the gas flow</td>
<td>Acquiring a new flow meter for adjustable to lower flow rates</td>
<td>4.3.6, 4.4.2, 108</td>
</tr>
<tr>
<td>Slow control rack</td>
<td>Work is in progress to electrically isolate the slow control rack components and control units from the fridge</td>
<td>More testing for possible electrical contact between the slow rack components and the fridge chassis</td>
<td>4.3.5</td>
</tr>
</tbody>
</table>

Table 4.2: Summary of the major noise findings at CUTE facility.
is required to identify the sources of such noise and to try to eliminate those sources.
Chapter 5

LED-based Calibration Studies

5.1 Introduction

Two of the main purposes of detector calibration in SuperCDMS experiment are: Testing the detector stability over time and establishing the detector energy scale at our region of interest (see section 3.8 for more details about calibration in Super-CDMS).

The new SuperCDMS detectors are optimized for low energy interactions, where gammas from external radioactive sources would not penetrate the cryostat walls. Neutron activation would still work, but it is only applicable to germanium and not silicon and it produces a persistent background (half-life of $^{71}\text{Ge}$ is 11.43 days) [103]. In addition, any calibration with a radioactive source requires an extended acquisition time to acquire enough statistics to identify the relevant peaks.

In this chapter, I will discuss in detail several studies investigating the feasibility of using LEDs for detector calibration, which would overcome the drawbacks listed above.
5.2 Band-gap Change in Semiconductors at Cryogenic Temperatures

5.2.1 Introduction

The SuperCDMS collaboration has started to perform studies to probe the use of LEDs. Consequently, those studies have led to some questions, such as: What is the exact emitted wavelength for the LEDs when used at cryogenic temperatures? What type of event will the photon produce in the detector (bulk or surface)? What is the quantum efficiency for these photons? In addition to many other questions.

To provide answers to some of these questions, I will present measurements for the shift in the Current versus Voltage (IV) curves and spectral peak emission as a function of temperature. This shift results from the inter-atomic characteristics that affect the band-gap energy. I will also present the results for changing the LED operation parameters on the emission spectra and finally, will show an estimation for the penetration depth of a selected wavelength into our germanium detector. The measurements were performed for two LEDs of wavelengths 1650 nm and 1200 nm at temperatures between 300 and 7 K. This chapter will only focus on the 1650 nm wavelength while a sample of the results for the other wavelength is reported in Appendix B to avoid the repetition of similar results here.

5.2.2 Background

We selected an LED of wavelength 1650 nm (0.75 eV) so that the energy of emitted photons is between the direct and indirect band-gap of germanium. Fig. 5.1 shows the germanium band structure for reference [109]. The 1650 nm photons are expected to have a relatively high penetration depth in the germanium crystal, and most interactions are expected to be away from the surface. Initial tests using the 1650 nm
LEDs revealed a discrepancy between the expected penetration depth of 17 cm, and the measured one at less than 1 cm in our germanium crystal. Therefore, we decided to measure the actual emission spectrum at cryogenic temperatures - close to our detector's operating temperature.

![Germanium band structure at room temperature](image)

**Figure 5.1:** Germanium band structure at room temperature. Image modified from the source by adding the projections of various LED energies.

### 5.2.3 Dependence of Energy Gap on Temperature

Similar to other semiconductors, the dependence of the energy gap in InGaAsP on temperature, is expected to follow Varshni's formula:

\[ E_g(T) = E_o - \frac{T^2 \alpha}{T + \beta} \]  

(5.1)

where \( \alpha \) and \( \beta \) are constants determined experimentally, \( E_g(T) \) is the energy gap as a function of temperature, and \( E_o \) is the energy gap at 0 K. So, as the temperature change, the lattice constant changes, which will cause a change in the
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energy gap [113,114]. The photon energy is determined by the bandgap energy and hence, the emission wavelength \( \lambda = \frac{h \times c}{E_g} \) (where \( h \) is Plank’s constant and \( c \) is the speed of light) decreases with an increase in the bandgap energy.

5.2.4 Experimental Setup

The measurements reported in this section were performed using an optical cryostat and other peripheral devices located at Prof. Philippe Di Stefano’s Laboratory - Queen’s University. A block diagram of the setup is shown in Fig. 5.2. The closed-loop ColdEdge cryostat is able to cool down to \( \sim 7 \) K. The temperature is monitored, and two built-in heaters are controlled, via a temperature controller (CRYO.CON 22C).

A shielded single-mode optical fiber of type VIS-NIR with a diameter of 600 \( \mu \)m along with a NIR Spectrometer, model NIRQuest-512-2.5 was provided by Gamble Technologies Ltd. The spectrometer has an InGaAs linear array detector that covers wavelengths between 900-2500 nm, with an integration time of 1-200 ms [115]. The optical fiber was attached on one end to the cryostat’s transmission windows after we confirmed that the window is able to transmit at least 90% of the desired wavelengths [116]. The other end of the fiber was connected to the spectrometer.

![Figure 5.2: A block diagram for the experimental setup.](image)

The LED chips were mounted on a ceramic holder and sealed with epoxy resin [117]. Two LED packages were mounted on a 1\( \times \)1 cm\(^2\) PCB, which in turn was
attached to a gold-plated copper disk, as shown in Fig 5.3. This disk was attached to the cryostat cold head using four 10 cm long copper rods which brought the LEDs as close as possible to the top window, maximizing the number of photons collected by the fiber.

On the DAQ computer, we used Oceanview software to collect data and subtract the IR background radiation. The integration time was set to 150 ms to keep our signal below 85% (to avoid saturation) of the maximum amplitude signal that the spectrometer can receive. We have also chosen to take an average of three measurements to increase the stability of the spectrum.

Figure 5.3: Left: Four copper rods are attached to the cryostat’s cold head to elevate the LED to a position near the top window. Middle: Top view showing the two LEDs attached to the PCB and screwed to the cold head. Right: The cryostat top window before attaching the optical fiber.

5.2.5 Apparatus - IV Measurement

An Elegoo Uno (Arduino) was used to simultaneously apply a voltage across the LED and measure the current passing through it. The Arduino circuit is depicted
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in Fig. 5.4. A code to increase the voltage across the LED from 0 to 5 V in several increments was implemented by Matthew Peterson-Galema. RC low pass filters were added to the circuit to change the output signal into a DC on either side of the circuit to operate two LEDs during the same run (in opposite polarity, one LED can work at a time). The code is designed to record a maximum of 50 increments (steps) of the current, voltage, and their standard deviations separated by 5 ms at each step.

Table 5.1 summarizes the purpose of each component and readout pin in the Arduino circuit.

![Arduino](image)

Figure 5.4: Left: The Arduino connected to an Ethernet readout cable and a breadboard to operate the LED. Right: Schematic diagram for the components on the breadboard showing the pins used to measure the current and voltage across the LED.

5.2.6 Methodology

Starting from base temperature (∼7 K), we had two types of measurements to perform at each temperature point. First, we controlled the applied voltage for the whole circuit and measured the LED current (using pins A0 and A1) and the voltage drop across the LED (using pins A2 and A3). This measurement provided us with the
Table 5.1: List of the circuit components and pin assignment.

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistor</td>
<td>100 Ω</td>
<td>To calculate the current passing through the LED</td>
</tr>
<tr>
<td></td>
<td>1000 Ω</td>
<td>Low-pass filter to convert the current into a DC</td>
</tr>
<tr>
<td>Capacitor</td>
<td>100 μF</td>
<td>Total of two capacitors connected in parallel with $C_{\text{equivalent}} = 200$ μF to have the DC as flat as possible</td>
</tr>
<tr>
<td>D0, D1</td>
<td></td>
<td>To turn the 1650 nm LED on while D2, D3 is set to the ground</td>
</tr>
<tr>
<td>A0, A1</td>
<td></td>
<td>To measure the current passing through the LED</td>
</tr>
<tr>
<td>A2, A3</td>
<td></td>
<td>To measure the voltage-drop across the LED</td>
</tr>
<tr>
<td>D2, D3</td>
<td></td>
<td>To turn the 1200 nm LED on while D0, D1 are set to the ground</td>
</tr>
</tbody>
</table>

required data for the IV curve studies. Second, we recorded the emission spectrum at two different current values, 1 mA and 3.3 mA (where the latter is the maximum output current that could be achieved with our LED drive circuit).

To change the base temperature, we adjusted the temperature controller, which in turn controlled the power of the built-in heaters at the cold head. The heaters were able to increase the temperature from the base to 300 K with 0.1 K increments.

Eventually, an IV curve and spectral emission were recorded at each temperature point for each LED, after giving enough time for the LED to thermalize, and making sure we have stable temperature readings for at least 15 min.

5.2.7 Results and Discussion

The results in this section are divided into two categories: The first is related to the IV measurements for the 1650 nm LED. The second focuses on the emission spectra. A sample of the results is also reported in Appendix B for the 1200 nm LED.
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5.2.8 IV Characteristic Curve

As the temperature decrease, the lattice constant decreases [113] and the band-gap increase [114]. Fig. 5.5 shows the measured IV curves for a set of temperatures; as expected, the current onset (corresponding to the internal work function) shifts to higher voltages with a decrease in temperature.

![IV Curve for 1650 nm LED](image)

Figure 5.5: IV curve for the 1650 nm LED as a function of temperature.

To calculate the cut-in voltage\(^1\), we excluded the data points where the current is less than 0.75 mA to only include the “linear” portion of the IV curve, then fitted the data to a line, as depicted in the left panel of Fig. 5.6. This figure shows the measurements at 7 K in green, 125 K in blue, and 300 K in red (a sample of three curves was selected for better visual comparison). The intersection between the fitted line and the x-axis is the value of the cut-in voltage reported in the right panel of Fig. 5.6 for all measured temperature points. Theoretically, in semiconductors such

\(^1\)The cut-in voltage is defined in this case as the x-intercept value for the fitted line to the upper part of each IV curve (current above 0.75 mA).
as silicon, the change in cut-in voltage as a function of temperature is $dV/dT = -2.5 \text{ mV/K}$ \cite{118}. The experimental value for our 1650 nm LED alloy of In, Ga, As and P found to be close to that and equals to $-1.91 \pm 0.18 \text{ mV/K}$.

Figure 5.6: Left: Examples of the linear fit applied to calculate the cut-in voltage in the 1650 nm LED. Only 7, 125, and 300 K were selected for better visibility. Right: Cut-in values for the 1650 nm LED as a function of temperature. The error bar shown is the systematic uncertainty.

The slope of the linear part of the IV curve is the inverse of the diode’s resistance, as depicted in the left panel of Fig. 5.7 \cite{119}. The dependence on the duty cycle was investigated to understand its effect on possible self-heating of the LED at a temperature of 7 K \cite{120}.

When the duty cycle is low (at 5%, shown in red in the right panel of Fig. 5.7), the LED turns on while having enough time to thermalize between the on-times, and the effect of self-heating is minimal.

When the duty cycle is high (at 95%), the LED temperature is the nominal temperature when it turns on, but as the current continues to flow, the LED self-heats and the measured current averages over a range of temperatures; in contrast at a low
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5.2.9 Emission Spectra at Low Temperature

5.2.9.1 Spectra at Fixed Current

The LED spectra were recorded at each temperature point for two current values, 1 mA and 3.3 mA through the LED, as measured from the Arduino circuit. The 1 mA value was chosen as a random point where the LED is definitely on while the 3.3 mA value was the maximum current the Arduino circuit can provide. Moreover, another spectrum was also recorded at each temperature point while operating the
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LED using a function generator putting out a pulse width modulated square-wave. LEDs were observed to emit shorter wavelengths as the temperature decrease.

For the 1650 nm LED with a continuous 1 mA and 3.3 mA current through the circuit, we observed a wide distribution of wavelengths covering a range of \(~350\) nm at RT; there was a clear peak position, but the shape was non-Gaussian, with a long tail to shorter wavelength and the curve was fitted by two Gaussians. A similar spectrum was observed at low temperatures as well. A selection of spectra at four temperature points is shown in Fig. 5.8. The peak position reported here is the mean value of the first Gaussian. The standard deviation is shown as the error bars in Fig. 5.9. At RT, the recorded mean value was \(1661\pm1\) nm for both current values. After cooling down to 10 K, the measured value at the 1 mA current was \(1542\pm1\) nm, which corresponds to a change of \(119\pm2\) nm. The peak position for the maximum current measurement at 10 K was \(1536\pm1\) nm giving a difference of \(125\pm2\) nm from room temperature.

One interesting feature was observed when comparing the peak position at different temperatures. We saw a significant change in the peak emission between room temperature and 60 K, as shown in Fig. 5.9. However, the change is less evident at temperatures below \(~60\) K, which suggests that for the LED to turn on, it has to reach a minimum temperature of about 60 K. So, cooling-down beyond this point has a minimal effect on the emission spectra.

5.2.9.2 Spectra in Pulsing Mode

We operated the LED in pulsing mode using a function generator, by sending a pulse width modulated square-wave and varied the pulse width and frequency, one at a time for the same temperature point, to study their effect on the emission spectra.
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Figure 5.8: Example of the change in emission spectra from the 1650 nm LED when operated at 1 mA and various temperature points.

Figure 5.9: The change in peak emission of 1650 nm at various temperatures. Error bars are the standard deviation (width) of the first Gaussian.
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First, the emission spectra were recorded at 7 K for three different pulse width values: 60, 70, and 80 µs while keeping the frequency at 100 Hz and $V_{pp}$ at 1.5 V, as shown in the left panel of Fig. 5.10. Second, using $V_{pp}$ at 1.5 V, we recorded the emission spectra for three frequency values: 50, 100, and 200 Hz, as depicted in the right panel of Fig. 5.10.

Figure 5.10: Left: Normalized spectra for the 1650 nm LED when operated in pulsing mode at 7 K for three different pulse width values and at fixed current and frequency. Right: The same LED when operated at fixed current and pulse width but changing the frequency at 7 K. In both plots, the data are shifted vertically for green and blue curves for better visual comparison.

5.2.10 Conclusion

The dependence of the energy gap on the temperature in semiconductors follows Varshni’s formula and it has been reported earlier, e.g., in Ref [121]. We were interested in performing the IV and spectrometry tests on an LED of 1650 nm peak emission at cryogenic temperature because we wanted to find the exact peak emission
at the low-temperature range. We were able to record the emitted spectra and to find the emission peak at various temperature points. These results will be further utilized in the measurement of the following sections in this chapter.

5.3 Internal LED - Quantum Efficiency Tests

5.3.1 Introduction

The term “Internal LEDs” refers to the standard 940 nm LED chips attached to the DIB (see section 3.5 for more details about detector packaging), while “External LEDs” refers to the ones being attached to the setup, as will be discussed later in section 5.4. We are planning to test the possibility of utilizing LEDs in performing detector stability tests as an alternative for the radioactive sources. Therefore, we started by measuring the energy and quantum efficiency\(^2\) of IR photons then, compared that with well-known gamma sources in our setup. Afterward, we measured the amplification in IR signal when detectors were operated at a High Voltage (detectors are discussed in sections 3.5.2 and 3.5.1). LEDs have never been reported to be used in cryogenics for this purpose before, hence the stability of LED emission and pulsing near the emission threshold has never been reported and this study is the first to do that in SuperCDMS collaboration. In this section, we will list the key findings and propose several future tests.

5.3.2 Experimental Setup

After the conclusion of SuperCDMS operations at Soudan, the second detector tower, T2 (which includes detectors Z1, Z2 & Z3) was transferred to Queen’s University to

\(^2\)The quantum efficiency of a semiconductor can be defined by the average number of \(e^-/h^+\) pairs resulting from the absorption of one particle at a given energy.
be used for detector studies and other R&D activities, such as the one described here.

In earlier preliminary tests, we found interference between the LED drive circuit and the phonon readout circuit when trying to operate the LED using the DCRC RevC board. In this test, we have the LED connected to isolated wiring throughout the fridge. At room temperature, we used an arbitrary-waveform function-generator, model Agilent 33210A, in pulsing mode, in addition to the simple circuit shown in Fig. 5.11 to operate the LED. Having those resistors in-line with the LED will reduce the current down to an acceptable range while the circuit is biased at the required operating voltage for low-temperature operation (between 6 and 8 V at 45 mK).

Figure 5.11: A simple circuit diagram for operating the internal LED.

The detector was operated in “a flat”HV mode. This operation mode requires making some modifications to the phonon and charge channels for one of the two detector sides. These modifications are detailed in Appendix C

---

3Flat E-field: is referred to the configuration when all sensors on one side were put at voltage while those on the other side were at the ground.
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5.3.3 Methodology

The procedures followed during taking data were similar at each run; it started by flashing the detector for about a minute, then pre-biasing for about 90 s before starting to take data. During regular flashing, the detector warms typically up to a few hundred millikelvins. For the tests here, the LED operating parameters were carefully adjusted to avoid any increase in the steady-state temperature of the detector, while still providing enough energy so the energy deposition in the detector could be measured.

The data reported in Table 5.2 were taken at the following settings: Function generator set in “Pulse” mode with frequency at 10 Hz, a pulse width of 100 µs and voltage of 8 V\textsubscript{pp}. The value of the phonon signal resulting from NTL amplification for the $\gamma$ photons in this data is calculated using $E_{\text{total}} = E_{\text{recoil}}(1 + \frac{V_{\text{bias}}}{\epsilon})$, similar to Eqn. 3.1, where $E_{\text{recoil}}$ is 60 keV for the $^{241}$Am source and $\epsilon$ is 3 eV for germanium.

<table>
<thead>
<tr>
<th>$V_{\text{bias}}$ [V]</th>
<th>$\gamma_{\text{calculated}}$ [keV\textsubscript{t}]</th>
<th>$\gamma_{\text{measured}}$ [keV\textsubscript{t}]</th>
<th>IR\textsubscript{measured} [keV\textsubscript{t}]</th>
<th>(IR/\gamma)\textsubscript{measured}</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>120</td>
<td>120±8</td>
<td>144±4</td>
<td>1.2±0.5</td>
</tr>
<tr>
<td>15</td>
<td>360</td>
<td>351±13</td>
<td>387±5</td>
<td>1.1±0.4</td>
</tr>
<tr>
<td>30</td>
<td>660</td>
<td>660±29</td>
<td>590±3</td>
<td>0.89±0.1</td>
</tr>
<tr>
<td>60</td>
<td>1260</td>
<td>1215±73</td>
<td>1224±21</td>
<td>1.0±0.3</td>
</tr>
<tr>
<td>90</td>
<td>1860</td>
<td>1675±58</td>
<td>1760±9</td>
<td>1.1±0.2</td>
</tr>
<tr>
<td>111</td>
<td>2280</td>
<td>1920±67</td>
<td>2035±17</td>
<td>1.1±0.3</td>
</tr>
</tbody>
</table>

Table 5.2: The amplification of gamma and IR photons as a function of the detector’s bias voltage. The error here is the standard deviation.

In the next test, we measured the total phonon energy while keeping the detector

\(^4\)Pre-biasing: is performed by adjusting the bias voltage across the detector to a higher value, 10 V in this case, for a time period.
biased at 60 (111) V after pre-biasing at 70 (120) V for 90 s. The frequency was kept invariant at 10 Hz and the pulse width at 100 µs, while $V_{pp}$ was changed to control the energy of the photon pulses, as listed in Table 5.3.

Table 5.3: The measured total phonon signal from the IR and gamma photon interactions at two different bias voltages across the detector, 60 and 111 V. The error reported here is the standard deviation.

<table>
<thead>
<tr>
<th>$V_{pp}$ [V]</th>
<th>$\gamma_{(calculated)}$ [keV]</th>
<th>$\gamma_{(measured)}$ [keV]</th>
<th>IR$_{(measured)}$ [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td></td>
<td>1245 ± 9</td>
<td>14 ± 4</td>
</tr>
<tr>
<td>6.5</td>
<td></td>
<td>--</td>
<td>1955 ± 36</td>
</tr>
<tr>
<td>7</td>
<td>1260</td>
<td>1238 ± 17</td>
<td>2040 ± 35</td>
</tr>
<tr>
<td>7.5</td>
<td>2280</td>
<td>1235 ± 18</td>
<td>1890 ± 39</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>1240 ± 23</td>
<td>1977 ± 42</td>
</tr>
</tbody>
</table>

5.3.4 Results and Future Studies

The data collected during this test demonstrates that we can operate the LEDs next to the detector while operating the detector (without causing it to warm up), and we can control the output so that the absorption in the detector is in our range of interest.

The results reported in Table 5.3 were aiming to quantify the least measurable energy of IR photons by keeping the same detector bias voltage while reducing the energy of LED pulses. We can see that the least measured energy was 25 (14) keV when the detector was biased to 111 (60) V and $V_{pp}$ at 6.5 (6.0) V. This energy value
Figure 5.12: Total phonon energy collected as a function of bias voltage for gamma and IR events. The dotted line is the expected energy from the gamma photons. At high voltages, the measured phonon energy is less than the calculated and that might be related to the saturation in phonon sensors at high voltages. Error bars are the standard error.

at 111 (60) V corresponds to a pulse energy of 660 (665) eV when the detector is at $V_{bias} = 0$ V. This energy is well-below our detector energy threshold, therefore, can not be measured at 0 V. However, this energy is higher than the energy threshold of the new generation of SuperCDMS SNOLAB detectors [91], and similar tests can be performed in the future provided that, there will be no interference between the LED drive and the phonon circuit at the new generation of DCRC boards.
5.4  External LED Stability Tests (Non-collimated)

5.4.1  Introduction

Photons with energy above the direct bandgap of germanium have a very short penetration depth. Thus, these photons can only probe the detector response to surface events. On the other hand, photons with an energy below the direct bandgap have a lower interaction probability and thus, a considerably larger penetration depth. In this section, we discuss the use of LEDs with emission peaks at 1650 nm and 1550 nm and therefore have energies between the indirect and direct bandgap (see Fig. 5.1). The LEDs used here are of the same type (ceramic packaging) as the ones used for the measurements discussed in section 5.2. We have noticed that the LEDs are not durable because they start to crack after being cooled down once or twice. Therefore, this flaw was a limitation in repeating some of the measurements.

The measurements discussed in this section are used to estimate the penetration depth of photons (earlier measurements were performed using a 1550 nm LED with different setup are reported in Ref. [84]). In addition, we study the stability of the LED signal and the amplitude ratio between adjacent detectors to explore the option of producing well-controlled photon signals at very low energy.

5.4.2  Experimental Setup

The detector stack for this run contained two of the SuperCDMS detectors, T2Z1 and T2Z3, in addition to an $^{241}$Am source to calibrate their energy scale. LEDs of nominal wavelength 1650 nm and 1550 nm [117] (at room temperature) were soldered to an empty housing, as depicted in Fig. 5.13, with their own wiring to room-temperature electronics to avoid any interference with the DCRC boards while taking data.
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Figure 5.13: Left: A cartoon showing the arrangement in the detector stack. Right: The top part of the detector stack where both LEDs are soldered to an empty housing near the top side of detector T2Z3.

5.4.3 Methodology

At this run, we took several data sets at two different detector modes, HV and iZIP. We started by tuning the energy emitted from the IR source down to the threshold that the readout electronics can read. This corresponded to $3.9 \text{ V}_{pp}$ at the LED, as depicted in Fig. 5.14. The detector was operated in iZIP mode at $\pm 6 \text{ V}$ (that is $12 \text{ V}$ across the crystal) and the lowest measurable energy from LED pulses was about $4.0 \pm 0.2 \text{ keV}$.

We were interested in measuring the energy from IR events in both detectors, to study the signal stability and to give an estimate for the energy reduction, or what will be called here “Shadowing effect$. The test of LED signal stability was performed by keeping the LED operational settings invariant while taking data for an extended time.

$^5$Shadowing effect: is the reduction of the number of IR photons interacting with the detector that is farther away from the LEDs (Z1) due to the presence of the nearer detector (Z3).
Figure 5.14: A histogram for the total charge collected in charge electrodes. The energy of IR pulses is calibrated via 60 keV peak (in black) from an $^{241}$Am source. The lowest energy peak (in red) shows the least measurable IR pulses. Other peaks at higher energy are shown as well (green and blue). The LED drive circuit in this measurement was different than that in section 5.3. Hence, the voltage across the LED is also different.

5.4.4 Results and Future Tests

By comparing the signals from the two detectors, we can quantify the shadowing effect for this setup. The signal ratio between the detectors was very large, so the range of LED settings where both detectors see a well measurable signal is rather small. Since the shadowing is a purely geometrical effect, the signal ratio does not depend on the signal amplitude. Thus, we can use the energy deposition in the near detector to predict the signal amplitude in the further one. Therefore, in the plot shown in Fig. 5.15, we extrapolated the energy scale to show what energy is expected
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once the setup is ready to perform this measurement at a lower energy range.

![Graph showing total phonon energy as a function of LED bias voltage for detectors Z1 and Z3 while operated at 0 V.]

Figure 5.15: Total phonon energy as a function of LED bias voltage for detectors Z1 and Z3 while operated at 0 V.

In Fig. 5.15, the solid lines, red and blue, is a linear fit for the measured energies. While the dashed lines are the extrapolation (expected) phonon energy at the corresponding LED bias. The ratio between the two measured energies in both detectors was calculated to be 45.3±1.8 and should remain invariant (for this setup) because it depends on the geometry of the stack of detectors as well as the LED wavelength, which are invariant in this case. For LED voltages above 4.0 V in Z3, all phonon channels were saturated and below 3.95 V the energy is below our threshold in Z1. The highlighted overlap region is the region where we could turn the LED on and be able to measure the phonon signal in both detectors. The value 220 eV indicated in
Z1 is the inferred energy once our electronics and detector can achieve that limit.

Figure 5.16: A histogram for the total phonon energy in Z3 when operated in iZIP mode on two consecutive days at ±9 V (see text above for details).

One of the key findings of this test is presented in Fig. 5.16 where we used the 1650 nm LED pulses to test the stability. The detector was operated in the same configuration (iZIP, ±9 V) and the LED was operated with the same parameters (3.95 V_{pp}, 14 Hz and 120 µs pulses) on two consecutive days.

Besides the LED peak, we see two more peaks at higher energy. They both stem from interactions of 60 keV photons from the $^{241}$Am source; the higher one is from bulk interactions and the lower one from near-surface interactions where, due to the electric field configuration, the NTL amplification is only half of that for bulk events. The overlap of the two Am peaks demonstrates that the detector itself was stable over time, so the fact that also the two LED peaks overlap shows that the LEDs output is
stable over an extended period of time if the same operational parameters were used.

The last set of measurements were performed at the LED frequency of 14 Hz, pulse-width of 120 $\mu$s. In this test, the 1550 nm LED was operated with voltages of 3.90, 3.95 and 4.00 V$_{pp}$ and the detector was biased at $\pm 6$ V while the 1650 nm LED was operated with voltages of 4.70, 4.85, and 5.00 V$_{pp}$ with a detector bias of $\pm 9$ V. The results of the penetration depth are discussed in the following section for a better comparison of results.

5.5 External LED Tests (Collimated)

5.5.1 Introduction

The measurements of this section are motivated by the results from section 5.4 and they aim to calculate the attenuation in the LED pulse energy between the near detector (Z2) and an adjacent one (Z1) over an extended range of energies to confirm the ratio for the shadowing effect, keeping in mind that shadowing is strongly dependent on the setup geometry. It also aims to provide a study for the difference between the collimated and the non-collimated LED signals where the main interest will be measuring the charges collected at each side of the detector to estimate the penetration depth of IR photons in our crystal.

The position of LED events indicates that the interaction of both photons, 1550 nm, and 1650 nm, has the same penetration depth, besides that, all interactions occur at the bulk of the crystal. However, this contradicts with our previous measurement for the 1550 nm when the LED was operated at room temperature, see Fig. D.1 in Appendix D. Moreover, there should be a significant difference between the penetration depths of the 1550 nm and 1650 nm photons, which is not the case here. So, that
was an indication that photons are bouncing around “inside the detector housing” and interact at both sides of the detector, thus giving charge signal on both sides, as shown in Fig. 5.17.

For this reason, we changed the setup (compared to the previous section) for a better estimation for the absorption length and built a collimated LED source after we have confirmed the emission spectrum of the LED at cryogenic temperatures (the measurements discussed in section 5.2).

For the penetration depth, the initial idea from using the 1650 nm is to have photons with relatively long absorption length (relative to the 1 inch-thick detectors) which should result in mostly bulk events. Then, at this run, we needed to confirm the previous findings in addition to compare the absorption length of both, 1550 nm and 1650 nm.
5.5.2 Experimental Setup

For this run, a 1650 nm LED (peak emission at low temperature is at 1540 nm as discussed in section 5.2) was installed outside the detector housing, and photons were transmitted through a 1 mm wide and \( \sim 3 \) cm long collimator ending \( \sim 3 \) mm from the detector surface; the setup is depicted in Fig. 5.18.

![Collimator and 1650 nm LED](image)

Figure 5.18: Left: The detector stack (Z2 at the top of Z1 with a black line added to visually differentiate detectors) and a 1 mm collimator pointing at the top surface of Z2. Right: A 1650 nm LED attached to a PCB and pointing downwards at the collimator.

5.5.3 Emission Spectra and Absorption Length

The absorption length for 1650 nm photons in Ge has been measured in the context of the EDELWEISS-II experiment and was reported to be 17 cm at 17 mK [110]. On the other hand, experimental data published in Ref. [122], reported the measured absorption length, in a pure germanium crystal, at various temperatures over a range of photon energies concluded a different value, as depicted in Fig. 5.19. The measured emission peak for the 1650 nm reported in section 5.2 was 1542 nm (0.804 eV) at 7 K,
once we map that over the absorption plot (the red dashed line in Fig. 5.19), we can estimate the absorption coefficient to be \( \alpha \approx 2.5 \text{ cm}^{-1} \). So, the absorption length will be \( \sim 0.16 \text{ cm} \). This value (\( \sim 0.16 \text{ cm} \)) is in agreement with the estimated absorption length measured in our detector.

![Figure 5.19](image)

Figure 5.19: The absorption coefficient for germanium as a function of photon energy at different crystal temperatures. Image modified from the source where a red dashed-line is added to indicate the energy at 0.804 eV on the x-axis with the corresponding absorption coefficient.

### 5.5.4 Results and Future Studies

By comparing the charge signal on both sides from the top-detector in the stack (Z2), with that from the lower one (Z1), we observed that it is strongly asymmetric in Z2,
which is proof for short penetration depth. This is shown in Fig. 5.20. The LED signal in Z1 (at the bulk of the detector) indicates that these interactions must have been occurred on the surface of each side due to the bouncing photons, rather than a long penetration depth to Z1 through Z2.

The spread of LED events, shown in the left panel of Fig. 5.20 is related to interference between the LED signal and a 60 Hz noise from the power source. We have tried to reduce the noise effect by operating the LED at selected frequencies and adding a high-pass filter to the LED drive circuit to decrease the spread in the LED spectrum as much as possible.

![Figure 5.20](image)

Figure 5.20: An $^{241}$Am source was used to calibrate the energy scale of the plot for two different LED settings (different pulse energy). Left: Charge collected on both sides of the top detector (Z2), where events from the 1650 nm LED are highlighted in red. Right: Charge collected on both sides of the bottom detector (Z1)(see text for more details).

Unlike radioactive sources which produce localized energy depositions, irradiation with LEDs produces e$^-$/h$^+$ pairs at an extended surface area of the detector. On the other hand, the use of collimator has confirmed that what was observed earlier, when the LEDs were operated inside the empty detector housing (as shown in Fig. 5.13),
was mostly resulting from photons being reflected by the within the detector setup and making their way to the bottom detector-surface and increased its charge signal.

In terms of the possibility of applying the shadowing effect for future calibration use at SNOLAB, we have also taken several data sets in each detector at identical LED settings, as listed in Table 5.4, where we changed \( V_{pp} \) while the pulse width and the frequency were fixed at 120 \( \mu s \) and 14 Hz. The ratio between the measured deposited energy in each of the two detectors is depicted in Fig. 5.21.

<table>
<thead>
<tr>
<th>Shadowing Effect - LED Settings</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{pp} ) [V]</td>
<td>Z2 [keV]</td>
<td>Z1 [keV]</td>
<td>((Z2/Z1))</td>
<td></td>
</tr>
<tr>
<td>7.2</td>
<td>215±3</td>
<td>–</td>
<td>15.8±0.8</td>
<td></td>
</tr>
<tr>
<td>7.4</td>
<td>285±4</td>
<td>18±4</td>
<td>15.4±0.7</td>
<td></td>
</tr>
<tr>
<td>7.6</td>
<td>355±5</td>
<td>23±6</td>
<td>15.3±0.8</td>
<td></td>
</tr>
<tr>
<td>7.8</td>
<td>460±3</td>
<td>30±6</td>
<td>15.5±0.6</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>550±4</td>
<td>35.5±5.1</td>
<td>15.4±0.7</td>
<td></td>
</tr>
<tr>
<td>8.2</td>
<td>670±3</td>
<td>43.5±5.5</td>
<td>15.9±0.6</td>
<td></td>
</tr>
<tr>
<td>8.4</td>
<td>801±4</td>
<td>50.5±5.2</td>
<td>15.8±0.6</td>
<td></td>
</tr>
<tr>
<td>8.6</td>
<td>932±3</td>
<td>59.0±6.2</td>
<td>15.7±0.5</td>
<td></td>
</tr>
<tr>
<td>8.8</td>
<td>1073±2</td>
<td>68.5±5.5</td>
<td>16.0±0.5</td>
<td></td>
</tr>
<tr>
<td>9.0</td>
<td>1206±3</td>
<td>75.5±4.3</td>
<td>15.9±0.7</td>
<td></td>
</tr>
<tr>
<td>9.2</td>
<td>1359±4</td>
<td>85.5±4.5</td>
<td>15.6±0.7</td>
<td></td>
</tr>
<tr>
<td>9.5</td>
<td>1576±5</td>
<td>101±6</td>
<td>16.0±0.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: A list of LED settings used while measuring the phonon signal at Z1 and Z2. The detectors were operated here at 0 V. At \( V_{pp} = 7.2 \) V, the energy in Z1 was below our threshold. The error value is the error in the mean.

In the future, SuperCDMS SNOLAB experiment, the detector geometry, and setup will be different compared to the setup of this measurement. Therefore, the attenuation will definitely have a different ratio. However, this method can still be applicable at SNOLAB once we are able to have a good calibration in the energy.
5.5. EXTERNAL LED TESTS (COLLIMATED)

Figure 5.21: The total phonon energy collected in Z1 (red marks) and Z2 (black marks) while operating a 1650 nm LED as a function of the bias voltage (pulse energy).

range of 1 to 10 keV and we can apply similar procedures to calibrate adjacent detectors in the stack. We can utilize the LED signal and produce an interaction at the near detector (near to the LED) while being able to see the same signal at the far detector to find the corresponding attenuation ratio. Then we can repeat the process between different detectors to get a scheme for the attenuation ratio for the stack of six detectors. This can eventually provide us with an absolute energy calibration scheme for the whole stack.

If the performance of the new SuperCDMS detectors is at the upper end of the anticipated range, the resolution might be good enough to detect individual $e^-/h^+$ pairs. In this case, an absolute calibration would be possible if the photon flux could
be reduced enough, so that each pulse only contains a small number of photons. Unfortunately, the available setup (detectors and readout electronics) can not reach such a performance, so this scheme could not be tested. However, in the next section, we initiated such steps by demonstrating that it is conceivable to produce a small enough photon flux with an LED at a low temperature.

5.6 HVeV Detector Tests at Queen’s

5.6.1 Introduction

The HVeV detector we used is made of a silicon substrate of size $1 \times 1 \times 0.1 \, \text{cm}^3$ and $\sim 0.25 \, \text{g}$ mass with about $\sim 80\%$ Aluminum surface coverage. The detector has no biasing electrode and the bias is applied to an external electrode - and therefore the actual bias across the detector is not known precisely.

This detector has been tested earlier at Northwestern University, and the results were published in Ref. [98]. In this publication, the detector was calibrated with photons from a laser diode. The laser was operated at room temperature and the photons were brought into the cryostat via an optical fiber, then the actual bias voltage was calculated by measuring the signal amplification over a range of voltages.

Our goal here is to use photons from an IR LED operated inside the cryostat to calibrate this detector and to show the feasibility of utilizing LEDs for such purposes. This opens an easier way to calibrate such detectors, and at the same time, it demonstrates that it is possible to operate an LED next to an eV-sensitive detector, without disturbing its performance. Furthermore, we were able to generate a photon signal that is small enough to generate individual $e^-/h^+$ pairs in the detector.
5.6.2 Experimental Setup

The HVeV detector was installed inside an empty 3-inch detector housing, then optically isolated from IR radiation with a housing lid and copper tape. An LED of a nominal wavelength of 890 nm was mounted onto a small PCB and attached at the lid, with a tiny hole of \(~0.2\) mm in diameter to irradiate the detector, as depicted in Fig. 5.22. A closer look at the chip mask design is shown in Fig. 5.23 to view the Al coverage at the detector’s surface. The LED had its own wiring up to the room temperature electronics. An arbitrary-waveform function generator (Agilent 33210A) was used in pulsing mode to operate the LED and a generic power supply to bias the detector up to 121 V.

Figure 5.22: Left: Si HVeV detector is installed inside a 3-inch SuperCDMS detector housing with extra Cu heat strap to improve heat-sinking. Right: The detector lid covered at the top with Cu tape; a hole of \(~0.2\) mm diameter allows the photons to reach the detector surface.
5.6.3 Data Acquisition

The detector was cooled down to \( \sim 20 \) mK, then neutralized by flashing it with a 1.4 eV (890 nm) photons at the beginning of the run for about 3 hours. Data have been collected over a period of few days at different bias voltages between 0 and 121 V while keeping the LED settings invariant at a frequency of 12 Hz, the pulse width of 100 \( \mu \)s and a bias voltage of 4.1 V.

5.6.4 Data Quality Cuts

We have used several quality cuts to exclude bad data periods. Initially, we started by removing fluctuations in the baseline caused by changing the bias voltage. A phonon \( \chi^2 \) cut, which is used frequently in SuperCDMS data analyses to filter-out bad pulses with high \( \chi^2 \) events. In our data, the energy estimator is worse at low energies than at high ones. Therefore, the \( \chi^2 \) cut is designed to be more strict at low energies while
it has more tolerance of high $\chi^2$ at high energies. In Fig. 5.24, the events highlighted in red have a low $\chi^2$ and pass the cut, while blue events are filtered out. This results in a quadratic function where all events above the finely-tuned function are excluded.

Figure 5.24: An example for the $\chi^2$ cut applied to phonon signal. Red events have a low $\chi^2$ and pass through the cut while blue events are filtered out.

5.6.5 Data Processing

Knowing that our regular processing procedure will not lead to usable results because we had many pile-up events in this case. Adam Mayer has generated a noise PSD for each run, then created a template for each one of the two channels of the detector. Afterward, he applied an optimal filter formula to individual pulses to determine the fit parameters (such as the amplitude and $\chi^2$). Finally, the parameters were used to minimize the $\chi^2$ with respect to the amplitude in the frequency domain.
5.6.6 Results and Future Work

At 0 V, the only observed peak was the offset. This peak is related to a number of photons hitting the Al fin and does not get amplified. Thus, they are not affected by the change in the detector’s bias voltage, and that explains the fixed position of this peak as the voltage changes. The ratio of these events in the offset peak is relatively high due to the high Al surface coverage, as shown earlier in Fig. 5.23.

Then, at 45 V, we could observe another peak of the single $e^-/h^+$ pair events. As the applied voltage increases, the amplification of the phonon signal increase due to the NTL effect \(^{(99)}\) and the peaks in the spectrum move to the right, as depicted in Fig. 5.25, Fig. 5.26 and Fig. 5.27 for the voltages from 45 to 121 V.
Figure 5.25: Energy spectra from HVeV detector for bias voltages 45 and 60 V (see text for more details).
Figure 5.26: Energy spectra from HVeV detector for bias voltages 75 and 90 V (see text for more details).
Figure 5.27: Energy spectra from HVeV detector for bias voltages 105 and 121 V (see text for more details).
Fit Parameters

Table 5.5 below lists the fit parameters for the different peak positions for each applied voltage. The $\mu$ is the mean position and $\sigma$ is the standard deviation of the fit. The index (0) is for the offset peak while 1 and 2 are for the first and second peaks, i.e. one and two $e^-/h^+$ pair peaks.

<table>
<thead>
<tr>
<th>Applied Voltage</th>
<th>Fit Parameter</th>
<th>Fit Parameter</th>
<th>Fit Parameter</th>
<th>Fit Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_0$</td>
<td>$\sigma_0$</td>
<td>$\mu_1$</td>
<td>$\sigma_1$</td>
</tr>
<tr>
<td>0 V</td>
<td>3.900±0.003</td>
<td>0.551±0.001</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>30 V</td>
<td>4.098±0.004</td>
<td>1.195±0.005</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>45 V</td>
<td>3.989±0.001</td>
<td>1.106±0.001</td>
<td>12.246±0.033</td>
<td>2.539±0.034</td>
</tr>
<tr>
<td>60 V</td>
<td>4.001±0.003</td>
<td>1.093±0.004</td>
<td>13.574±0.013</td>
<td>3.880±0.016</td>
</tr>
<tr>
<td>75 V</td>
<td>4.200±0.002</td>
<td>1.051±0.002</td>
<td>18.904±0.004</td>
<td>3.454±0.005</td>
</tr>
<tr>
<td>90 V</td>
<td>4.433±0.043</td>
<td>2.469±0.046</td>
<td>20.502±0.004</td>
<td>4.706±0.004</td>
</tr>
<tr>
<td>105 V</td>
<td>4.600±0.106</td>
<td>1.215±0.130</td>
<td>23.674±0.012</td>
<td>5.903±0.012</td>
</tr>
<tr>
<td>121 V</td>
<td>4.215±0.159</td>
<td>0.686±0.211</td>
<td>26.609±0.008</td>
<td>6.013±0.008</td>
</tr>
</tbody>
</table>

Table 5.5: The fit parameters for plots in Fig. 5.25, 5.26 and 5.27 in addition to two more data sets at 0 and 30 V where the offset peak was only observed.

To correlate the position of each peak with the voltage, we plotted the mean value against the applied voltage\(^6\) in Fig. 5.28. The y-intercept of the linear fit provides the ratio between the applied and bias voltages. However, in this case, we had a negative y-intercept value for the measurements in positive polarity. This might be related to insufficient detector neutralization time prior to taking data. Therefore, we used a value reported for the same detector in earlier measurements performed at Northwestern University.

\(^6\) The bias voltage across the detector is less than the applied because the HVeV detector is floating.
For the negative polarity measurements, the amplification of the phonon signal is not comparable to that in positive polarity. This might be related to some residual charges in the detector because the detector was not neutralized after performing the positive polarity. Consequently, an internal counter-field may have existed in the crystal. These measurements could not have been repeated and the statistics were low due to limited cryostat availability at QTF.

Figure 5.28: The mean value for single (in red) and double (in green) $e^-/h^+$ peaks as extracted from the Gaussian fit vs. applied voltage. Error bars are the standard error of the mean.
Energy Scale and Resolution

To calculate the total phonon energy, $E_{total}$ of the $n^{th}$ $e^-/h^+$ peak as a function of voltage we use: 

$$E_{total} = E_o + n(E_{photon} + eV_{bias}),$$

where $E_o$ is the energy deposited by photons that are absorbed in the sensor and thus do not produce $e^-/h^+$ pairs, $n = 1, 2$ or $3$, is the number of $e^-/h^+$ pairs in the interaction, $E_{photon}$ is the energy from the photon source and equals $\sim 1.5$ eV in our case\(^7\) and $V_{bias}$ is the bias voltage and equals to $V_{bias} = V_{applied} \times c$, where $c$ quantifies the fraction of this voltage that drops off across the detector due to the vacuum gap between the electrode and the detector. For this analysis, we used $c = 0.31$, which is the factor calculated earlier (by R. Ren, SuperCDMS internal documentation) for the same detector.

If $c$ (and thus $V_{bias}$) is known, we can use the measured slope $S_n$ of the $n^{th}$ $e^-/h^+$ pair peak position listed in Table 5.6, to calibrate our output signal $A_{measured}$:

$$E_{measured} = \frac{A_{measured}}{S_n} \times n \times e \times c \times S_n$$

the total energy can be expressed in terms of the recoil energy as:

$$E_{total} = E_o + E_{recoil} + n \times e \times c \times V_{applied}$$

where $E_{recoil} = n \times E_{photon}$. With the above calibration factor we can convert the measured widths of the peaks into an energy resolution.

Fig. 5.29 shows the resolution in (eV) as function of applied voltage. To convert that into units of $e^-/h^+$ pairs, we can divide the peak energy over the bias voltage across the detector. From this figure, we can see that the best phonon resolution for the first $e^-/h^+$ peak was $\sim 4$ eV at 45 V, while for the double $e^-/h^+$ peak was $\sim 6$ eV at

\(^7\)The LED wavelength is 890 nm which is equal to 1.4 eV at room temperature. However, we found earlier in this chapter that the spectrum shifts by about 10% when the LED is operated at cryogenic temperatures.
5.6. HVEV Detector Tests at Queen’s

Figure 5.29: The phonon resolution of the first and second $e^-/h^+$ peak in eV. The best phonon resolution was at 45 V (60 V) for the first (second) peak.

<table>
<thead>
<tr>
<th>Measurement Type</th>
<th>Slope</th>
<th>Y-intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^-/h^+$</td>
<td>0.1894/V</td>
<td>-0.759</td>
</tr>
<tr>
<td>$e^-/h^+$</td>
<td>0.3474/V</td>
<td>1.727</td>
</tr>
</tbody>
</table>

Table 5.6: The linear-fit parameters of the positive bias (from Fig. 5.28).

60 V. On the other hand, the same detector had achieved a better phonon resolution of 4.0 (3.4) eV at +100 (-100) V, when it was operated at Northwestern University. The variation between the two measurements is referred to as the difference in the readout electronics where extra noise exists in our readout electronics.

5.6.7 Suggestions for Future Measurements

So far, we have shown that LEDs can be operated close to detectors with eV sensitivity without disturbing them. We have also shown that we are able to produce single and
individual $e^-/h^+$ pairs utilizing LEDs which leaves the door open for calibrating very-low energy devices without the need for an optical fiber to bring the photons in from room temperature. However, several improvements are suggested for future measurements, such as:

- Pre-biasing the detector by 20 V will improve the detector resolution. This is supported by the improved detector’s resolution in the measurement at Northwestern University.

- Neutralizing the detector for an extended period of time (more than 24 hours) could potentially improve the detector resolution.

- Consider using an external trigger that is coincident with the LED drive pulse to minimize the background in the phonon signal.
5.7. ELECTRON GUN

5.7 Electron Gun

5.7.1 Introduction

The newly improved SuperCDMS detectors are expected to have energy thresholds in the range of a few eV. Therefore, new calibration methods at the proposed energy scale are necessary. Energies in this range are relatively easily accessible by accelerating electrons with potentials between a few volts and a few hundred volts, which is technically an easily accessible range.

The first prototype of an electron gun was designed, built and initial tests were performed. This section describes the design, construction, and tests performed as well as simulations that were conducted to aid the design and estimate the performance.

5.7.2 Motivation

The motivation for designing an electron gun is to calibrate detectors at any desired energy from a few eV to a few hundred eV, via producing a small number of electrons and accelerating them by an adjustable potential to eventually have a calibration source with a well-defined energy electron-bursts.

5.7.3 Prototype Design

The components of the e-gun were designed to fit into our 3-inch detector housing. The design is based on having the components listed below to be at different potentials. Therefore, the structure was supported by PTFE cylindrical supports. A sketch for the major components is shown in Fig. 5.30.
• LED holder, Top plate and Al film: 0 - 1 V

• Electron concentrating cylinder, Retarding grid and Wehnelt cylinder: 5 - 30 V

• Bottom plate: grounded (connected to the chassis)

Figure 5.30: A cross-sectional view of the e-gun components. All components shown are held together via a PTFE cylinder to provide electrical isolation.

5.7.3.1 Design Specifications

Standard electron sources use heated filaments; however, in a cryogenic environment, this is not an option. Therefore, we chose to utilize the photoelectric effect. In this case, an ultraviolet LED was used to shine $\sim 4$ eV photons onto a 20 nm Al film coated on the bottom side of a UV-transparent fused-silica wafer of dimensions $30 \times 20 \times 1$ mm$^3$, as shown in Fig. 5.31.

Figure 5.31: A cartoon for the photoelectric effect process at the Al film (not to scale).
5.7. ELECTRON GUN

To avoid interactions between UV photons and the silicon crystal (the detector), a 1 mm disk “photon block” was fixed at the center of the grid, in the line of sight of the LED, to block photons from directly reaching the detector underneath the bottom plate, as shown in the top left panel of Fig. 5.32.

The grid is located in the space between the two cylinders and aims to filter the electrons in order to have only electrons with well-defined energy passing through it towards the bottom plate.

Figure 5.32: *Top Left:* Electron concentrating and Wehnelt cylinders are inserted into a PTFE cylindrical holder. The photon block (a 1 mm disc) is attached to the grid (in between the cylinders) in line of sight between the LED and the detector. *Top Right:* Fused silica wafer attached to its copper holder and supported by Al foil to enhance electrical contact at the top of PTFE support. *Bottom Left:* LED holder attached to the top plate. *Bottom Right:* The whole setup after assembly in an empty 3 inch detector housing.
A PTFE cylinder was produced to enclose the two copper cylinders and the grid at a fixed distance while keeping them electrically isolated, as depicted in the bottom and top left panel of Fig. 5.32.

5.7.3.2 Al Coating Process

The Al film was evaporated at the fused silica wafer using a vacuum system in which a pressure of $O(10^{-5})$ mbar can be maintained. Then, a pure Al filament was heated via a high-voltage DC glow and a deposition rate of 500 A/sec was achieved. We have selected to have a thickness of 20 nm because the estimated absorption in Al is $\sim 9\%$ for a 300 nm photons at room temperature [123]. This thickness should be sufficient for our purpose and we expect to be able to liberate electrons at a reasonable intensity.

5.7.3.3 Prototype Work Principle

The electrons are produced via the photo-electric effect, using a 310 nm ($\sim 4$ eV) InGaAsP LED shining on a 20 nm Al film (Al work function is about 4 eV [124]).

The liberated electrons from the Al film are then concentrated inside the top cylinder and filtered by their energy by adjusting the grid potential to moderate energies (a few, to a few 10s of eV). This can be achieved by controlling the bias voltages at different stages. Eventually, only electrons with the desired energy will be able to exit the bottom plate and hit the detector. Therefore, by controlling the accelerating potential, we can have well-controlled electrons at energies within the desired range.
5.7.3.4 E-Field Simulation

Since the emission spectrum of the photo-electrons is not well known, we assumed in our simulations a spectrum that decreases linearly from 0 to 1 eV. Simulations were performed with a retarding potential \( (V_R) \) of 0.8 eV and accelerating voltages \( (V_A) \) between 5 and 30 V. The electric field map is shown in the left panel of Fig. 5.33 and the electron trajectories for the same potential is shown in the right panel.

![Diagram of electric field and electron trajectories](image)

Figure 5.33: Left: An example of a calculated E-field distribution within the e-gun, where the grid is set to 30 V in this example. Right: Simulation of the electron paths through the e-gun; tracks are shown only for electrons able to get past the retarding grid, and go through the collimator in the bottom plate. The color indicates the speed, to show for this potential electron can make it through the bottom plate (simulations performed by Wolfgang).

The focusing potential \( (V_F) \) was set equal to the accelerating potential and the bottom plate was always kept grounded \( (V_S) \). For the assumed emission spectrum, we found transmission of the order of a percent and - as expected - a very narrow energy distribution (with a spread of less than 1 eV).
5.7. ELECTRON GUN

5.7.4 Prototype Testing

5.7.4.1 Room Temperature Test Setup

An arbitrary-waveform function-generator (Agilent 33210A) was used to drive the LED circuit. A generic DC power supply to bias the top plate and a pico-ammeter (610C Keithley Instruments) to measure the current passing through the e-gun, as shown in Fig. 5.34. In addition to that, the e-gun was situated in a vacuum chamber, where a vacuum of $O(10^{-3})$ mbar was achieved. A custom-made vacuum feed-through was built to feed the e-gun wiring to the readout electronics.

![Diagram of setup](image)

Figure 5.34: *Left:* A cartoon for the room temperature setup before adding the collimator. *Right:* The collimator is added in this setup is of $\phi \approx 1$ mm, and current is measured again to cross-check simulations with the actual produced parts (sketch not to scale).

5.7.4.2 Results from Tests at Room Temperature

As a first test, the electron emission from the Al film at room temperature was measured under vacuum, with the LED at 80% of its maximum emission. The emitted electrons were collected on a Cu plate biased at +12.5 V. A photo-current of 1.5±0.2 pA was measured using a pico ammeter connected between the collection Cu plate and Al film holder plate (a cartoon for the setup is depicted in the left panel of Fig. 5.34). This current was reduced to about 0.20±0.05 pA once the collimating
top plate is added to the setup, as shown in the right panel of Fig. [3.4]

The number of measured electrons in the non-collimated measurement is $I_{\text{meas.}}/e = 1.5 \times 10^{-12}/1.6 \times 10^{-19} = 9.38 \times 10^6$ electrons/second. For a pulse width of 50 $\mu$s, this will result in $\sim 470$ electrons. While the number of measured electrons in the collimated setup was about 60 electrons, if we roughly assume a single-digit percent level transmission, as suggested by the simulations, this will lead to about 1 electron for the corresponding measured current.

<table>
<thead>
<tr>
<th>Measurement type</th>
<th># of measured electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Collimated</td>
<td>468.8 ± 62.5</td>
</tr>
<tr>
<td>Collimated</td>
<td>62.5 ± 15.6</td>
</tr>
</tbody>
</table>

Table 5.7: Number of electrons emitted at room-temperature measurement. The error reported is the S.E.

5.7.5 Results of the Tests at Cryogenic Temperature

After the successful test performed at room temperature, the plan was to perform the next test at a cryogenic temperature at the TRIUMF test facility. However, certain circumstances did not allow for that for an extended period of time. In the meantime, we had the opportunity to install the e-gun assembly along with detector PD2 for run 11 at the CUTE Facility at SNOLAB (more details about detector PD2 can be found in Chapter [4]). But, due to the limited number of available readout wires in this run, we connected the three biasing voltages $V_A$, $V_F$, and $V_R$ into a single output wire, which could lead to a spectrum of a wider range of energies. After cooling the dilution refrigerator at the CUTE facility, we were able to turn the LED on at optimal settings without causing any rise in the detector’s temperature and varied the LED
operational settings (pulse width and forward voltage) to confirm the change in the LED pulse energy, as depicted in Fig. 5.35. This only confirms that the LED turns on because we can clearly see the photon signal from the LED. In this plot, the red pulses show some noise frequency of an unknown source.

Figure 5.35: A selection of two pulses in PD2 when turning the LED on, showing a difference in pulse amplitude when the pulse width changes from 60 $\mu$s (in red) to 80 $\mu$s (in purple). Figure courtesy Adam Mayer.

Few data sets were taken while applying a range of voltages (between 0 to 100 V) at the e-gun components ($V_A$, $V_F$, and $V_R$). However, there was no indication that we had electrons being emitted from the Al film because there was no change nor amplification in the output phonon signal, as depicted in Fig. 5.36.

5.7.6 Future Work

The results from both tests, at room and at cryogenic temperature suggest that we in principle have the opportunity to liberate electrons from the Al film at our desired
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Figure 5.36: Trigger amplitude for detector PD2 while attempting to operate the e-gun and ramp the voltage to test the phonon signal amplification. Figure courtesy Adam Mayer.

intensity and energy range. However, more testing at a surface facility is required before we can perform such tests underground at the CUTE facility. The tests at the surface facility must confirm the emission of electrons, and the availability of readout cables will enable us to apply the required potential at each component of the e-gun to control the energy of emitted electrons. Once this has been performed, we think it will be reasonable to test that again at the CUTE facility and utilize the e-gun for future calibrations studies for the future SuperCDMS detectors.
Chapter 6

Conclusions

The field of dark matter search has developed over the past few decades and many experiments have competed, and still competing, to set new limits in the dark matter parameter space \cite{125,127}. The lack of dark matter signatures in the current experiments has pushed through exploring other theories targeting various dark matter candidates, and some are motivated by the symmetries between dark and normal matter or dark sector \cite{128} to explore the possibility of existing dark matter particles of mass less than 10 GeV/s².

The future SuperCDMS SNOLAB experiment is aiming at the low-mass WIMP area \cite{76}. This area of interest requires development in many aspects, such as the detectors’ sensitivity to low-energy interactions, readout electronics, and mitigation of background sources. The work on the installation of the experiment at SNOLAB is still in progress and it is expected to start taking science data by early 2023.

The completion of the installation of the CUTE facility at SNOLAB will have a major impact on testing the future detector towers of the SuperCDMS experiment. In order to facilitate the detector testing, several modifications have already been made to accommodate the new towers into the dilution refrigerator at the facility.
Initial tests have been made utilizing a pathfinder tower and detector to confirm the compatibility of the produced parts. The pathfinder detector in addition to other devices has been used in several runs to study the fridge performance, evaluate the background levels, and to study the potential science reach at the facility. From the time of writing this thesis, it is over 2 years till SuperCDMS experiment is ready to start taking data. During this time, a full utilization for the CUTE facility will benefit the discovery of any issues with the detector towers before being installed at SuperCDMS and the first science data from the new detectors with new exclusion limits could potentially come from the CUTE facility.

We have measured the emission spectrum from an IR LED at room temperature and compared that with the emission spectra at cryogenic temperatures. We found that the value of the mean emitted wavelength decreases by about 10%. This change in the emission spectrum has a significant impact on the photon penetration depth in the crystal if the energy of the selected photons is close to the bandgap of the detector material.

Several tests have been performed to check the possibility of utilizing IR LEDs for calibration purposes at cryogenic temperatures. Tests revealed that the LED pulses are stable and the pulse energy was reproducible provided that the same setup and operational settings were used. Tests have also shown that we can operate LEDs in the proximity of eV-sensitive detectors without impacting their performance. Using the shadowing effect (described in section 5.4.3), we showed that the attenuation ratio in the LED pulse energy can be utilized to reach very low energies, and comparable to the energy threshold of the new SuperCDMS SNOLAB detectors.

The initial tests for the calibration studies via an electron source (e-gun) were
promising and in agreement with simulations. The simulations suggest that with the measured photo-current, we can achieve the desired single- or few-electron pulses that would allow us to calibrate the detectors in the energy range from a few to roughly a hundred eV. The tests of the complete setup at low temperature are forthcoming and will be performed at the TRIUMF test facility, BC.
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Appendix A

Tc Measurements at QTF

Here, I provide a summary of the internal documentation for runs 61 and 65 at Queen’s Test Facility (QTF) where we were using eight samples bonded to the eight channels in a detector housing (ZB1T-19) and connected at the two DIBs. Four of these samples labeled (1, 2, 3 & 4) are from SLAC while the other four samples labeled (A, B, C & D) are from TAMU. The transition temperatures ($T_c$) of SLAC samples were measured at the Stanford (KO-15) fridge. The Stanford fridge is known to have a base temperature offset of $\sim$19.5 mK.

A.1 Methodology

We used the Mixing Chamber heater to gradually increase the temperature of TES chips. The temperature was measured using a Noise Thermometer (a magnetic field fluctuation thermometer) [106].
A.2 Results

Comparison of results between Queen’s and Stanford

<table>
<thead>
<tr>
<th>Channel</th>
<th>Stanford [mK]</th>
<th>QTF - Run 61 [mK]</th>
<th>QTF - Run 65 [mK]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAC-1</td>
<td>59</td>
<td>40</td>
<td>37</td>
</tr>
<tr>
<td>SLAC-2</td>
<td>64.5</td>
<td>48</td>
<td>44.2</td>
</tr>
<tr>
<td>SLAC-3</td>
<td>70.5</td>
<td>51.5</td>
<td>48.5</td>
</tr>
<tr>
<td>SLAC-4</td>
<td>74.5</td>
<td>53.5</td>
<td>50.1</td>
</tr>
</tbody>
</table>

A.3 Conclusion

$T_c$ measurement in run 65 were lower than that in run 61 by $\sim$3.3 mK. We think that this is related to the installation of an optical fiber into the fridge between the two runs. It is conceivable that the optical fiber allows some radiation to pass through, to the detector housing, which may have increased the temperature of the detector. Thus, less transition temperature will be measured. Moreover, $T_c$ values as measured at Stanford are higher than that measured at Queen’s by $\sim$19.5 mK, due to offset in their base temperature.
Appendix B

More Results - Shift in Band Gap

This appendix aims to provide additional plots for an LED of wavelength 1200 nm. The analysis has already been introduced in section 5.2.3, but these plots were not included to avoid redundancy.

Figure B.1: IV curve for the 1200 nm LED as a function of temperature. See section 5.2.8 for more details.

The cut-in voltage was calculated from Fig. B.1 by fitting data points at each temperature to a line, after excluding the non-linear part of the curve, i.e. above
0.75 mA and the cut-in values for all temperature points are reported in Fig. B.2.

Figure B.2: Cut-in values for the 1200 nm LED as a function of temperature. Error bars for 95% C.L. See section 5.2.9.1 for more details.
The emission spectra for a 1200 nm LED were recorded at each temperature point for two current values, 1 mA and 3.3 mA as shown in Fig. B.3 through the LED using the Arduino circuit. For the 1 mA data, the emitted wavelength at room temperature was $1198\pm1$ nm. After cooling down to 7 K, the measured peak emission at the same current value was $1149\pm1$ nm. This resulted in a change of $49\pm2$ nm. For the maximum current measurement at 3.3 mA, the peak emission at 7 K was $1143\pm1$ nm giving a difference of $55\pm2$ nm from room temperature.

Figure B.3: The change in peak emission of 1200 nm at various temperatures. Error bars are the standard deviation of the Gaussian fit. See section 5.2.9.1 for more details.
Appendix C

Modifications to the Charge Readout Circuit

C.1 Introduction

This setup was designed for earlier studies [84], to be able to apply a high voltage (~120 V) across one of the former Soudan detector, called G16.

The E-Box adapter, shown in Fig.C.1, included modifications to charge channels readout wiring, to protect the different components of the side coax from any potential current overload. This was done by connecting a 40 M resistor and shoring the Source and Drain lines. Then we added another 100 M resistors after shorting all charge lines to reduce the flowing current when high voltage is applied.

C.2 List of Modifications

We designed two modification boxes, where we made changes to readout wiring of $Q_i$ and $Q_o$ in the first, and $Q_o$ only in the second.

The pin assignments are listed in Table C.1 and they correspond to the 50 pin D-sub connector.
Figure C.1: A circuit diagram for a typical charge readout with modifications marked in blue.
### C.2. LIST OF MODIFICATIONS

<table>
<thead>
<tr>
<th>Pin No.</th>
<th>Pin Name</th>
<th>Modification</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>(Q_i) Source (Q_i) Drain</td>
<td>(Q_i) Source and Drain connected to a 40 MΩ</td>
</tr>
<tr>
<td>16</td>
<td>(Q_i) Drain</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>(Q_i) Bias (Q_i) FB</td>
<td>(Q_i) (Bias, FB and the 40 MΩ resistor) are connected to a 100 MΩ resistor to (Q_i) of the BNC connector</td>
</tr>
<tr>
<td>50</td>
<td>(Q_i) FB</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>(Q_o) Source (Q_o) Drain</td>
<td>(Q_o) (Source and Drain) connected to a 40 MΩ</td>
</tr>
<tr>
<td>12</td>
<td>(Q_o) Drain</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>(Q_o) Bias (Q_o) FB</td>
<td>(Q_o) (Bias, FB and the 40 MΩ resistor) are connected to a 100 MΩ resistor to (Q_o) of the BNC connector</td>
</tr>
<tr>
<td>31</td>
<td>(Q_o) FB</td>
<td></td>
</tr>
</tbody>
</table>

Table C.1: A list of pin assignments for the 50D-subminiature connector and the changes made to each line at the connection box.
Appendix D

IR LED Study at RT

D.1 Introduction

To transmit the photons from the LED, while operated at room temperature, an optical fiber was installed in the cryostat to transmit the photons from the LED down to the detector surface.

Initial tests in utilizing LEDs to calibrate our detectors at Queen’s Test Facility, full detail of the setup, data sets, and analysis can be found in Ref. [129][130]. In the next section, I will only be showing the final result and a summary of the findings.

D.2 Summary of Results

The key finding that is related to section 5.5.4 is the comparison of the interaction position of the 1550 nm photons when operated at room temperature to that when it’s cold. From Fig. D.1, we can say that penetration depth is closer to side 2, i.e. more charges were collected on side 2 than on side 1. So, to a first-order approximation, the interaction position can roughly be estimated as the ratio of the maximum number of charges collected on each side, which is \( \sim \left( \frac{75}{325} \right) \approx 0.23 \), multiplied by
the detector thickness. This will give an estimate of \( \sim 0.6 \) cm penetration into the detector (assuming a full charge collection efficiency).

Figure D.1: The charge collected on side 2 vs. side 1 in detector G16K operated in iZIP mode at \( \pm 9 \) V. The events highlighted in black are from an \(^{241}\)Am source and the ones highlighted in green are from a 1550 nm LED when operated at room temperature.