
Submitted to the Proceedings of the US Community Study
on the Future of Particle Physics (Snowmass 2021)

Snowmass Whitepaper:

The Belle II Detector Upgrade Program

Belle II Collaboration

March 23, 2022

Abstract

We describe the planned near-term and potential longer-term upgrades of the
Belle II detector at the SuperKEKB electron-positron collider in Tsukuba, Japan.
These upgrades will allow increasingly sensitive searches for possible new physics be-
yond the Standard Model in flavor, tau, electroweak and dark sector physics that are
both complementary to and competitive with the LHC and other experiments. We
encourage the instrumentation-frontier community to contribute and study upgrade
ideas as part of the Snowmass process.
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1 Introduction and Overview

Belle II[1] is an international collaboration of 1000 members at more than 100 institutions
in 26 countries/regions. U.S. Belle II accounts for 120 members at 18 U.S. universities
and national labs. Primary U.S. Belle II responsibilities include the imaging Time Of
Propagation subdetector (iTOP) used for charged particle identification, the K-Long
Muon subdetector (KLM), beam background mitigation, computing operations, and
data production.

SuperKEKB/Belle II was commissioned with colliding beams in 2018. At the end
of 2018 the Vertex Detector VXD (composed of the pixel detector PXD and strip de-
tector SVD) was installed, but with an incomplete PXD. In spring 2020, SuperKEKB
surpassed the highest recorded instantaneous luminosities of the B factories and LHC,
obtaining a peak instantaneous luminosity of Lpeak = 3.81× 1034 cm−2s−1 in December
2021. SuperKEKB is expected to be able to reach Lpeak of 2× 1035 cm−2s−1 with the
existing accelerator complex. In order to reach 6.5× 1035 cm−2s−1, however, an upgrade
of the interaction region and the QCS superconducting final focus will probably be re-
quired. An International Task Force has been setup to provide advice to SuperKEKB on
the possible technical solutions. The current program foresees the accumulation of Lint
= 50 ab−1 by the first years of the next decade. Belle II detector upgrades are developed
on three time scales:

1. short term: year 2022. Long Shutdown 1 (LS1) is planned for approximately
15 months starting in July 2022, to install a complete pixel detector (PXD). This
upgrade is well defined and only minimal additions are possible.

2. medium term: approximately year 2026-27. Long Shutdown 2 (LS2) will proba-
bly be needed for the upgrade of the interaction region to reach Lpeak = 6.5× 1035 cm−2s−1.
A new Vertex Detector might be required to accommodate the new IR design, and
other sub-detector upgrades are possible, with various options being evaluated.

3. long term: years > 2032. Studies have started to explore upgrades beyond the
currently planned program, such as beam polarization and ultra-high luminosity,
possibly Lpeak in excess of 1× 1036 cm−2s−1. While the beam polarization has a
concrete proposal, for ultra-high luminosity studies have just started.

Belle II is designed to operate efficiently even if the backgrounds extrapolated to
target luminosity, but safety margins are not large. The expected evolution of these
backgrounds with luminosity is described in a separate Snowmass White Paper titled
”Beam background expectations for Belle II at SuperKEKB”. In the case of a redesign
of the interaction region large uncertainties in the background extrapolations are un-
avoidable. The upgrade program is therefore motivated by a number of considerations:

• Improve detector robustness against backgrounds
• Provide larger safety factors for running at higher luminosity
• Increase longer term subdetector radiation resistance
• Develop the technology to cope with different future paths, for instance if a major

IR redesign is required to reach the target luminosity
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• Improve overall physics performance

Table 1 shows the current ideas for Belle II detector upgrades. The collaboration is
planning to start preparing a Conceptual Design Report in summer 2022 when upgrade
options for the accelerator should become clearer. A more focused and well defined set
of options will be described in the CDR.

The U.S. groups plan participation in iTOP, KLM, and readout/DAQ upgrades,
and have proposed the “STOPGAP” system to increase the geometric TOP acceptance.
There is also U.S. interest in studying the feasibility of replacing the drift chamber with a
time projection chamber (TPC) with charge readout via Micropattern Gasous Detectors
(MPGDs).

Upgrading SuperKEKB to have electron beams with left and right longitudinal po-
larization of approximately 70% at the Belle II interaction point creates a unique and
versatile facility for probing new physics with precision electroweak measurements that
no other experiments, current or planned, can achieve. This program will provide un-
precedented precision in neutral current universality measurements involving b-quarks,
c-quarks, τ -leptons, muons and electrons, as well as a measurement of sin2 θW with a
precision equivalent to that of the current world average from measurements at the Z-
pole [2], but at 10 GeV. This provides unique sensitivity to new physics revealed through
deviations from the SM running of sin2 θW , such as would be expected from a dark sector
analogue of the Z-boson. It also enables a set of other precision measurements, including
the τ anomalous magnetic moment form-factor, F2(10 GeV ) [3], with unrivaled preci-
sion, thereby providing a measurement analogous to that of the (g−2) of the muon, but
in the third generation.

The upgrade involves three hardware projects: 1) a low-emittance polarized elec-
tron source in which electron beams are produced via a polarized laser illuminating a
“strained lattice” GaAs photocathode as was done for SLD[2]; 2) a pair of spin-rotators,
one positioned before and the other after the interaction region, to rotate the spin
to longitudinal prior to collisions and back to transverse following collisions; and 3) a
Compton polarimeter that measures the beam polarization before the beam enters the
interaction region in real-time. One scenario has these upgrades commencing during
LS2 and completed during the following summer shutdowns with initial collisions with
polarized beams beginning shortly after. The physics case and R&D status is described
in the Belle II Snowmass White Paper entitled ”Upgrading SuperKEKB with a Polarized
Electron Beam: Discovery Potential and Proposed Implementation”.

The medium and long term upgrades are highly relevant to the 2021 Snowmass
process. We encourage the wider instrumentation community participating in Snowmass
to contribute and study existing or new upgrade ideas for Belle II.

In the following sections a more detailed description of the various options is provided.
Some approximate cost estimates are indicated. Given the level of precision of these
estimates one can assume 1 M$ = 1 Me= 100 MJPY. The simulations reported in the
text, if not specified otherwise, have used the Belle II Analysis Software Framework
BASF2 [4].
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2 Physics and detector performance

P.Urquijo

2.1 Introduction

The Belle II upgrade intends to ensure that Belle II can consistently deliver high impact
results in heavy flavour and dark sector physics. Many of the measurements of key
decay channels will continue to be precision limited by statistical uncertainties with data
sets in excess of 10 ab−1, including both CKM unitarity triangle precision inputs and
properties of rare decays. A consideration for very large datasets not typically factored
into sensitivity projections is that the luminosity dependent background conditions may
be severe, in terms of detector operations and physics performance.

The experiment will ideally maintain or improve upon its particle detection and
identification efficiencies, even with higher instantaneous luminosity environments. This
would imply robust performance in challenging but key reconstruction processes, such
as low momentum tracking, calorimetry for reconstruction of photons and π0 mesons,
and particle identification.

A summary of projected measurement sensitivities is listed in Table 2. The Belle II
5 and 50 ab−1 projections are primarily based on Ref. [1], with some recent updates.
They correspond roughly to the luminosity that can be collected before LS2 and by end
of the current Belle II program. Physics motivations for these channels can be found
in the cited document and also in the white paper on Belle II physics studies. These
extrapolations typically assume integrated luminosity scaling without degradation in
measurement efficiencies or purity, as well as improvements to systematic uncertainties
that are data driven. Belle II projections to 250 ab−1, the possible target luminosity
of a future ultra-high luminosity upgrade, take into account discussions in Ref. [1] on
integrated luminosity scaling of statistical and systematic uncertainties. Analogous pro-
jections for some of these physics channels can be found for LHCb in Ref. [2, 3], showing
that the Belle II’s broad physics program is both complementary and competitive with
LHCb.

Continued improvements in precision are key to reveal new phenomena, however the
current detector configuration is not expected to maintain its performance level when
facing high beam background levels or high rates. This section will step through the
major impacts of the detector upgrades, the key performance requirements for precision
flavour physics, and finally selected physics channels that may demand detector upgrades
for ultimate precision.

2.1.1 Discussion of detector upgrades

Here we summarise aspects of the upgrade that directly impact physics performance. The
detector upgrades and their quantitative performance impacts are discussed in detail in
the later sections of this whitepaper.

• VXD systems: The proposed upgrades all reduce occupancy levels, with higher
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Observable 2022
Belle(II),
BaBar

Belle-II
5 ab−1

Belle-II
50 ab−1

Belle-II
250 ab−1

sin 2β/φ1 0.03 0.012 0.005 0.002
γ/φ3 (Belle+BelleII) 11◦ 4.7◦ 1.5◦ 0.8◦

α/φ2 (WA) 4◦ 2◦ 0.6◦ 0.3◦

|Vub| (Exclusive) 4.5% 2% 1% < 1%

SCP (B → η′K0
S) 0.08 0.03 0.015 0.007

ACP (B → π0K0
S) 0.15 0.07 0.025 0.018

SCP (B → K∗0γ) 0.32 0.11 0.035 0.015

R(B → K∗`+`−)† 0.26 0.09 0.03 0.01
R(B → D∗τν) 0.018 0.009 0.0045 <0.003
R(B → Dτν) 0.034 0.016 0.008 <0.003
B(B → τν) 24% 9% 4% 2%
B(B → K∗νν̄) − 25% 9% 4%

B(τ → µγ) UL 42× 10−9 22× 10−9 6.9× 10−9 3.1× 10−9

B(τ → µµµ) UL 21× 10−9 3.6× 10−9 0.36× 10−9 0.073 ×
10−9

Table 2: Projected precision (total uncertainties, or 90% CL upper limits) of selected
flavour physics measurements at Belle II.(The † symbol denotes the measurement in the
momentum transfer squared bin 1 < q2 < 6 GeV/c2.)

robustness against tracking efficiency and resolution losses from beam background.
This implies improved tracking efficiencies with pT < 200 MeV/c.

• CDC: The proposed electronics upgrades improve the quality of tracking through
cross-talk reduction, and faster more reliable triggering. This affects general track-
ing efficiencies, as well as dE/dx measurements.

• TOP: The TOP detector’s sensitivity to single photons, i.e. the quantum efficiency,
will degrade under irradiation without sensor replacement and upgrade. This di-
rectly impacts overall efficacy of the TOP system, as well as time resolution, which
is critical for particle ID PDFs.

• ECL: Three upgrade options include new pure CsI crystals with APDs, a pre-
shower detector in front of the ECL, and an option where the existing CsI(Tl)
are read-out with APDs. The performance of the ECL will degrade with higher
background rates without future upgrades. At nominal luminosity, the efficiency
may decrease by around 50% for π0 reconstruction, while extra energy (EECL) and
pulse shape discrimination techniques will degrade in performance.

• KLM: The RPCs will be replaced with new scintillator layers to handle high rates,
and an overall upgrade to read-out will be considered with better timing resolution.
The inner RPC layers of the KLM may suffer hit efficiency losses of order 10-30%.
While this can have 2-5% efficiency losses for muons at momenta below 1 GeV/c, it
may lead to much larger losses in K0

L detection, due to the much lower penetration
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depth of hadrons through the iron yoke.
• Solid angle coverage (e.g. STOPGAP): The current particle identification sys-

tems still lack full coverage, such as regions between TOP bars, and the backward
endcap. This may adversely affect analyses that require strong vetoes based on
particle identification. STOPGAP-like upgrades could remedy this.

2.2 Performance challenges

The conditions at higher luminosity lead to physics performance degradations. Here
we discuss the potential size of these effects. A summary of the physics performance
concerns for each subdetector is given in Table 3 and described in detail below.

Topic V
X

D

C
D

C

P
ID

E
C

L

K
L

M

Low momentum track finding X X
Track p, M resolution X
IP/Vertex resolution X
Hadron ID X X
K0

L ID X X
Lepton ID X X X
π0, γ X
Trigger X X

Table 3: Key performance requirements vs subdetector upgrades.

• Tracking at low momentum (i.e. 50-200 MeV/c slow pions from D∗+ decays).

– Upgrades expect to recover the approximately 15-25% efficiency loss for tracks
near 100 MeV/c under nominal beam background levels.

– This affects a large range of precision semileptonic, and rare missing energy
decays both directly and through impacts on B full reconstruction algorithms.
It is key for Vcb studies at low hadronic recoil, vetoes in rare decay searches,
and hadronic decays. Furthermore improvements to veto suppression power
can make substantial statistical precision impacts.

• Vertex and IP resolution.

– Upgrades expect to see up to around 30-50% impact parameter (IP) resolution
improvements over the current system at nominal luminosity, owing to better
mitigation of beam background effects and higher detector resolution.

– These improvements reduce crossfeed background from tracks from different
B mesons, e.g. in b → s`` processes. It is also important for time depen-
dent CP violation measurements with large data sets, where vertex resolution
related systematic uncertainties can dominate, e.g. B → J/ψK0

S .

• Calorimeter energy resolution and particle identification
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– The detector should be robust against background levels, with reliable rejec-
tion of beam background and hadronic clusters using timing and wave form
based pulse shape discrimination.

– The proposed ECL upgrades, such as a preshower detector, could recover
much of the efficiency and resolution losses for photon reconstruction, partic-
ularly π0.

– Low momentum lepton identification critically relies on calorimeter perfor-
mance, and is used in the reconstruction of b → τ + X channels. Under
nominal conditions, cluster energy resolution could degrade by a factor of 2-3
with potential losses in track-cluster matching efficiency and lepton identifi-
cation efficacy.

– Any new calorimeter detector elements that improve solid angle coverage will
improve vetoes in rare and dark sector searches.

• Triggers.

– The CDC and VXD upgrade programs both support track trigger develop-
ment.

– The physics program can exploit high trigger efficiencies and the full Belle
II data set, for both precision measurements and rare and forbidden decay
searches in low multiplicity, dark sector, and τ physics.

• K/π separation.

– It is crucial for a flavour experiment to have a robust and high performance
particle ID system, particularly in hadronic B decays to isolate Cabibbo sup-
pressed transitions. It affects most flavour studies, and can be a limiting factor
where kinematics information is not sufficiently constraining, for example in
the separation of b→ dγ and b→ sγ.

– A great challenge for the TOP and ARICH systems is robustness under beam
background. In the TOP PMT upgrades will ensure QE losses are minimised,
while faster more robust photon sensor technologies for the ARICH are being
investigated to also maintain efficiencies and to improve timing resolution.

– Proposals to improve particle identification acceptance, e.g. STOPGAP, may
provide step-change improvements where vetoes are needed. This will impact
inclusive analyses such as |Vub| from inclusive semileptonic B decays.

• K0
L detection.

– K0
L mesons are identified via their interactions in the first few layers of the

KLM, and through low energy hadronic showers in the ECL. Without detector
upgrades, K0

L detection efficiencies will adversely suffer, which is a significant
loss to the physics program. K0

L mesons are difficult to detect at LHCb.
– In addition to time dependent CP violation measurements of CP eigenstate

modes, improved K0
L detection is critical to step change improvements in

background suppression in semileptonic, leptonic, electroweak penguin di-
neutrino, and dark sector analyses.
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2.3 Physics channels

There are numerous flagship physics channels that would stand to benefit from the Belle
II upgrade scenarios, summarised in Table 4 and discussed in detail below.

Topic V
X

D

C
D

C
(i

n
cl

.
T

ri
g
g
er

)

P
ID

P
ID

Ω

E
C

L

K
L

M

B(B → τν,B → K(∗)νν̄) X X X X
B(B → Xu`ν) X X X X
R, Polarisation(B → D(∗)τν) X X
FEI X X X
SCP, CCP(B → π0π0,K0

Sπ
0) X X X

SCP, CCP(B → ργ) X X X
SCP, CCP(B → J/ψK0

S, η
′K0

S) X X
Flavour tagger X X
τ LFV X X
Dark sector searches X X X

Table 4: Selected key physics channels and high-level analysis algorithms with the sub-
detector upgrades that would make substantial impacts to measurement reach. The
symbol Ω refers to solid angle coverage of the particle identification systems.

2.3.1 Rare and missing energy decays

Most analyses with missing energy in the final state utilise hadronic or semileptonic
B full reconstruction techniques. The performance of these methods is dependent on
most key performance factors, most notably low momentum track finding for finding
B → D∗ + nh, where n ≥ 1 and h denotes hadron. MC simulations indicate efficiency
losses of order 30-50% when comparing early data and nominal luminosity scenarios. It
is expected that the upgrade should mitigate these losses.

Rare and leptonic decay searches such as B → τν and B → K(∗)νν̄ rely on b→ c→ s
background suppression based on the presence of zero extra tracks in the event, and
minimal excess energy in the calorimeter. These analyses often require the detection and
veto of K0

L mesons (in the ECL and KLM), as the majority the remaining background
in analyses of this type contains undetected K0

L. Taking into account potential tracking
efficiency loss, impacts of higher beam background in the calorimeter, and losses to
KLM hit efficiencies, such analyses would have greatly reduced reach without detector
upgrades. The effect could imply a further reduction of approximately 50% in statistical
power, leading to total losses of order 75%.
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2.3.2 Semileptonic decays

Semi-tauonic decay measurements, like rare missing energy decays rely on efficient and
pure tag side B full reconstruction. On the signal side they require efficient detection
of slow pions for signal efficiencies and low energy photons for signal efficiency, and to
constrain feed-down e.g. B → D∗,∗∗τν down to B → Dτν. The latter reduces correla-
tions between measurements, and potentially large biases in the B → Dτν channel. The
detection of b→ τ → ` transitions requires good lepton identification below 700 MeV/c.
Calorimeter energy resolution degradation adversely affects electron identification, par-
ticularly at lower momenta. Measurements of τ polarisation with hadronic tau decays
require good control of hadronic B decay background. The ability to use K0

L vetoes may
be critical to achieve step change improvements in precision in these measurements.

With a dataset in excess of 5 ab−1 without loss of efficiency, Cabibbo suppressed
B → πτν will also come within reach, probing buτ couplings. However a high impact
measurement will hinge on controlling statistical power loss, and purity under high beam
background.

Inclusive B → Xu`ν is still partly in tension with exclusive methods and can only
be measured by Belle II. This analysis typically requires nK0 + nK± = 0. Of the
remaining b → c background, 43% have a K0

L (a veto is not typically used due to
detector inefficiencies and modelling uncertainties). It also requires effective D∗± slow
pion vetoes. Again, the ability to use K0

L vetoes may introduce a step change in precision
for this channel, specifically in controlling background modelling uncertainties.

Without mitigating beam background effects on efficiencies and resolutions, many
semileptonic channels may suffer from statistical power losses of order 50-75%. In pre-
cision studies, control of systematics may be challenging if purity levels degrade, for
example measurements of |Vub|.

2.3.3 CP Violation

Ultimate measurements of time dependent CP violation require a combination of data
set size and high precision on the measurement of ∆z, the distance between the tag
and signal B meson decay vertices. Beam background adversely affects flavour tagging
efficiencies, hence statistical power, even with a full 2-layer PXD configuration. The
effect was estimated to be as much as 10% efficiency loss even at 2022 luminosity values,
and could be much higher at nominal luminosity. Similarly tag-Z resolution will degrade,
but can be partly mitigated if cleaner tag side channels are used. This comes at the cost
of statistical power.

The UT angle φ1 will be systematics limited, demanding improved vertex resolution
performance. New sources of CP violation in gluonic penguin decays on the other hand
will typically require maximal statistical power, hence will be affected by flavour tagging
efficiency losses.

CP violation measurements in Cabibbo suppressed decays, including φ2, through
channels such as B → K0

Sπ
0 and B → π0π0 are affected by π0 efficiency and resolution

as well as flavour tagging efficiency losses. These channels are currently highly limited
by statistical power and will be very demanding of the full Belle II statistical power.
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Losses of order 50-75% or more due to beam background, in the absence of an upgrade,
would be detrimental to reach.

2.3.4 Radiative decays

Radiative decays, particularly Cabibbo suppressed modes and inclusive modes require
similar or better performance than currently achieved in particle ID and calorimetery
at Belle II. A high luminosity golden mode measurement is that of time dependent CP
violation in radiative b→ dγ transitions. Particle ID performance is key for suppression
of B → K∗γ in the B → ργ channel. Similarly, good photon energy resolution is
essential for background separation in ∆E. Inclusive and exclusive radiative channels
additionally require good suppression of neutral hadrons mimicking photons, typically
based on pulse shape discrimination.

2.3.5 Tau and dark sector

The foremost consideration for high luminosity tau and dark sector physics is trigger effi-
ciency. Both sectors aim to probe forbidden or ultra-rare transitions in low-multiplicity
final states with as large a dataset as possible. A system that is not robust enough
to efficiently trigger on dark sector and tau physics would lose valuable data for these
channels. Many of these processes can only be accessed at Belle II, due to the presence
of missing energy or neutrals.

2.4 Summary

Most of the Belle II physics program will continue to improve in precision with data
set size. Without intervention, the statistical power of analyses may be reduced under
nominal background levels. In golden mode measurements of the full Belle II dataset,
such as in missing energy or CP violation rare modes, the proposed upgrades can stand to
improve statistical power as much as four fold. This is based on estimates of performance
degradation with nominal beam background levels, and detector ageing effects. This is
a critical consideration for the experiment as it aims to provide world-leading results
results that are complementary to and competitive with LHCb.
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3 Vertex Detector

3.1 Summary of VXD replacement options

F.Forti
The Vertex Detector is particularly subject and sensitive to machine backgrounds.

Extrapolations to full luminosity are affected by large uncertainties due to limitations
of the models and by the as yet undefined design of the interaction region. Certain
sources such as injection background and beam dust events are inherently difficult to
model, leading to a general requirement of large safety factors against backgrounds,
especially for the the VXD. In addition, in case of a major redesign of the interaction
region, a completely new detector might be required, with the possibility of taking
advantage of the more recent technology developments, leading to possible performance
improvements, such as:

• Better impact parameter and vertexing resolution
• Improved tracking performance for low pT tracks
• Longer trigger latency
• L1 trigger capabilities

The new VXD will occupy the same volume of the current detector, roughly between
14 mm and 135 mm in radius. A good but not extreme spacial resolution below 15 µm is
required, along with a low material budget below about 0.2%X0 for the inner layers and
0.7%X0 for the outer layers. To ensure good background robustness the reference radi-
ation levels used in the design of the systems are the following values for the innermost
layer:

• Hit rate capability: 120 MHz/cm2

• Total ionizing dose: 10 Mrad/year
• NIEL fluence: 5× 1013 neq/cm2/year

The DEPFET and Thin Strip proposals keep the current separation in pixels and
strip detectors, providing better performance. The SOI and CMOS MAPS proposals,
on the other hand, plan to replace the entire VXD with a fully pixelated system.

3.2 DEPFET

L.Andricek

3.2.1 Introduction

The current PXD detector has been designed and constructed for operation of up to
10 years in Belle II at the luminosity of 8× 1035 cm−2s−1 The sensor and the read-out
scheme have been optimized in pixel size, thickness of the sensitive layer, overall material
budget, integration time, and all other aspects to meet the challenging requirements at a
collider operating at the intensity frontier. As far as the sensor occupancy is concerned,
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the PXD has a safety factor of 3 for the well understood luminosity background contri-
bution, and >10 for the less well manageable beam related background contributions.
Since its installation and commissioning in Belle II, the PXD system is on operation and
performs up to expectation. However, with progressing data taking and ramp-up of the
luminosity, PXD experienced a few unexpected issues with the sensor and with one of
the ASICs.

• Beam incidents lead not only to damaged collimators of the beam line but also to
an increasing number of inefficient or dead gate lines (“rows”) on almost all PXD
modules. The root cause was traced back to a high photocurrent in an on-chip
voltage regulator of the Switcher chip due to the high instantaneous dose.

• On the sensor side, the TID received in the bond oxide between the sensor part
of the SOI wafer and the support wafer results in an electron accumulation layer
between at the p-type guard rings on the back side of the sensor. The resulting
high electric field leads to an avalanche current from the back side contact to the
bulk node at the edge of the top wafer. This current does not compromise the
sensor performance but requires a redesign of the power supply to provide enough
current.

• A more system related issue is the performance of the “gated mode” of the PXD.
Although the DEPFET sensors were not designed for this operating mode, the
PXD can nevertheless be operated to blind the sensors during the passage of the
injected bunches. However, the achievable minimal length of the blind phase is
about 2 µs due to ringing of the pedestal baseline upon restoring of the normal
operation mode. To minimize the deadtime, it would be desirable to reduce the
gate length to below 1 µs.

3.2.2 Upgrade Proposal

The aim of the proposed upgrade of the PXD is to provide a higher safety factor for
the allowed occupancy and to remove the root cause of the previously described issues.
To minimize risk and costs of the project, the proposal is to preserve the general layout
of the PXD system. This includes as far as possible the module and ladder design and
construction, mechanical support, cooling, services, backend electronics, DAQ, and slow
control. The installation of the upgraded PXD will profit from the experience acquired
with the current one.

Parts of the system to be upgraded are the sensor, the DCD, DHP, and Switcher
ASICs. The aim of the proposed upgrade of the PXD is to provide a higher safety factor
for the allowed occupancy and to remove the root cause of the previously described
issues.

• Due to the rolling shutter read-out mode of the sensor with the integration of two
superKEKB revolutions in one frame (20 µs), the sensor occupancy scales linearly
with the read-out speed of the sensor. The current frame rate translates to 100 ns
per read-out row. The time is limited by the settling of the signals needed to
address and clear the row as well as the time required to digitize and process the
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read-out signal current. We propose to reduce the read-out time per row from
100 ns to 50 ns. By keeping the optimized pixel size and number of the current
PXD the same, the frame time and the background occupancy would be reduced
by factor 2. For this, signal transmission on the pixel matrix as well as signal
processing in the read-out ASICs needs to be improved.

• The robustness against beam losses or other incidents will be greatly enhanced by
adding protection circuits in the on-chip voltage regulator of the Switcher.

• The TID effect in the bonding oxide leading to the unexpected avalanche current
would be eliminated by removing the SiO2 where the guard rings are at the backside
of the sensor. A second approach is to provide a negative bias to the handle wafer
in order to compensate the accumulated radiation induced oxide charge.

• The current PXD sensors are not specifically designed for gated mode opera-
tion. By optimizing the DEPFET geometry and implantation parameters towards
shorter and narrower gate length, the bias voltage needed for gated mode operation
will be reduced. Lower operating voltages for the clear node together with the al-
ready mentioned improvements of the signal transmission properties on the matrix
including integrated termination resistors will improve the gated mode operation.

The most time consuming R&D is on the sensor side where both the DEPFET pixel
cell as well as the on-module interconnect have to be improved. Simulations of the new
DEPFET pixel layout with reduced gate length and width and optimized doping profiles
of the drain implants show extremely promising results. The internal amplification is
enhanced by more than a factor of 2 to 1.3 nA/e-. At the same time, the required voltage
for a complete clear was cut in half to about 10 V. After the experimental confirmation
of the simulation results by evaluation of the ongoing test production, a dedicated test
run with large pixel sensors and improved on-chip interconnect will be launched. The
development of the new ASIC versions can be done in parallel.

3.2.3 Cost Estimate and Person Power

For a DEPFET based PXD upgrade, most of the existing support and mechanical struc-
tures can be re-used. The biggest contributions to the upgrade costs are new sensors
and a new generation of read-out and control ASICs. Based on the experience of the
current PXD and taking the yield and required contingency into account, 18 sensor
wafers would be required of a PXD upgrade, yielding an overall cost of about 2 M$
for the sensor part. Production of commercial CMOS ASICs for read-out and control,
interconnect, and auxiliary electronics would add another 2 M$.

At the time of writing there are only two institutions within the Belle II collabo-
ration interested in contributing to a DEPFET based PXD upgrade. While these two
institutions can cover a large part of the sensor and ASIC development and production,
both are open for new collaborators to join the effort.

3.3 Thin Strips

K.Nakamura

19



The Double-sided Silicon Strip Detector (DSSD) is a prime candidate for a tracking
device in the inner and middle detector volume since a single sensor can cover a large
dimension of about 100×100 mm2 and the technology of the sensor production is already
well established. In the existing Belle II detector system, the DSSD technology is used in
the SVD, which performs the vertex measurement and low-momentum tracking together
with the PXD. Still, there are rooms for the improvements that are desirable for the
future Belle II operation. Also, it is expected that the CDC hit rate may exceed the
limit to maintain the detector performance in the future beam background condition.
The TFP-SVD (Thin and Fine-Pitch SVD) is a new detector concept featuring the
DSSD, proposed to improve the SVD, as well as the CDC by replacing its inner part.

3.3.1 Detector concept and improvements

One improvement in the TFP-SVD is the reduction of the material budget. The small
material budget improves the track reconstruction performance especially for the low
momentum tracks. It also helps to improve the vertex measurement using K0

S mesons de-
caying into two charged pions. The material budget of the current SVD is about 0.7%X0

per layer with the two largest contributors being the silicon sensor (about 0.3%X0) and
flexible circuits (about 0.2%X0). The TFP-SVD reduces the sensor thickness to 140 µm
to cut down the material budget by 0.19%X0. We also plan to replace the layers of
copper with aluminium on the flexible circuits, which reduces the material budget by
more than 0.1%X0.

The small sensor thickness also reduces the voltage necessary for full depletion which
will increase due to the radiation damage after the type inversion, because the full
depletion voltage is proportional to square of the sensor thickness. Based on a relation
between the full depletion voltage and the radiation damage [1], the necessary voltage
after a 1-MeV equivalent neutron fluence of 2.5 × 1013 neq/cm2 is expected to be less
than 40 V. Therefore, the acceptable neutron fluence of the detector system will be
improved.

The hit rate limit of the TFP-SVD is expected to be similar to the current SVD
limit, about 4 MHz/cm2, assuming the similar detector geometry and current track re-
construction. The limits of both detectors will be improved by the further optimizations
of the hit time filtering that rejects the background hits. For the improvement, the
shorter signal duration of the shaping circuit possibly becomes important to avoid per-
formance degradation due to the pile-up effect which may be sizable in a hit rate higher
than 4 MHz/cm2. The signal duration at a quarter of the signal height is expected to
be about 55 ns in the TFP-SVD, while is more than 200 ns in the current SVD. The
final hit rate tolerance with the optimization of the hit time filtering is to be evaluated
with simulation studies, which are now under preparation.

The front-end ASIC of the TFP-SVD, so-called SNAP128, has 128 input channels,
and generates the binary hit information sampled with a 127 MHz clock in each channel.
The digitization in the SNAP128 itself offers a reduction of the amount of cables, which
is necessary to fit them in the limited cable space. The 127 MHz binary hit information
is stored in 2k-depth ring memory. When the SNAP128 receives the level-1 trigger, it
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outputs the data in the memory at the addresses corresponding to the trigger timing.
The output data of the TFP-SVD hit information are recorded by the data acquisition
system.

The TFP-SVD offers a new level-1 track trigger, which is generated by the TFP-
SVD hit information. The SNAP128 also outputs another data for the trigger decision.
The data are generated by applying the logical OR operation to the 127 MHz binary
information of the 128 input channels. We name it as the VXD level-1 trigger. The new
trigger finds the tracks with a production point resolution of about 1 cm, which is better
than the existing CDC track trigger. The extraneous tracks due to the beam background
originate close to the interaction point, resulting in frequent fake CDC triggers. They
can be efficiently rejected by the new VXD level-1 trigger. The background rejection
reduces the prescale factors of the track triggers, and thus improves the trigger efficiency
especially for the low-multiplicity physics events such as the tau-pair production and
some of dark sector searches.

Another attractive option is the replacement of the inner part of the CDC with the
TFP-SVD. The CDC hit rate may exceed the limit to maintain the detector performance
in the future beam background condition. The replacement with the silicon strip sensor
can improve the tracking performance of the future Belle II detector system.

a)

b)

Cooling pipe

Long FPC w/ Al layers

FPC and SNAP128

Graphite sheet

Insulation sheet

DSSD sensor

Pitch-adapter

Pitch-adapter

Figure 1: a) Design of the TFP-SVD module. b) Exploded view of the module.

The module design and its exploded view are shown in Fig. 1. Two to ten modules
are aligned in a line to construct a ladder, and the ladders are cylindrically integrated to
assemble the TFP-SVD. In each module, the strips of the DSSD sensor are connected to
the SNAP128 chips via pitch adapters. The SNAP128 chips are mounted on the flexible
printed circuits (FPC) which is also connected to another long FPC to communicate
with the back-end electronics and receive electric power from the power supplies. The
power and ground layers of the long FPC are made of aluminum to reduce the material
budget. The cooling pipe is thermally connected to SNAP128 via a thermal-conductive
pyrolytic graphite sheet, which has a thickness of 0.1 mm and a thermal conductivity
of 700 W/mK, to absorb the heat dissipation from the chips. The DSSD sensor and
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SNAP128 are thermally isolated with an insulation sheet.

3.3.2 Technology development

The realization of the thin DSSD with a sensor size of about 100 × 100 mm2 is one of
the key challenges in the TFP-SVD project. One concern is the feasibility and yield of
the sensor production. Another is the small signal charge due to the short path length
of the particle in the sensor.

In our project, the prototype DSSD sensors with 140 µm thickness were successfully
produced by Micron Semiconductor Ltd (UK). The prototype sensor has a size of 52.6×
59.0 mm2 and strip pitches of 50 µm and 75 µm in the P-side and N-side, respectively.
The measured I-V and C-V curves are consistent with the expectation, and the full
depletion voltage of the thin sensor is confirmed to be 14± 1 V. We plan to increase the
sensor size to about 100× 100 mm2 in the next prototype version.

The electrical noise in the readout signal must be enough small to keep a high signal-
to-noise ratio and thus hit efficiency. The requirement for the electrical noise on the
strip signal is less than 1000 e−. The SNAP128 is being developed to achieve the small
strip noise, keeping the short signal duration and moderate power consumption. The
180 µm process technology is adopted. The SNAP128 chip has 128 input channels. The
power consumption is about 350 mW per chip.

The analog circuit of each input channel consists of a charge sensitive amplifier with
pole-zero cancellation and a CR-RC shaper. The shaper is optimized so that the output
pulse has about 55 ns pulse width at quarter of the signal height. The shaper output
is digitized to the binary hit information with a discriminator, in which the threshold
is adjusted by an internal 8-bit DAC. The 127 MHz system clock samples the binary
information to convert it to 127 Mbps hit data. Thus, the hit time resolution should be
similar to the clock period 7.9 ns. The polarity of the discriminator is selectable to deal
with both the positive and negative signals in the p-side and n-side strips.

The digital part of each channel has a 2k-depth memory, which holds the binary hit
information up to about 16 µs (= 1/127 MHz×2048) until the chip receives the trigger
signal. When the trigger signal arrives, the binary information in the corresponding time
window is read out from the memory. The size of the time window is adjustable. Since
the trigger timing has a jitter of O(10 ns) in Belle II, the time window needs to cover
the timing fluctuation. The readout binary data from the 128 channels are serialized
and sent as the SNAP128 output as a 127 Mbps output data.

In addition to the output that sends the 128-channels hit data per trigger reception,
the SNAP128 outputs online hit information in the SNAP128 level, which is supposed
to be used for the level-1 trigger generation. The 127 Mbps comparator output in
each channel is converted to another 127 Mbps data by keeping only the rising-edge
information. (For instance, if the comparator output is ’00011110...’, it is converted to
’00010000...’.) The converted 127 Mbps data of all 128 channels are OR’ed to represent
the chip-level hit information, and used to extract the track information in the VXD
volume for the level-1 trigger decision.
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3.3.3 Human resources and necessary development

Currently, IISER Mohali, PU Chandigarh, Kavli IPMU, KEK, TIFR, and University
of Tokyo are the primary contributors to the TFP-SVD project. Still, there are several
development to be done. For example, the detailed designing of the detector, the de-
velopment of the back-end electronics, the development of the trigger algorithm and its
firmware implementation, and the data taking software development.

3.3.4 Cost estimation

A rough estimation of the necessary cost for the TFP-SVD production is listed in Ta-
ble 3.3.4. The numbers are based on the experience of the Belle II SVD development
and production.

Table 5: Order of magnitude cost estimation for the TFP-SVD production

Item Unit price (k$) Estimated number Cost (k$)

DSSD sensors 5 /sensor 350 sensors 1,750
ASIC production 200 /batch 2 batches 400
Detector parts 1 / sensor 350 sensors 350
Detector support 100
Power supply 500 /unit 1 unit 500
Readout electronics 10 /board 60 boards 600
Cables 200
Servers 100

Total 4,000

3.4 CMOS MAPS

C.Marinas, J.Baudot
The VTX proposal consists in exploiting demonstrated performance of current CMOS

monolithic active pixel sensor (MAPS) to replace the VXD system with 5 detection layers
uniformly equipped with the same fast, light and granular sensor. The VTX solution
reduces by at least two orders of magnitude the current PXD integration time and
replaces the double-sided strip sensors of the SVD by real 2D-pixel detectors, with the
following expected benefits:

• Ability to cope with larger background levels than the current VXD, thanks to a
low detector occupancy alleviating any data transmission bottleneck and allowing
a resilient track finding efficiency with respect to hit-rate.

• Improved momentum resolution and impact parameter resolution at low transverse
momentum, performance being robust against scaled backgrounds. In general, the
tracking chain is simplified with all layers involved in the track finding algorithm,
allowing also for natural tracking alternatives (inside-out tracking).
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• Simplified and lighter services due to smaller cross sections of the data cables and
less complex cooling system. The detector integration is expected to be simple
allowing an installation over one long summer shutdown. Fewer material in front
of the endcaps gives additional room for extra shielding in the interaction region
and bellows to protect the outer detectors. Current machine-detector interface
boundaries can be kept or slightly changed if required by modifications of the final
focusing system.

• Direct connection to the standard Belle II data acquisition path due to the low
transmission bandwidth and input source to the high level and level 1 triggers.
Completely standalone 5-layer tracker available for pattern recognition.

• Operation are simplified since no special mode of operation (e.g. Gated Mode) nor
data reduction (e.g. ROI selection) are required. Due to the usage of the same
sensor all over, the control and power system becomes unique.

Though all layers use the same sensor, their designs differ due to their active length
varying from 12 to 70 cm to cover the required acceptance. While the two innermost
layers follow an all-silicon ladder concept (iVTX), the outermost (oVTX) layers require
carbon fiber support structures and flex print cables. The VTX targets an overall mate-
rial budget in the range 1.5-2.0% X0 and will be the first light and compact MAPS-based
vertex-tracker operating at an high-rate e+e− collider.

Figure 2: Overall VTX layout.
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3.4.1 Technological solutions

The CMOS sensor for the VTX project relies on the CIS-180 nm process by Tower
Semiconductor (https://towersemi.com/technology/cmos image sensor/). Intense R&D
has been carried out with this process since about ten years in the high-energy physics
community and lead to major successes [2, 3, 4]. Especially the depleted MAPS TJ-
MONOPIX-2 [5] offer essential features already matching the requirements for Belle II
VXD sensors.

• The sensitive volume is made of an epitaxial layer with thickness between 18 and
40 µm and a high resistivity (in excess of 1 kΩ.cm) for a sizeable signal generation
and an additional shallow layer (so-called modified process) to ensure full depletion,
which is critical for radiation tolerance.

• Four wells and six metal layers are available, allowing for a design of complex
circuitry within the pixel and over the matrix, thus facilitating the implementation
of advanced read-out architectures needed to cope with the high data rate expected.

• The maximal dimensions of the process reticle implemented on 8” wafers reaches
25×31 cm2 matching well the expected size for the VTX sensor of about 20×30 cm2.

• The thinning of MAPS is actually one of their key benefits. The possibility to thin
sensors down to about 60 or 50 µm has been demonstrated in various projects and
for vast quantities of chips over the past 10 years.

The sensor dedicated to the Belle II VTX is called OBELIX and its main design features
are summarised in table 6.

Table 6: Design features of the OBELIX sensor.

Pixel pitch 30 to 40 µm

Matrix size 512 rows × 928 to 752 columns

Time stamping 25 to 100 ns precision over 7 bits

Signal Time over threshold 7 bits

Output bandwidth 320 to 640 Mbps

Power dissipation 100 to 200 mW/cm2

Radiation tolerance 100 MRad and 1014 neq/cm2

The two innermost layers, namely iVTX, targets an individual material budget of
about 0.1% X0. Such light layer is possible due to the moderate overall surface of these
layers, below 400 cm2, the low sensor power dissipation and the few connections needed
for the sensor operations. First such conditions makes air cooling a viable solution. Then
in addition, the all-silicon ladder is essentially made of four contiguous OBELIX sensors
diced out of production wafers thinned to 50 µm except in some areas still featuring few
hundreds of µm thickness to insure mechanical stability. A post-processing step etches
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additional metal strips to interconnect sensors along the ladder and provides a unique
connector at the ladder end.

Figure 3: Schematic view of the iVTX ladder design.

A more traditional approach drives the oVTX ladder concept for outer layers, strongly
inspired by the design successfully developed for the ALICE ITS2 [6]. Each ladder is
made of a light carbon fiber support structure, a cold plate including tubes for water
leakless circulation, two rows of sensors glued on the cold plate and finally two flex print
cables connecting each half the sensors to a single end-ladder connector. Depending on
their radius, the material budget of individual oVTX ladders ranges from 0.3 to 0.5% X0.

Figure 4: Schematic view of the oVTX ladder design.

The proposed VTX detector is expected to be operated at room temperature. The
low sensor occupancy leads to moderate data rates to be extracted. These aspects result
in a dramatic reduction of services with respect to the current VXD. Consequently,
similar or simpler overall mechanical support, cabling and acquisition system are required
and are not further described here. In particular, the standard PCIe40 [7] acquisition
boards used in Belle II match well the data throughput requirement.
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3.4.2 Design work and schedule

Assuming a potential installation for the new VTX subsystem in 2026, the coarse project
schedule is to develop all technical solutions till early 2023, then produce all parts and
assemble them to have a complete detector in early 2026. Additional 10 to 12 months
will be needed to ship all parts to KEK and perform the required re-assembly and tests
before inserting the complete instrument into the Belle II system. Though the deadline
for the development phase might appear ambitious, it has to be noted that numerous
solutions are already pre-existing as described below.

The OBELIX sensor is based on the pixel matrix of the TJ-MONOPIX-2 chip, which
is itself an optimised successor of an earlier version TJ-MONOPIX-1 [3]. The design of
the first CMOS MAPS dedicated to Belle II, OBELIX-1, has started in 2021 and targets
a fabrication mid-2022, allowing for the full characterisation by 2023. The main design
work to complete OBELIX-1 consists in extending the TJ-MONOPIX-2 pixel matrix,
adding power regulators for easier power distribution system and of course develop an
end-of-column digital adapted to the Belle II triggering scheme. In addition, simula-
tion and test studies on the front-end used in TJ-MONOPIX-2 shall indicate how much
power can be spared if the integration time is enlarged. Currently, the front-end allows
hit-tagging at 25 ns, while physics simulations demonstrated that 100 ns (reference to
section where simulation performance described) is sufficient with respect to the expected
hit rate. Operating the front-end at a lower current and/or lower frequency will lower
the power dissipation toward 100 mW/cm2 compared to the expected current baseline
of 200 mW/cm2.

The iVTX full-silicon concept is currently being assessed with industrial partners,
first using dummy silicon wafers and in the near future with real sensors. Key parts of
the oVTX ladder, the longest carbon fiber support structure and flex cable have been
prototyped and fabricated. Their tests shall allow a validation of the full ladder design.
For both concepts initial proof of concept results are expected in 2022.

3.4.3 The VTX collaboration

The VTX proposal encompasses the main critical hardware aspects of the develop-
ment required for a vertex detector: sensors, detection layers, acquisition system. The
work is currently conducted by a still open collaboration of seventeen groups from five
countries: Austria (HEPHY-Vienna), France (CPPM-Marseille, IJCLab-Orsay, IPHC-
Strasbourg), Germany (UNiversity of Bonn, University of Dortmund, University of
Goettingen, KIT-Karlsruhe), Italy (University of Bergamo, INFN-Pavia, INFN & Uni-
versity of Pisa), Spain (IFAE-Barcelona, IMB-CNM-CSIC-Barcelona, IFCA-CSIC-UC-
Santander, IMSE-CNM-CSIC-Seville, IFIC-CSIC-UV-Valencia, ITAINNOVA-Zaragoza).
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3.4.4 Cost estimation

Based on the experience from other projects exploiting the CMOS-MAPS technology,
especially the recent ALICE ITS2 [6], an initial rough cost for the VTX was established.
This estimation assume a VTX with five detection layers, corresponding to 16 iVTX lad-
ders, 64 oVTX ladders and about 2200 CMOS sensors. Table 7 breaks down the various
component costs (without the beam pipe) including the development and production
phases.

Table 7: Initial cost estimation in k$ for the VTX project

Component Development Production Total (k$)

CMOS sensors 600 900 1,500
Ladders 200 600 800
Assembly 100 500 600
Mechanics 50 150 200
DAQ & Services 300 1,000 1,300

Total 1,250 3,150 4,400

3.5 SOI

A.Ishikawa
To cope with the higher background at upgraded SuperKEKB with a luminosity of

4 × 1036cm−2s−1, DuTiP (Dual Timer Pixel) sensor concept was invented [8] based on
PIXOR striplet detector [9] to replace whole VXD system. This DuTiP concept with a
Silicon on Insulator (SOI) technology can be also used for VXD upgrade around 2026.

3.5.1 Concept

Under the higher background environment, a fast vertex detector is required to reduce
the occupancy. A global shutter readout mode based on level 1 trigger should be adopted
to realize faster readout, lower occupancy, smaller data size and smaller data transfer
rate. Hits should be stored somewhere in the detector during the trigger latency of 4.5 µs
at Belle II, and another hit in the same pixel during the trigger latency is desired to
be kept to avoid information loss for inner layers at high background environment. To
satisfy these requirements, DuTiP concept was invented.

Figure 5 shows the block diagram for the DuTiP. The analog part consists of a pre-
amplifier, shaper, and comparator which are usual configuration for the binary detector.
When the binary hit signal is sent to digital part, one of the timers starts counting down.
The starting time is set as trigger latency plus one clock. If the trigger signal is received
when the time is 1 (2/0), the signal is readout as current (next/previous) timing (PCN
timings). If trigger signal is not received at the PCN timings in the pixel, the timer is
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Figure 5: Analog, Digital and Scan blocks for DuTiP detector. The analog and digital
circuits are on a pixel while the Scan block is on a periphery.

reset. To take into account the second hit in a pixel during trigger latency, a sequencer
and two timers are equipped.

The concept does not specify the technology however the complicated digital circuit
should be fabricated on each pixel, thus an SOI technology is chosen as a baseline for
the development of DuTiP detector.

3.5.2 SOI Technology

The SOI technology is suitable for pixel vertex detector for elementary particle physics
due to monolithic, thin, low power, and low parasitic capacitance. We choose the Lapis
semiconductor 0.2 µm FD-SOI CMOS technology for the development since many pixel
detectors are already developed, for example, SOFIST for the ILC [10], and pixel detec-
tors for CEPC [11] and CLIC [12, 13].

The active merge technique can reduce the circuit area, for example, the area of a
standard D-type flip-flop becomes 16.5% [14]. The SOI is tolerant against neutrons and
single event upset. The most important issue is TID. Charged particles create holes
in the SiO2 insulator layer which causes the backgate effect. This had been solved by
double SOI structure up to 1 MGy [15].

3.5.3 Sensor Design

We choose pixel size of 45 µm and a sensor layer thickness of 50 µm, which gives about
11 µm of intrinsic resolution in z direction averaging over incident polar angle. For
analog circuits, ALPIDE analog circuit with some modifications for optimizing to the
SOI is adopted [16]. To achieve faster shaping time, the supply current is increased to
200 nA which gives about 500 ns pulse width for the output signal. The equivalent noise
charge (ENC) is expected to be less than 100 electrons. The clock in the DuTiP digital
circuit is determined by SuperKEKB clock 509 MHz divided by 32, 15.9 MHz (62.9 ns).
To hold hit signals during the trigger latency of 4.5 µs, two 7 bit counters are equipped
which allow at most 8 µs trigger latency with 15.9 MHz clock.
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The size of the SOI mask for the Lapis Semiconductor is 24.6mm × 30.8mm which
determines the size of one chip. Table 8 summarizes the size of small and large chips.
The periphery circuits are collected to one edge of the sensor and the width of 2 mm
is expected. By using stitching technique, multiple chips can be combined into a single
one. The stitching technique had been established with a SOPHIAS X-ray chip with the
boundary width of 10 µm.

Table 8: The size of Small (S) and Large (L) DuTiP chips.

sensor layer pitch row × column array r-φ × z array area chip r-φ × z
type [µm] [pixels] [mm2] [cm2] [mm2]

S 1–3 45 320 × 640 14.4 × 28.8 4.15 17.2 × 29.6
L 4–7 45 480 × 640 21.6 × 28.8 6.22 24.4 × 29.6

DuTiP readout circuit is designed so that the physics hit signal is efficiently acquired
even at the high background rate of > 113 MHz/cm2 and high trigger rate of 100 kHz.
We already designed 1.8V LVDS and PLL circuits with a speed of 300MHz (600Mbps)
which will be fabricated in the periphery of DuTiP and can transfer binary information
from chip to outside.

Issuing input signals to the track trigger system is desired for the outer layers of
VXD system. Since the DuTiP is a binary detector, digital OR can be easily taken with
the circuit on the pixel array. For an L type chip, the circuit can be fabricated.

3.5.4 Mechanical Structure

The geometry of the DuTiP pixel detector is designed to cover the VXD acceptance with
7-layer (14mm < r < 135mm and 17° < θ < 150° ). The layers 1-3 (4-7) will be covered
with the S (L) type sensors (Tab. 8). With the stitching technique, longer chips in the
z direction can be produced to minimize the dead region between chips in a ladder.

The detailed structure of the ladders has not been determined yet. However, we plan
to use the peripheral part for supporting with CFRP material. To operate the DuTiP
chips, the polyimide flexible cable is necessary. At present the copper is the standard
conductor material, however, development of the aluminum flexible circuit is in progress.
If the aluminum flex technology is established, the material budget by the conductor will
be reduced by 30–50 %.

The power consumption of the DuTiP is estimated to be 0.3 W for an S-type chip
located at the innermost layer (in total 7.2 W for layer 1). The cooling by airflow at room
temperature is possible for inner layers. Outer layers can be cooled by a combination of
air and water flows. Inside the VXD region, a high-density flex cable will be used, just
outside of the VXD region, the flex cables will be connected to the normal copper cables
and transferred to the DOCK region, 2-3 meters away from the DuTiP sensor, and then
sent to the backend electronics outside the Belle II volume.
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3.5.5 Occupancy, Data Transfer Rate and Data Size

Since the environment for innermost layers is severe, here we consider layer 1.We cal-
culated pixel occupancy with the trigger latencies of 8.0µs. For offline analysis, hit
occupancy in a frame, PCN timing (189ns), is important for tracking and vertexing.
The both occupancies are enough small, O(10−4) or less, thus stable tracking and ver-
texing are expected. Note that if we do not adopt two timers in a pixel for layer 1,
the signal loss probability with the trigger latency of 4.5µs (8.0µs) is about 0.2% (0.4%)
which is not negligibly small. If the background rate is higher or trigger latency is longer,
the signal loss probability becomes higher, thus dual timer is essential for the upgrade.
Since the DuTiP is binary detector and relatively small amount of digital data is sent
with LVDS lines based on level 1 trigger, the data acquisition is not so difficult and a re-
gion of interest selection used for current DEPFET to reduce data at HLT, which might
cause information loss especially for hits from low momentum tracks, is not needed.

The data rate per chip and data size in a smy for layer 1 with an assumption of trigger
rate of 30kHz without high level trigger (HLT) filtering are calculated as 11.3 Mbps and
340 TB, respectively. Thanks to the global shutter mode with fast shaping time, the
data size is much less than 1 PB. With the HLT filtering, the data size should be reduced
by a factor of 3.

3.5.6 Prototype Chips and Schedule

The first prototype DuTiP1 had been delivered in June 2021. This prototype was de-
veloped for demonstration of DuTiP concept thus all functionalities in pixel were fabri-
cated while scan block and fast readout system were not implemented. The chip size is
6×6mm2 with a pixel array of 64×64 (Fig. 6 left). Characterization of DuTiP1 chip is on-
going. Digital circuit perfectly worked as expected using test pulse with 25 MHz clock.
The chip could sense the electron from 90Sr source and photons from a red laser (Fig. 6
right).

Figure 6: (Left) Picture of the DuTiP1 (6×6mm2). (Right) DuTiP1 sensed the red laser
signal.
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The second prototype DuTiP2 had been submitted in December 2021 and will be
delivered in March 2022. This prototype has all functionalities and is full size in column
direction (Fig 7), chip size of 18×6mm2 with a pixel array of 64×320, thus we can
perform the full characterization needed for operation (extending the chip size to row
direction is trivial). If the characterization of DuTiP2 has been finished successfully in
2023, the final chip is designed in 2023 and the mass production of the final chip will be
stated in 2024.

Figure 7: The layout of DuTiP2 (18×6mm2).

3.5.7 Cost

Table 9 shows the very rough estimation of the cost for DuTiP construction.

Table 9: Cost estimation.

item cost [k$]

sensor 1860
ladder 1600
ladder assembly and mechanics 650
backend electronis and DAQ 1720

total 5830

3.5.8 Potentially interested community

Table 10 shows the possible contributions to DuTiP development. The DuTiP team is
the world wide community from Asia (China, Japan and Korea), America (USA) and
Europe (France and Poland). The DuTiP can be used for layer 7 and 8 of ILD vertex
detector with minor modifications, which should provide bunch ID timing information.
Thus contributions from ILC community might be expected.
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Table 10: Possible contributions to DuTiP development.

study item affiliations

sensor development IHEP, IPHC, AGH, KEK, PAN, TMCIT, Tohoku
sensor characterization Hawaii, IHEP, KEK, KNU, TMCIT, Tohoku, Tokyo, Tsukuba
mechanics and assembly KEK, KNU, Tokyo
backend and DAQ Hawaii, IHEP
trigger capability KEK, Tohoku
performance study KEK, Tohoku
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4 CDC

N.Taniguchi

4.1 Upgrade of Readout electronics

4.1.1 introduction

The front-end electronics which readout 14336 signals from CDC is located inside de-
tector.

ASD

ADC

power FPGA
programing

Clock/Trigger
signal

FPGA

signal

DAQTRG

Figure 8: The present CDC readout electronics board.

Radiation damage in the optical transceiver on the front-end electronics may re-
quire replacement before the run end of Belle-II experiment. We plan to replace not
only optical transceiver but also entire readout board with new ASIC chip of Amp-
Shaper-Discriminator. A new ASIC chip have developed including new function of dou-
ble threshold in discriminator to suppress cross talk which particularly affects online
track trigger performance. Basically, applying cut using charge(dE/dx) is effective in
online analysis since pulse height of cross talk hit is lower than that of signal, while only
way to suppress cross talk hit in offline system is to apply higher threshold in electronics
at the present readout system, however, timing resolution get worse due to time walk.
Cross talk hit inside of ASD ASIC which is induced by charged particle increases fake
rate of track trigger as background increases. Not only trigger efficiency but also track-
ing performance will be improved by reduction of cross talk at higher luminosity which
we aim to.

4.1.2 new ASD-FADC ASIC

In the new ASIC chip, double threshold is applied to signal to determine wire hit. It is
expected to be useful to suppress cross talk hit by higher threshold level, while timing
is determined by lower threshold level so that time walk is reduced. Several tests have
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proved that new ASIC chip is better than the present one in terms of cross talk. In
addition, it is expected that information of charge(dE/dx) can be used for track trigger
firmware logic in the new readout electronics. Data handling of FADC has ∼300 ns delay
from timing information in the present electronics. The delay is not acceptable for the
level-1 trigger decision in the present TRG system. For new readout, FADC is designed
with combined into ASD-ASIC chip by an expert of the electronics system group in
KEK. The delay of FADC is expected to be decreased to be acceptable level and lower
power consumption is also expected by combining. By selecting wire hit which is used
for track trigger using charge information, efficiency of track trigger is expected to be
improved.

4.1.3 Radiation hardness

Radiation tolerance should be studied via gamma-ray and neutron irradiation. As for
optical transceiver, we will perform gamma irradiation test for several candidates of con-
sumer product. New readout electronics is also FPGA(field-programmable gate array)-
based. Radiation hardness against especially neutron is important for operation at higher
luminosity in terms of single event upset(SEU). In the JFY 2021, a prototype of read-
out board has been produced. We will study performance with test beam and perform
radiation test via gamma-ray and neutron irradiation.

4.1.4 Potentially interested community in Belle II

The new ASIC of ASD and layout of a prototype of readout board is also don by
experts in KEK Esys group. National Taiwan University(NTU) had contributed on
quality checks of all ASD ASIC chips for the present readout electronics and all readout
boards. Mass production was done in Taiwan. It is anticipated that KEK and NTU will
contribute on upgrade.

4.1.5 Order of magnitude cost estimate

An estimation of the main cost is shown in Table. 11. We include 10% spare. Cost for
mass production of electronics is based on a cost of FPGA.

item number cost

mass production of ASIC ∼ 2,000 chip 15 M JPY

mass production of FE board ∼330 FEs (including spare) 100 M JPY

Table 11: Estimated cost for mass production of ASD ASIC and readout electronics
board.
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5 TOP

E.Torassa

5.1 Introduction

With three years of running experience at Belle II, the world-record luminosity of Su-
perKEKB has been accompanied by higher than anticipated backgrounds. For the TOP
subsystem this means it is looking increasingly likely that even the life-extended Atomic
Layer Deposition Micro-Channel Plate Photomultiplier Tubes (ALD MCP-PMTs) may
not survive until the target integrated luminosity. R&D has started on a possible silicon
photomultiplier (SiPM) replacement option. This option looks promising, although the
required cooling will reduce the space available for the readout electronics and limit its
acceptable heat load. Anyway thermal gradients and potential thermal and mechanical
stresses need to be carefully evaluated. Moreover, the projected high rates of Single Event
Upsets (SEUs) is problematic, as some number of them are not recoverable and will lead
to increasing data taking loss. Perhaps of greater concern is the known/measured lack
of radiation tolerance of the fiber optic transceiver modules. The readout electronics
upgrade has been considered as well.

The timescale for replacement of the TOP photosensors is related to the level of back-
ground during the next years. Fig. 9 shows the expected projection of PMT quantum-
efficiency (QE) degradation. The Monte Carlo expected background was considered for
the components related to the luminosity (Bhabha scattering, two-photon processes)
and a maximum limit of 5 MHz/PMT for the other components (beam-gas, Touschek).
In this case, the QE of normal ALD type PMTs will become less than 80 % starting
from 2027 and all PMTs will reach this level of QE degradation at around the end of
the current luminosity target.

Planning has started for these upgrades happening during a possible long shutdown
to rebuild the interaction region on the timescale of roughly 5 years from now.

5.2 Executive Summary

The rudimentary schedule and cost estimates for the electronic readout are based upon
production and delivery of the 8k channels of TOP readout and 20k channels of KLM
scintillator readout, as well as the KLM data concentrators. This endeavor leverages
heavily two sizeable past and new investments: re-use of existing infrastructure and
firmware, wherever possible; and DOE supported ”Small Business Innovation Research”
(SBIR) funding for development of ASICs appropriate to these upgrades.

In both cases the pre-production plus production timescale is approximately 2 years,
with 6-9 months for installation and commissioning. Based upon the preliminary pro-
totyping being performed and costed separately from this, the total project cost is es-
timated to be 1.1-1.3 M$ and 1.4-1.8 M$ for upgrades to the TOP and KLM readout
systems, respectively, depending upon amplifier choices.

For the photosensors the primary option for the upgrade in 2026 is the replacement
of normal ALD PMTs with life-extended ALD type PMTs. With this option, we need
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Figure 9: Expected projection of QE degradation for the three different generations of
MCP-PMTs installed in the TOP detector: conventional, ALD and life-extended ALD.
Horizontal axis shows the year and vertical axis is the relative QE.

220 new MCP-PMTs to replace normal ALD type PMTs, which costs is estimated to
be 1.5 M$ and requires to start the mass-production from JFY2021. The production of
life-extended ALD MCP-PMT already restarted, 30 MCP-PMT have been ordered and
will be delivered within JFY2021. The backup option is the replacement of MCP-PMTs
with cold SiPMs. For further luminosity upgrade, SiPMs operated at low temperature
is the primary option.

5.3 Upgrade Proposal

The goals of baseline upgrade to the readout electronics are twofold: reduce significantly
their size, as well as the power required. Both goals facilitate the implementation of the
requisite cooling needed to operate the SiPMs in single-photon detection (though with
significantly increased dark-count) mode.

In order to reduce cost and development time, much of the existing software, firmware
and hardware infrastructure can be retained. The boundary conditions considered for
this costing exercise are:

• Retain the Standard Control Read-Out Data (SCROD) board, the existing cables
and low-voltage power system

• Remove the HV divider chain/delivery board and associated cables
• Employ 32-channel TOP System on Chip readout ASICs, each with multiple Gbps

connections to the SCROD FPGA

38



• 2 different amplifier options for the Si-PMs are considered and costed

Based upon this proposed modification, the upgraded readout system still consists of
64 ”board stacks”, though there is now a single ”Carrier” card containing four 32-channel
readout AISCs replacing the current four ”Carrier” cards containing four 8-channel read-
out AISCs. In the first amplifier choice, the SiPM overvoltage trim and amplification
are done inside the TOPSoC ASIC, greatly reducing component count and board space
requirements. Should this prove to be technically unfeasible, a second amplifier method
requiring an additional circuit board, requisite components, and engineering effort is
costed. For the photosensors, the Hamamatsu production line of life-extended ALD
MCP-PMT is still operating with an expected output of 10 MCP-PMTs/month. The
possible further increase of lifetime can be investigated for example by an optimization of
the atomic layer thickness. The option of MCP-PMT replacecment requires several stud-
ies and possibly further SiPM developments. It’s important to find best balance among
different SiPM’s characteristics: single device size, single cell dimension, operating tem-
perature. We need to be able to distinguish single photons also after an irradiation of
10× 1011 n/cm2 but keeping a good photon efficiency, a good time resolution with an
acceptable thermal and mechanical stress for the detector.

5.4 Design Development and Human Resources

The design of the new electronics is still needed. The design of the new photosensors
for the primary option is available, it is the same of the current PMT modules. It is
anticipated that for the photosensor upgrade, Nagoya U., INFN/U. Padova and INFN/U.
Torino; while for the electronics upgrade, Indiana U, U. Hawaii, U. Pittsburgh and Nalu
Scientific personnel will be the primary contributors.

5.5 Cost and Schedule

With either amplifier option it is anticipated that one engineer will be involved in the
design of the ASIC Carrier board, at 100% FTE for year 1 and dropping to 50% FTE
for year 2. Full-time funding for 1 postdoc and 1 graduate student to assist in assembly,
test and documentation is requested, under the oversight of faculty members Nishimura
and Varner. Board fabrication and assembly costs are based upon those realized during
earlier production. An increase of 20% is added to account for inflation. As noted earlier,
it is assumed that the development costs for the TOPSoC ASIC will have been provided
by SBIR funding of Nalu Scientific activities. Costs are based upon engineering runs
in 130 nm CMOS technology. A yearly firmware development engineering support is
costed during the 2 years of production, and at a reduced level during commissioning.
The estimated costs of the electronics upgrade are described in Table 12 for two options.
In the first option it is assumed that 80 new Carrier boards will be prepared. The
electro-mechanics and cooling of the photosensors are to be provided off-project (INFN
+ Nagoya U.). In the second option an additional ”front” board has been considered.
The estimated costs for the replacement of the 220 ALD MCP-PMTs are described in
Table 13 for life-extended ALD MCP-PMT option and Table 14 for the SiPM option.
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Table 12: TOP Readout upgrade Amplifier cost estimate.

Phase Resource Basis of est. Cost (k$)

option 1

Pre-production Carrier Engineering & test 3.0 FTE 255
Parts procur. & assembly cost summary 113

Production Carrier Engineering & test 2.5 FTE 185
Parts procur. & assembly cost summary 376

Commissioning Engineering & installation 1.5 FTE 105
TOPSoC ASIC support Nalu Scientific 80

Total option 1 1,114 k$
option 2 (additional costs)

Pre-production Front Engineering 0.2 FTE engr. 40
Parts procur. & assembly Engr. est. 5

Production Front Engineering 0.15 FTE engr. 30
Parts procur. & assembly Engr. est. 67

Commissioning Integration 0.05 FTE engr. 10

Total option 2 152 k$
Total opt. 1+2 1,266 k$

Table 13: Life-extended ALD MCP-PMT upgrade cost est.

Phase Resource Basis of est. Cost (k$)

Production MCP-PMT Production Engr. est. 1500
MCP-PMT Test Engr. est. 15
Assembly parts Engr. est. 50

Commissioning Integration 0.5 FTE 50

Total 1615 k$

Table 14: SiPM upgrade cost est.

Phase Resource Basis of est. Cost (k$)

Pre-production Engineering 0.5 FTE 50
SiPM R&D Engr. est. 10
Cooling R&D Engr. est. 30

Production Engineering 0.5 FTE 50
SiPM + assembly parts Engr. est. 700
Cooling system Engr. est. 50

Commissioning Integration 0.5 FTE 50

Total 930 k$
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6 ARICH

R.Pestotnik

6.1 Introduction

The Aerogel RICH particle identification subsystem (ARICH) located in a perpendic-
ular 1.5 T magnetic field in front of electromagnetic calorimeter consists of several key
elements: aerogel radiator plane, photon detector plane with single photon sensors and
front-end readout electronics. Cherenkov photons emitted in the 4 cm aerogel radiator
are propagated through 16 cm expansion gap and detected on the photon detector con-
sisting of Hybrid Avalanche Photo detectors (HAPD) produced by Hamamatsu [1]. After
the sensor production, the producer disassembled its production line. The HAPD is a
hybrid vacuum photon detector consisting of an entrance window with a bi-alkali photo-
cathode with 28% peak quantum efficiency and 4 segmented avalanche photo diodes in
proximity focusing configuration. 420 HAPD sensors with 144 channels are mounted in
seven concentric rings surrounding the beam-pipe in the forward end-cap region of the
spectrometer. The ARICH was designed to operate up to the nominal design luminosity
of 8×1035 cm−2 s−1. Due to high background environments its operation poses new
challenges when operation is extended beyond the design luminosity. At high luminosity
the neutron background radiation and gamma radiation levels increase. They can affect
the functionality of all detector components.

The silica aerogel is produced in a super critical drying process and is not affected
by the irradiation [2]. Its performance was measured during the irradiation with a dose
of 98 kGy and no significant degradation was found.

HAPDs however, are sensitive to a gamma and a neutron irradiation. Already during
the development of the sensor different modifications in the APD structure have been
implemented. Different designs have been tested including the film on active area and
different thickness of p+ layer. The design with an intermediate electrode, a thin p+
layer and a film on the active area was finally selected for ARICH. The HAPD were
demonstrated to work up to the design luminosity, but not after its 5 × longer-term
upgrade. Also, due to its high Boron content introduced during the chip production, a
Xilinx Spartan-6 FPGA, part of the front-end electronics board, is prone to single event
upsets. By using a custom FPGA memory scrubbing [3] and triple redundancy logic, we
will be able to operate the electronics in the short and in the mid-term period.

We have already started to investigate different possible upgrade scenarios for the
long-term upgrade with the focus on the possible photon detector candidates.

6.2 Photon detector Candidates

The choice of photon detectors, capable of operating in the magnetic field of 1.5 T, is
limited to several different technologies, which we already considered during the R&D
of the current photo detector [4, 5].
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6.2.1 Silicon Photo-Multipliers

The first technology are silicon photo multipliers, that have several advantages over the
hybrid avalanche photo detectors. They have a very high photon detector efficiency
reaching 60% in the peak. They are very easy to operate as they only require reverse
biasing in the order of 30 to 70 V, much less than standard or hybrid vacuum detec-
tors. In addition they have a very good timing resolution which opens new possibilities
for particle identification in ARICH. As a semiconductor device, they are inherently
insensitive to magnetic fields.

They have however also several drawbacks. First is the large dark count rate, even
more problematic one is their sensitivity to radiation, which was a limiting factor a
decade ago, when we were selecting the photon detector candidates for the current
ARICH photon detector.

The radiation damage increases the sensor currents, affects its breakdown voltage
and increases the dark count rate. The dark counts affect the measurement in two ways.
First, as they produce equal signals as single photons, they cannot be distinguished from
them, therefore they produce a high background on the detectors plane. The resulting
effect on the separation capabilities for an increased level of background can be seen
on Fig. 10. Second, the increase of the dark count rate, proportional to the size of the
device, is also responsible for the sensor baseline loss, which happens above 1011 neq/cm2

or less for small 1 mm2 devices. The limit depends on many factors related to the SiPM
design and the operation conditions. E.g., the dark count rate increases exponentially
with increasing the operating temperature. However, the silicon photo-multipliers and
their operating range should be tested for each specific application. The loss of baseline
affects single photon counting much more than the use of silicon photo-multipliers in the
multi-photon regime, e.g., in a calorimetry.

We are following the technology and evaluating currently available samples. We are
also working together with the producers to reduce the neutron sensitivity and to find
the operation parameters where the damage might be under control. We will consider
different engineering changes in the layout, substrate, and the sensor SPAD size [6].

There are several measures that can contribute to operation of Silicon photo-multipliers:
the reduction of their operating temperature, the use of timing information for a back-
ground rejection, the reduction of sensor sensitive surface by using a light collection
system, and the high temperature annealing. We are studying the response of the sili-
con photomultipliers at low temperatures and study the multi-channel timing electronics
to read out the sensors. The key point in our studies of using the silicon photo-multipliers
is to demonstrate their capability to measure single photons and to reduce the dark count
rate to an acceptable level.

In the case of the RICH with the aerogel radiator where neutron fluences of up to
5× 1012 n/cm2 are expected, the operation at lower temperatures requires the use of an
additional cooling system, which introduces more material in front of the electromagnetic
calorimeter.
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6.2.2 Large Area Picosecond Photodetector

The second possible photon detector technology we are considering for the upgrade of
the photon sensors are micro-channel plate photo-multipliers (MCP-PMT). Compared
to silicon photo-multipliers, the sensors have several drawbacks. As they are based on
bi-alkali photo-cathodes and suffer from additional collection inefficiency, their photon
detection efficiency is similar to the current HAPDs, much lower than the one of SiPMs.
As a vacuum detector with an internal amplification structure, they also suffer from
the gain drop in the magnetic field and lifetime issues due to charge collection on the
photocathode.

Due to its high production price, we are considering the Large Area Picosecond Pho-
todetector (LAPPD) technology, where only inexpensive glass is used in the production
process, leading to a significantly lower volume pricing. The LAPPDs, produced by
Incom USA, come in two sizes 20×20 cm2 and 10×10 cm2 . Large size reduces the
complexity of the photon detector, however it introduces additional inactive areas on
the photon detector. A conceptual design layout of the ARICH photon detector plane
equipped with LAPPDs is shown on Fig. 10. We are studying possible charge sharing of
the signal spread over many pixels in segmented devices, which may result in a limited
range of operation, when signals from photons start to overlap.
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Figure 10: Left: Simulated Kaon identification efficiency versus pion misidentification
probability at a momentum of 4 GeV/c for various levels of nominal background. Bi-
alkali photocathode was assumed during the simulation. Right: Conceptual layout of
ARICH photon detector plane populated with 20×20 cm2 and 10×10 cm2 LAPPDs.

6.3 Sensor read-out electronics

Both possible sensors require to read out the signals in a narrow time window of several
ns with respect to the trigger signal, requiring optimized internal design and high inte-
gration with the read-out electronics at the back side of the sensor. We are studying two
potential front-end chip options. The first is based on the upgrade of the current ASIC
used for Hybrid avalanche photo-diodes [7]. The chip has been designed; first samples are
currently under functional tests. This option allows to use proven technology, however it
is not yet demonstrated, how it will handle high dark count rates. The second option is
the use of novel FastIC ASIC, featuring low noise fast timing capabilities, developed in
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collaboration of CERN and University of Barcelona [8]. As the new ASIC will be used
the coming upgrades of the LHC experiments, the synergies in common development
(e.g., with LHCb RICH) are expected to reduce the development costs.

6.4 Radiator

A study has already been launched to estimate the possible gains with using more
transparent aerogel tiles and possible higher refractive index. Currently the aerogel
production technology has been transferred from Chiba University to a local company.
We are evaluating the quality of aerogel after the technology transfer by measuring the
characteristics of new samples.

6.5 Potentially interested community in Belle II

The following collaborators expressed their interest in the hardware upgrade activities:
KEK, Tokyo Metropolitan University, and Niigata University, all from Japan, University
of Naples, Italy, and Jožef Stefan Institute, Slovenia.

6.6 Cost and schedule

The current Aerogel RICH will be able to operate efficiently until the design luminosity
is reached. Therefore all the sub-detector changes considered above are projected for
the long-term upgrade. Preliminary cost estimates are given for two photon detector
options: silicon photomultipliers with 250.000 1 mm2 channels and 64 20×20 cm2 and
16 10×10 cm2 LAPPDs. The estimates are based on the current understanding of the
technologies under development.

References

[1] Shohei Nishida et al. “Development of an HAPD with 144 channels for the aerogel
RICH of the Belle upgrade”. In: Nucl. Instrum. Meth. A 595 (2008). Ed. by Andrea
Bressan et al., pp. 150–153. doi: 10.1016/j.nima.2008.07.032.

[2] S.K. Sahu et al. “Measurement of radiation damage on a silica aerogel Cherenkov
radiator”. In: Nucl. Instrum. Meth. A 382.3 (1996), pp. 441–446. issn: 0168-9002.
doi: https://doi.org/10.1016/S0168-9002(96)00768-1.

[3] R. Giordano et al. “Frame-Level Intermodular Configuration Scrubbing of On-
Detector FPGAs for the ARICH at Belle II”. In: IEEE Trans. Nucl. Sci. 68.12
(2021), pp. 2810–2817. doi: 10.1109/TNS.2021.3127446. arXiv: 2010.16194
[physics.ins-det].

[4] S. Korpar et al. “Silicon photomultiplier as a detector of Cherenkov photons”. In:
Nucl. Instrum. Meth. A 595 (2008). Ed. by Andrea Bressan et al., pp. 161–164.
doi: 10.1016/j.nima.2008.07.013.

44

https://doi.org/10.1016/j.nima.2008.07.032
https://doi.org/https://doi.org/10.1016/S0168-9002(96)00768-1
https://doi.org/10.1109/TNS.2021.3127446
https://arxiv.org/abs/2010.16194
https://arxiv.org/abs/2010.16194
https://doi.org/10.1016/j.nima.2008.07.013


Table 15: Preliminary cost estimates in kUSD for photon detector upgrade based on
SiPM and LAPPD. These include the costs for the associate R&D.

Option SiPM LAPPD

Description k$ k$
Photo-sensor

Research and development 500 500

Production 1.500 2.300

Electronics

ASIC including TDC 700 700

Front-end board 200 200

Merger boards 200 200

Services and detector infrastructure

Photon detector mechanical frame 200 200

Cooling system 300 re-use current system

Power supplies 50 re-use current system

Radiator

Aerogel upgrade 700 700

Total 4.350 4.800

Contingency +15%

Grand total 5000 5520

[5] S. Korpar et al. “Timing and cross-talk properties of BURLE multi-channel MCP
PMTs”. In: Nucl. Instrum. Meth. A 595.1 (2008). RICH 2007, pp. 169–172. issn:
0168-9002. doi: https://doi.org/10.1016/j.nima.2008.07.022.

[6] “AIDAInnova”. In: Horizon 2020 H2020-INFRAINNOV-2020-2 project. 2021. url:
https://cordis.europa.eu/project/id/101004761 (visited on 02/10/2022).

[7] S. Nishida et al. “Readout ASICs and Electronics for the 144-channel HAPDs for
the Aerogel RICH at Belle II”. In: Phys. Procedia 37 (2012). Ed. by Ted Liu,
pp. 1730–1735. doi: 10.1016/j.phpro.2012.02.499.

[8] S. Gomez et al. “FastIC developments for LHCb and Belle RICH upgrades”. In:
Workshop on LHC Technologies (Red-LHC). 2021. url: https://indico.cern.
ch/event/1064182/ (visited on 02/10/2022).

45

https://doi.org/https://doi.org/10.1016/j.nima.2008.07.022
https://cordis.europa.eu/project/id/101004761
https://doi.org/10.1016/j.phpro.2012.02.499
https://indico.cern.ch/event/1064182/
https://indico.cern.ch/event/1064182/


7 ECL

C.Cecchi
This section contains a summary of the upgrade of the Belle II Electromagnetic

Calorimeter (ECL). The current detector as some limitation due to being insensitive
to the incident photon direction and pileup effect by beam backgrounds will result in
deterioration of the energy resolution. Some upgrade options of the Electromagnetic
Calorimeter have been discussed in order to cope with the high occupancy and back-
ground rate to maintain good performances in fundamental object reconstruction.

7.1 Anticipated performance limitations

Since CsI(Tl) crystals scintillation decay time is relatively long, ∼ 1 µs, increase of
beam background results in the larger pileup noise that deteriorate energy resolution
for neutral particles. Simulated beam background has been superimposed on generic
Monte Carlo (MC) BB̄ events, and studies on the π0 mass resolution have been done for
the Early Phase3 (L = 1 × 1034cm−2s−1) with nominal, ×2 and ×5 beam background
as well as the ultimate Phase3 (L = 8 × 1034cm−2s−1) with nominal beam background
cases. The γγ invariant mass spectrum is fitted with a Novosibirsk and a Chebichev
functions for the π0 signal and background, respectively. Resultant distributions are
shown in Figure 11, Early Phase3 nominal background (left) and Phase3 (right). In
Early Phase3 case, the π0 mass resolution and efficiency are found to be 6 MeV and
30%, while those become 9 MeV and 15% in Phase3 case. The Phase3 environment with
higher background deteriorates the matching of the ECL deposit with the true photon
because of the higher combinatorial in the number of ECL clusters. This could represent
a strong limiting factor for physics analysis with rare B decays where high efficiency is
required.

Figure 11: Reconstructed π0 mass for the Early Phase3 BGx1 background simulation
(left) and for the Nominal Phase3 BGx1 background simulation (right). The signal
peak has been fitted with a Novosibirsk function while the background is described by
a Chebichev distribution.

In the B → τν analysis, one of the B mesons in the event is fully reconstructed
and the rest of the event is required to have τ daughters. Since substantial portion
of τ decays contain π0, a good reconstruction of its invariant mass is crucial. The γγ
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invariant mass distribution is shown in Figure 12. In Phase 3, the π0 signal peak is
unseen, it indicates a serious limit in reconstructing fundamental physics objects.

Figure 12: π0 mass distribution in B → τν
events for Phase3 background (green) com-
pared to the Early Phase3 background dis-
tribution (blue).

To explore dark-sector particles in
Belle II data, importance to search for a
long-lived particle is increasing. One of
very important process is production of an
axion-like-particle (ALP), a, in the B de-
cay of B → Ka. Such ALP is likely to be
a long-lived particle decaying into a pho-
ton pair. Since current ECL configuration
has very little sensitivity for incident pho-
ton direction relying only by subtle shower
shape difference, its mass determination
for the long-lived ALP can only be done
at the edge of the reconstructed invariant
mass distribution when its lifetime (τ) is
several tens of cm in cτ , as shown in Figure 13. Adding an extra device to become
sensitive to incident photon direction is expected to significantly increase the mass de-
termination power for such physics case.

Figure 13: The reconstructed photon pair’s invariant mass distribution in B → Ka,
a → γγ MC sample for the axion-like-particle (ALP), a mass ma = 1 GeV/c2 and its
life cτ = 1 cm (left) and 40 cm (right) cases.

7.2 Upgrade hypothesis

7.2.1 Replacement of CsI(Tl) crystals with Pure CsI scintillator counters

In order to eliminate pile up noise, faster scintillation crystal gives a fundamental solu-
tion. Pure CsI is suitable for this purpose because its fast light component decay time
is about 30 ns, a factor of 40 faster than CsI(Tl). Pure CsI light output is about 20
times smaller than CsI(Tl) and its peak emission of 310 nm is in the near-UV region
where photosensors are less sensitive. That is why the use of CsI crystals for the Belle II
calorimetry is very challenging and requires the identification of performing photodetec-
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tors in the near-UV region and a fast electronics for the signal readout. To match this
condition, avalanche photodiode (APD) readout based on the Hamamatsu APD S8664-
55 [1] and S8664-1010 [2] has been studied. The S8664 series APD is usually operated
at the gain ×50, using it at higher gain of ×100 is found to be still stably operational.
Attaching a wavelength shifter (WLS) to emit about 500 nm wavelength light is also
effective to get larger signal pulse by a factor 2∼3. Combining these methods, the best
one has been identified as 4 Hamamatsu APD S8664-55 placed on the edge of the crystal
with the photodetector coupled to a WLS to satisfy the requirement on the equivalent
noise energy at sub MeV level.

7.2.2 A preshower detector in front of ECL

CsI(Tl)

Active absorber
(crystal scintillator)

Si pixel detector

γ e
e

γ

Figure 14: Concept of the preshower detec-
tor. It is placed just in front of ECL and
having capability to detect energy deposi-
tion, shower position and thus becomes sen-
sitive to the photon incident direction.

A second option considered for the ECL
upgrade is a small detector system just in
front of the ECL acting as a preshower
detector as shown in Fig.14. That has a
sensitivity for photon incident direction,
better incident position resolution. Su-
perior timing resolution can be featured.
One layer consists of the active absorber
with 1 radiation length thick crystal scin-
tillator and the Si pixel detector to detect
electron and positron passage for the cre-
ated electromagnetic shower. A GEANT4
based simulation with BGO/LYSO as the
active absorber material and 1 mm2 pixel
shows that the incident direction can be
reconstructed for 80% of the 1 GeV pho-
tons because they have two or more lay-
ers Si pixel detector hits, position and an-
gular resolutions are found to be 1.9 mm
and 0.08 rad., respectively, for normal in-
cident. For the long-lived ALP decay to
a photon pair with ma = 2 GeV/c2 and
40 cm flight, the photons from IP can be
separated about 2 σ. We also see that significant portion of events’ energy deposition
is a few hundred MeV, thus the absorber part must be active with a reasonably good
energy resolution. As for introduction of such a preshower detector, (1) it can act as
a shield to stop significant fraction of beam background soft photons to prevent their
incident into the main ECL, thus mitigate pile up noise effect, (2) longitudinal sampling
may help to distinguish photons and neutral hadrons by their different shower devel-
opment characteristics, such possibility is worth to pursuit in addition to the already
implemented pulse shape discrimination (PSD) [3] technique to improve particle identi-
fication capability inside ECL, (3) it is interesting to identify physics cases due to better
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photon incident position resolution, timing resolution and capability to reconstruct in-
cident photon direction, and (4) geometrical activity match between the preshower and
the main ECL also may help to reduce backgrounds.

7.2.3 Replacement of the PiN diode photosensors with Avalanche Photodi-
odes APD

In this section the possibility of complementing the Belle photodiodes with two high-
gain APDs for the to readout of the CsI(Tl) crystals will be described. The APDs were
readout with either transimpedence amplifiers (TZA) [13] or with the charge-integrating
CR-110 amplifiers. The APD+TZA signal is shown in Figure 15 (left) while the signal
amplitude, after the CR − (RC)4 filter, from APDs and the charge-integrating CR-110
is shown on the right side of the same Figure.

Figure 15: Signal amplitude for the APD plus transimpedence preamplifier configuration
(left). Signal amplitude after shaping in the case of APD plus CR110 preamplifier (right).

The Equivalent Noise Energy (the input-referred noise calculated from the signal
to noise ratio at the shaper output, indicated as ENE) of the sum of two APDs with
CR-110 readout, compared to the pin diodes on the same data run, is shown in Figure
16 with and without background overlay.

The large signal grants the APD’s a very small electronic noise and a reduced pile-up
noise with respect to the pin diodes.

7.3 Cost and schedule

An estimation of the main cost for the Pure CsI crystals with APD readout + WLS
option is reported in Table 16.

A rough estimation of the main cost for the pre-shower otpion has been evaluated
(see Table 17) considering the following dimensions: each endcap has 4.4 m2 (Outer
radius 1.25 m, Inner radius 0.42 m), the Barrel Inner cylinder surface is 11.7 m2 wich
results in 20 m2 in total.

Finally, an estimation of the main cost for the CsI(Tl) crystals with LAAPD readout
option is reported in Table 18.
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Figure 16: Equivalent Noise Energy as a function of the shaping time comparing pin
diodes with APD with CR110 amplifier without (left) and with (right) 60Co source.

Cost/unit (ke) Total cost (Me)

Crystals (8736) 4.9 42.5
APD’s (4/crystal) 0.1 3.5
WLS (1/crystal) 0.05 0.4
FE (4/crystal) 0.3 2.6

TOTAL 49

Table 16: Estimated cost for the Pure CsI crystal calorimeter with APD + WLS readout.

7.4 Potentially interested community in Belle II

The following collaborators expressed their interest in the hardware upgrade activities:
Budker Institute of Nuclear Physics (BINP), Russia, KEK, Japan, Nara Women’s Uni-
versity, Japan, University of Naples and INFN-NA, Italy, University of Perugia and
INFN-PG, Italy.

Cost/unit (ke) Total cost(Me)

Si sensors 100/m2 2
LYSO 600/m2 12
Photosensor (3 layers, 2pc, 8736 crystal) 100 5.2
Readout 2
Mechanics 2

TOTAL 23.2

Table 17: Estimated cost for the pre-shower calorimeter.
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Cost/unit (ke) Total cost (Me)

APD’s (2/crystal) 0.5 4.4
FE (2/crystal) 0.2 1.7
ECL extraction 2.0

TOTAL 8.1

Table 18: Estimated cost for the CsI(Tl) crystal calorimeter with APD readout.
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8 KLM

L.Piilonen, X.Wang, G.Varner
A performance upgrade has been proposed for the Belle II KLM subdetector, which

identifies KL mesons and muons with momenta up to about 4.5 GeV/c, to add the
capability of energy measurement for the KL mesons via a time-of-flight measurement.
This is described in Sec. 8.2.

An independent upgrade has been proposed to refactor the existing scintillator read-
out by moving the analog and analog-to-digital elements of the readout into the detector
panels, simplifying immensely the external connections. This upgrade would rebuild each
detector panel and replace all existing resistive plate counters (RPCs) with scintillators.
This is described in Sec. 8.3.

8.1 KLM geometry and instrumentation

The KLM subdetector occupies the volume outside the superconducting solenoid, span-
ning radii of 200–340 cm in the octagonal barrel and 130–340 cm in the forward and
backward endcaps. Large-surface-area detector panels of about 3.1-cm thickness are
sandwiched in the gaps between the steel plates of the solenoid’s magnetic-field flux re-
turn. Each panel contains either RPCs (barrel layers 3–15) or scintillator strips (barrel
layers 1–2, forward-endcap layers 1–14 and backward-endcap layers 1–12). The RPC
cathode readout strips are about 4 cm wide and each scintillator strip is 4 cm wide,
measured orthogonal to a line from the SuperKEKB e+e− collider’s interaction point
(IP); this matches the Molière radius of muons originating at the interaction point and
traversing the electromagnetic calorimeter located just inside the solenoid. Each detec-
tor panel provides two orthogonal measurements of a through-going particle’s position
via hits on these strips. There are about 38,000 readout channels in the KLM, of which
half are for the scintillators.

The cross section of each barrel scintillator strip is 4 cm×1 cm, so each panel in layers
1–2 contains 54 z-readout strips and between 38 and 69 φ-readout strips, for a total of
93 to 124 strips. The cross section of each endcap scintillator strip is 4 cm × 0.75 cm;
each panel contains 75 x-readout strips and 75 y-readout strips for a total of 150 strips.
Photons from each scintillator strip are collected by an embedded wavelength-shifting
optical fiber (Kuraray Y11(200)MSJ) and detected by a Silicon Photomultiplier (SiPM),
also known as a Multi-Pixel Photon Counter (MPPC: Hamamatsu S10362-13-050C)—an
avalanche photodiode operated in Geiger mode. This solid-state device is affixed directly
to the scintillator strip at one end of the WLS fiber. The fiber’s other end is mirrored.
The signals (preamplified internally by a factor of ∼10 for the scintillators) are routed
via ribbon cables to external readout electronics mounted on the magnet yoke.

8.2 Timing upgrade for KL momentum measurement

There is no marked difference in the current particle-identification performance measures
between RPCs and scintillators. However, the scintillator readout can be upgraded to
provide a precise time-of-flight measurement for the hit clusters that arise from hadronic
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interactions of a KL meson in either the yoke steel or in the ECL (with shower leakage
into the KLM). This measurement can be converted into the determination of the KL

meson’s energy, which is not measurable in the present KLM. Also, the precise hit-
time measurement can be applied to a neutron’s primary hit in a single one-dimensional
scintillator strip to better reject out-of-time neutron backgrounds that would otherwise
contaminate the prompt KL-candidate population.

As in a typical time-of-flight (TOF) counter based on scintillators, it is possible to
achieve a precise time measurement of a hadronic cluster created by a neutral hadron,
such as KL or a neutron. Converting this to an energy measurement and then combining
it with the present direction measurement (assuming that the hadronic cluster originated
from the IP), the four-momentum of a neutral hadron can be determined. A time
resolution of δt = 100 ps translates into a momentum resolution of δp = 0.19 GeV/c or
a fractional momentum resolution of δp/p ≈ 13%.

To measure the t of a neutral hadron precisely, both the start and stop times have
to be measured. The start-time resolution is less than 32 ps, dominated by the e+e−

collision-time determination. The stop time will be measured to a comparable precision
from the collection of hits in the hadronic cluster in the new KLM.

With several years of R&D in hand, it is found that the combination of scintillator
with long attenuation length and without an embedded wavelength-shifting fiber, large-
area photosensor and a new preamplifier with improved timing is able to achieve the
desired time resolution. Photosensors with 6× 6 mm2 area from Hamamatsu and NDL
(Beijing) are tested. Figure 17 shows testing with the new Hamamatsu MPPC (S14610-
6050HS, powered at VBR ≈ 38 V) and a newly designed preamplifier. With a laser whose
time resolution is 100 ps, clearly distinguished peaks of n photoelectrons (n = 1, 2, ...)
are seen in Fig. 17 (right). This setup shows a time resolution of 45±1 ps. Another test
with the NDL photosensor (EQR15 11-6060D-S, powered at VBR = 28.0± 0.2 V) shows
a time resolution of 32.9± 0.4 ps.

Figure 17: Left: two sets of new photosensors with newly designed preamplifier and a
laser source. Right: the ADC distribution shows clear peaks of p.e.

With the new photosensor and preamplifier, a pair of 4 cm×1 cm×10 cm scintillator
strips with new scintillation material having long attenuation length is tested. Four
6 × 6 mm2 SiPMs are combined and mounted to one end of each strip. Preliminary
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testing with cosmic rays illuminating both strips shows a time resolution of 127.8±3.0 ps
per strip. There is additional capacity to improve this overall time resolution by using
a better ground in the readout electronics, increasing the visible-light yield from the
scintillator and/or the collection of light by the photosensor(s) at the end of the strip.
Having multiple photosensors at the end of the scintillator strip is feasible, considering
their low price. The cross-sectional shape of the new scintillator can be re-optimized
to improve the light yield per strip while not sacrificing the positional resolution for
IP-originating muons. The coupling between the end of the scintillator strip and the
photosensor active surface can be improved as well.

A typical hadronic cluster will contain one to ≈ 20 2D hits in the KLM, depending
on the parent hadron’s energy. Combining the hit times of the multiple 2D hits in a
more energetic hadron-induced cluster can improve the time resolution further; such an
improvement is needed at the higher KL or neutron momenta. A toyMC study shows
that ten 2D hits (i.e., twenty strips) with a time resolution of 200 ps for an individual
strip yields an average time resolution of less than 50 ps.

To maintain the required timing precision, a robust time-calibration protocol with
frequent updates several times per day will be necessary for the TOF-like KLM.

8.3 Scintillator Readout Upgrade

Leveraging experience from the deployment and operation of the endcap and inner barrel
KLM scintillators, there is a compelling reason to refactor the readout in a way that
eliminates the many kilometers of twisted-pair ribbon cables. As upgrade readout base-
line, a more compact readout will be placed inside each detector panel. This internal
readout interfaces with the external DAQ system via a few optical fibers.

Independently of this proposed readout-electronics upgrade for the newly installed
scintillator panels in the barrel KLM, progress is underway to address some of the defi-
ciencies of the present readout design for the existing scintillator panels in the endcaps
and inner two barrel layers. New firmware for the ASICs has been written and tested to
perform waveform sampling and provide a higher-resolution (< 1 ns) time measurement
than is possible with the existing latch (binary) readout. This may help determine the
energy of slow KL mesons via time-of-flight but will only be of sufficient precision for
momenta below about 0.7 GeV/c. (This waveform sampling can also measure the pulse
area, but this measurement is and will remain compromised by the saturation of the
×10 preamplifiers that reside within the scintillator panels.) At the same time, this
waveform sampling algorithm will be able to sample the SiPM output just before and
after the main pulse and thereby correct for the localized shift in the waveform baseline
that is expected in the coming years from the accumulated direct dose of neutrons in the
SiPMs and the resultant increase in the spontaneous single-pixel discharge noise from
each SiPM.

Again, independently of this proposal’s readout-electronics upgrade, work is under-
way to improve the algorithm in the KLM trigger firmware to more reliably detect and
report activity in the KLM arising from track segments (cosmic rays or IP-originating),
clusters, leakage from the ECL (particularly in the uninstrumented cracks between the
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ECL barrel and endcaps), and the forward polar-angular region outside the CDC cover-
age. KLM-trigger tracks can then be aligned with CDC-trigger tracks in the GRL/GDL.
The goal is to be able to trigger on such KLM activity with sufficient purity that other
conditions such as a back-to-back requirement on the KLM trigger output will not be
needed, so that the KLM trigger can serve as a reliable veto for dark-matter studies.

Motivated by the considerations described previously, we propose a modified readout
design that incorporates the following features:

• Embed the readout ASICs on circuit boards inside new detector panels (including
those in the two innermost layers);

• Develop a compact SCROD (Control and Readout) that resides inside the detector
panel;

• 64-channel HDSoC readout ASICs are employed, each with high-speed serial con-
nection to the new SCROD FPGA.

The main readout card inside the detector panel can accommodate a higher channel
density ASIC. The baseline ASIC being considered for upgrade of the TARGET ASIC
is the HDSoC ASIC, which has 4 times higher channel density, as well as streaming
readout.

Employing the HDSoC ASIC, a readout system that integrates into the new barrel
scintillator panels will consist of 480 ASICs on dedicated cards, and 240 SCRODs to
service them.

8.4 Cost estimation

• Materials Cost Estimate
Table 19 provides the material-cost estimate for manufacturing new scintillator-
strip panels for the outer thirteen layers of the barrel KLM as part of the scintillator-
readout upgrade described in Sec. 8.3. The material costs are based on the actual
costs for the same items used to make the scintillator-strip panels for the inner
two barrel layers, scaled up by the relative sizes and numbers of the panels and
inflated at a rate of 3% per year. The panel-construction labor cost depends on
where the panels are fabricated, since some of the personnel might already be on
the institution’s payroll. The low-end estimate is $1.3M.

• Readout Cost Estimate
The total cost for 3 options is listed in Table 20. Based upon the preliminary
prototyping being performed and costed separately from this, the total project cost
is estimated to be $1.4-1.8M for upgrades to the KLM readout system, depending
upon amplifier choices.

• Cost Estimate for TOF-like KLM
To achieve a good timing resolution, the innermost layers should be replaced by
new scintillators with long attenuation length and large-area photosensors. The
cost of scintillators would be about $1.8M for three innermost barrel layers and
about $0.25M for five innermost endcap layers. With four SiPMs per strip, the
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cost for SiPMs will be $0.3M for the barrel and $0.17M for the endcaps. Therefore,
the additional material cost is about $2.5M.

In summary, the rough estimation on the cost for KLM upgrade is about $7.8M.

L0–1 L2–14 Inflation Cost
Cost Geometry Cost 13 years Estimate

Item (2012) scale factor (2012) (1.03/year) (2025)

Scintillator strips 50,650 7.60 384,940 1.47 565,862
WLS optical fiber 36,564 7.60 277,886 1.47 408,493
Photosensors 85,658 7.60 651,001 1.47 956,971
Aluminum, HDPE, etc 49,507 7.60 376,253 1.47 553,092
Shipping to KEK 16,800 7.60 127,680 1.47 187,690
HV modules 20,672 6.67 137,816 1.47 202,590
HV mainframes 37,801 0.33 12,600 1.47 18,522

Subtotal 1,968,177 2,893,220
Contingency (20%) 393,635 578,644

TOTAL MATERIAL COST 2,361,812 3,471,764

Table 19: Materials-procurement cost estimate (US dollars) for the outer thirteen layers
of the barrel KLM.

Table 20: KLM Upgrade readout Amplifier Option total cost estimates (common +
option additional cost).

Amplifier Option Total cost [k$] Rough Cost [M$]

1) HDSoC ASIC internal amplifiers 1,441 1.4
2) discrete amplifiers 1,762 1.8
3) dedicated amplifier ASIC 1,660 1.7
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9 Trigger

T.Koga

9.1 Introduction

The hardware trigger system (TRG) was designed to satisfy the following requirements
at the nominal design luminosity of 8× 1035cm−2s−1:

• high efficiency for hadronic events from Y (S)→ BB and from continuum
• a maximum average trigger rate of 30 kHz
• a fixed latency of 4.5 µs
• a timing precision of less than 10 ns
• a trigger configuration that is flexible and robust

Figure 18 shows an overview of the system. The CDC and ECL take a major role to
trigger charged particles and photon. The KLM triggers muon and the TOP measures
event timing precisely. The information from sub detector triggers are send to the Global
Reconstruction Logic (GRL) for the matching and final trigger decision is made at the
Global Decision Logic (GDL). Although TRG is working well at present as originally
designed, further upgrade is needed to satisfy the requirements with the nominal design
luminosity or the higher luminosity, due to the higher beam originated background rate
than the initial expectation. In addition, it is important to keep high efficiency of the
non-B physics with low multiplicity of the final state particles, such as physics with tau,
dilepton, and dark/new particles searches. In order to achieve that, several upgrades are
planned for both hardware and firmware with various time schedules.

Figure 18: Schematic view of the hardware trigger system
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9.2 Hardware upgrade

TRG consists of several kinds of FPGA based electronic circuit board. Each board
is connected with optical communications, as well as the detector front end boards.
The universal trigger board (UT) has been developed as a main board, as shown in
Table 21. Upgrade of the UT is on-going to improve the resource size of the FPGA
and the optical transmission rate, in order to implement more complicated core trigger
logic with increased information from the detector. At present, the 3rd (UT3) and 4th
(UT4) generation of the boards are used for the TRG operation. The number of UT4
is planned to be increased in the short and medium term. Development and production
of the next generation of the UT (UT5) are scheduled in the medium and long term.
In addition, configuration of the system need to be modified when detector output from
the front end board is upgraded.

UT generation UT3 UT4 UT5

Main FPGA (Xilinx) Virtex6 Virtex Ultrascale Virtex Ultrascale+
XC6VHX380-565 XCVU080-190

Sub FPGA (Xilinx) −− Artex7 Artex7, Zynq
# Logic gate 500k 2000k 8000k

Optical transmission rate 8 Gbps 25 Gbps 32 Gbps
RAM −− DDR4 DDR4, UltraRAM

# UT boards 30 30 10
Cost per a board (k$) 15 30 50

Time schedule 2014- 2019-2026 2024-2032

Table 21: Specification of the universal trigger boards.

9.3 Firmware upgrade

In order to improve signal efficiency and background rejection, several firmware upgrades
are planned with the new UT, as shown in Table 22. Because the firmware modification
can be done anytime with FPGA, the plan will flexibly change, depending on machine
condition, physics discovery, performance of new logic, new idea and human resources
etc. For each upgrade component, one or two full time workers are needed as the human
resource.
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Component Feature Improvement Time #UT

CDC cluster finder transmit TDC and ADC
from all wires with the
new CDC front end

beamBG rejection 2026 10

CDC 2Dtrack finder use full wire hit patterns
inside clustered hit

increase occupancy
limit

2022 4

CDC 3Dtrack finder add stereo wires to track
finding

enlarge θ angle accep-
tance

2022 4

CDC 3Dtrack fitter (1) increase the number of
wires for neural net train-
ing

beamBG rejection 2025 4

CDC 3Dtrack fitter (2) improve fitting algorithm
with quantum annealing
method

beamBG rejection 2025 4

Displaced vertex finder find track outside IP origi-
nated from long loved par-
ticle

LLP search 2025 1

ECL waveform fitter improve crystal waveform
fitter to get energy and
timing

resolution 2026 –

ECL cluster finder improve clustering algo-
rithm with higher BG con-
dition

beamBG rejection 2026 1

KLM track finder improve track finder with
2D information of hitting
layers

beamBG rejection 2024 –

VXD trigger add VXD to TRG sys-
tem with new detector and
front end

BG rejection 2032 –

GRL event identification implement neural net
based event identification
algorithm

signal efficiency 2025 1

GDL injection veto improve algorithm to veto
beam injection BG

DAQ efficiency 2024 –

Table 22: TRG firmware upgrade plan.
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10 DAQ

S.Yamada
We have near-term or already ongoing upgrade plans for the Belle II DAQ sys-

tem [1] [2] to replace old hardware with new technology and keep up with increasing
dataflow as the luminosity of SuperKEKB accelerator increases. In this section, we de-
scribe two components of the Belle II DAQ system, which are to be upgraded in near
future. One is a readout system, and the other is a high-level trigger (HLT) system.

10.1 Readout system

The functionalities of the readout system [3] are receiving data from front-end electronics
boards and performing partial event-building and a basic sanity check of data. The
Belle II DAQ system has a common readout interface with front-end electronics (FEE)
of all sub-detectors except for PXD, which needs special data-treatment for online data-
reduction. In the current system, we are using COPPER readout boards [4] to receive
data from FEE. The COPPER board was developed as a versatile board, on which
one can attach daughter boards for various purposes. For the Belle II experiment, we
installed three different types of daughter boards: a receiver board, HSLB (High Speed
Link Board), an interface board with the trigger-timing distribution (TTD) system,
TTRX and a CPU board to process data received by a receiver card. A home brew
protocol, Belle2link [5] is used for bidirectional communication between HSLB and FEE
boards, such as data transfer from a sub-detector, slow control and monitoring.

We started to use the COPPER board in the previous Belle experiment. Recently,
its maintenance became difficult as the number of discontinued parts for repairment was
increasing. That is one concern for using the current readout system during the entire
lifetime of the Belle II experiment. In addition to that, the throughput of the readout
system is limited by various components, which are PCI bus used on a COPPER board
for data-transfer, Gigabit Ethernet PHY chips used on a CPU board and a COPPER
board for sending data to servers downstream and the performance of a CPU card in
processing data. After considering those concerns, we decided to replace the current
readout system with state-of-the-art technology.

To minimize the effect on the other part of the DAQ system in the upgrade, we
will keep the same Input/Output(I/O) interfaces as in the current system. Those inter-
faces are serial data-transfer with an FPGA on a FEE board and a TTD module, and
TCP/IP communication with the PC farm of the HLT system. To fulfill the boundary
conditions, a new readout hardware would be equipped with a high-performance FPGA
with transceivers for serial data-transfer, which can be used with the Belle2link protocol
and an interface to Ethernet network such as PCIExpress interface to a server or an
FPGA with TCP/IP protocol stack. Since electronics boards with such functionalities
were already under development in other physics experiments for the basically same
purpose, we decided to use a PCIe40 board [6], which was originally developed for the
LHCb and ALICE experiments. We then concentrated on the developments of firmware
and software to make the hardware fit in with the Belle II DAQ system. A PCIe40 board
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is equipped with Intel Arria10 FPGA with 48 bi-directional serial links and 16 lanes of
PCIExpress 3.0 for I/O interfaces. With the much larger number of links per board
compared with a COPPER board, which has 4, we can make a more compact readout
system with PCIe40 boards [7].

The firmware of the new PCIe40-based system takes care of formatting and data
checks which has been done by the software on CPU board in the COPPER system.
Those formatted data are read by software running on the host server of a PCIe40 board
and are distributed to different HLT units for online data reduction. After implementing
those functionalities in the new hardware, we performed a high-trigger-rate test with
dummy data produced by KLM FEE boards and achieved the throughput of 630 MB/s
per one PCIe40 board and readout PC. The throughput is currently limited by CPU
usage of a readout PC when software is double-checking a checksum value of data, which
is already checked by firmware of a PCIe40 FPGA. The check by software can be stopped
after the operation of the new system becomes stable. To cover all sub-detectors except
for PXD, we are going to use 21 PCIe40 boards, which we think should be sufficient to
handle data even when the level-1 trigger rate reaches 30 kHz, which is the expected
maximum trigger-rate at the designed luminosity of SuperKEKB. Since the bottlenecks
of the new readout system is currently CPU and network performances of a host server
for a PCIe40 board, we can improve its performance by updating server or network
equipment, in case that event size or trigger rate becomes larger than expected which
depends on the status of beam background.

For the replacement of the readout system, it can only be done in an accelerator shut-
down period, because the Belle II experiment is a currently running experiment. There
are two annual shutdown periods of SuperKEKB accelerator in summer and winter,
whose length are usually two or three months. Since it is difficult to replace all sub-
detectors’ readout system in one shutdown period, we are going to replace the system
partially with the unit of sub-detectors. After the development and commissioning of
firmware and software for the new system from 2019, we first replaced the TOP and
KLM readout system in the summer shutdown of 2021. In the following physics run,
we still used the COPPER-based system for other sub-detectors. Since the stability and
performance of the new readout system was basically fine for TOP and KLM, we will
continue the replacement of other sub-detectors’ readout system in coming shutdown
periods in 2022.

10.2 High level trigger system

The HLT system [8] of the Belle II DAQ system performs an online event reconstruc-
tion and issues a software trigger to reduce the number of events to be recorded on
disks, which is necessary to save offline computing resources with the minimum effect
on signal efficiency. The HLT system also sends region-of-interest (ROI) information to
the PXD readout system, which is calculated by extrapolating a track obtained from
other sub-detectors’ data. PXD data of the outside of the ROI can be discarded, as
they are unlikely to contain hits of signal tracks. For these purposes, the HLT system
collects event-fragments from all-subdetectors except for PXD and performs online event-
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reconstruction after event-building [9] is done, which requires powerful computational
power and high network throughput.

Like the readout system, the throughput requirement for the HLT system also grad-
ually increases with the luminosity of the SuperKEKB accelerator. In addition to the
luminosity, the beam background, which is difficult to predict precisely at the begin-
ning of the experiment, can also affect trigger rate and event size. Considering that,
we adopted a staging plan of the reinforcement of the HLT system to keep up with
increasing trigger rate and event size. With this staging plan, we can also benefit from
the evolution of information technology to prepare computational resources with higher
performance at a later stage.

To make the staging plan possible, the HLT system was designed to be a scalable
system, consisting of multiple units, which can work somewhat in parallel, and adding
other units will increase the total throughput of the system linearly. An HLT unit
consisting of servers and network switches is stored in one rack and performs event
building and online data reduction independently of other units. In the HLT unit, there
are an input server, worker nodes and an output server. The input server receives event
fragments from the read-out system, builds events, and sends them to worker nodes,
which perform online event reconstruction. Since the online reconstruction of an event
can be done independently of other events, events which are built in the input server
are distributed to different worker servers to perform online reconstruction in parallel.
On each worker server, there are multiple reconstruction processes running for parallel
data-processing to make use of multiple cores in the server. Event selection is performed
here with reconstructed information and events which do not meet high-level trigger
conditions are discarded. The output server then sends raw data with track and cluster
information to a storage system, which is dedicated for recording data only from a
specific HLT unit.

From the start of the Belle II experiment, we gradually increased the number of
HLT units and number of CPU cores in each HLT unit. In 2019, 10 HLT units were
in operation with 2800 CPU cores in total and in the winter shutdown in 2020-2021,
the total number of CPU cores was increased to 4800. With this computational power,
reconstruction software can currently handle data at the Level-1 trigger rate of around
15 kHz. In the summer shutdown of 2022, we plan to install two or three more HLT
units. After this upgrade, the total number of CPU cores in the HLT system reaches
6400, which was the designed value at the beginning of the experiment, and we estimate
that the HLT system can process data up to the trigger rate of 20kHz. We will closely
watch the increase of trigger rate and event size as the luminosity changes and add more
HLT units if necessary.

10.2.1 Cost and schedule

The forseeen improvements on the DAQ and HLT systems should be completed by 2023.
Table 23 shows the estimated costs for the DAQ upgrades.
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item number cost

Readout upgrade : PCIe40 hardware 31 boards ∼ 26.1 M JPY

Readout upgrade : readout server 21 ∼ 9.5 M JPY

Readout upgrade : network switch 2 ∼ 3 M JPY

HLT reinforcement : HLT unit 3 ∼ 60 M JPY
( ∼ 500 CPU cores per unit )

Table 23: Estimated costs for the DAQ upgrade and HLT reinforcement
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11 Ideas for longer term upgrades

11.1 STOPGAP

O.Hartbrich, U.Tamponi
The STOPGAP [1] upgrade proposal aims to increase the geometrical acceptance of

the currently installed TOP system by instrumenting the gaps between the sixteen TOP
quartz bars of about 2 cm width in φ, accounting for about 6 % of missing geometric
coverage in the nominal TOP acceptance. Tracks passing through the outermost edges
of a TOP bar also have reduced particle identification performance, effectively widening
this gap to around 16 % of tracks with no or degraded TOP PID.

A possible remedy is to install a supplemental time-of-flight detector that covers the
non-instrumented areas between adjacent quartz bars. There is around 45 mm of radial
free space between the the outer shell of the Belle II Central Drift Chamber (CDC) and
the inner radius of the TOP module enclosures. Fig.19 shows a sketch of the geometry
around the gap between two TOP module enclosures and a possible STOPGAP module
geometry.

Figure 19: Conceptual sketch of supplemental TOP gap instrumentation module in the
cross section of two adjacent TOP modules as seen from the backward side. The solid
light blue lines show the outlines of the readout side of the TOP quartz bar box. The
dashed light blue lines show the outline of the rest of the TOP quartz bar box. The
TOP quartz cross section is shown in dark blue. The dashed black lines roughly show
the dimensions of a possible STOPGAP module, with the two dashed circles indicating
possible cooling lines or cabling channels and a layer of silicon sensors shown in pink.

11.1.1 MC Performance Study

To show the feasibility of a STOPGAP system, a Monte Carlo (MC) study based on
the full Belle II simulation of Υ(4S) → BB̄ events has been conducted. We directly
compared the TOP performance with a full barrel time of flight system in the same
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geometry. This allows us to determine the design parameters of the sensors to be installed
in the TOP gap regions.

To simulate the STOPGAP response several contributions to the total time resolution
have been considered, both reducible and irreducible: sensor readout resolutions from
20–100 ps, global clock distribution jitter (10 ps), the SuperKEKB bunch overlap time
(15 ps), and track length uncertainties. The particle identification is then performed
by evaluating a likelihood constructed from these time resolution components. The
resulting selection and mis-identification fractions for charged pions and kaons are shown
for a sensor resolution of 50 ps in Fig.20a. A STOPGAP system with a combined time
resolution for sensor and readout of 50 ps would perform significantly better than the
TOP system in the momentum range p < 2 GeV. A 30 ps sensor would outperform
TOP in the whole momentum range. Fig.20b shows the reconstructed invariant mass
of φ→ K+K− decays selected from the simulated dataset. A 50 ps STOPGAP system
achieves more than twice better signal-to-noise ratio near the φ mass peak. The improved
efficiency is entirely defined by the difference in kaon efficiency, which is only 90 % for
TOP, but driven by the MIP efficiency in STOPGAP.

(a) Selection and mis-identification probabili-
ties at LLK − LLπ > 0 of a simulated STOP-
GAP PID system for charged kaons as a func-
tion of particle momentum, shown for a simu-
lated sensor with 50 ps MIP timing resolution.
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(b) Invariant mass distribution from charged
kaons selected at LLK > LLπ for both tracks,
with both tracks in the TOP acceptance. The
black line shows the unselected spectrum. The
shaded areas indicates the fraction correspond-
ing to true φ decays. The TOP system
achieves a S/N of 0.37 (µ ± 2σ), while the
STOPGAP reconstruction achieves a S/N of
0.79 in the same invariant mass window.

Figure 20: Simulated particle identification performance of a time-of-flight system in the
Belle II barrel region.

11.1.2 Requirements

Depending on the details of the chosen STOPGAP geometry, 1–3 m2 of active area will
be needed to fill the gaps in the TOP acceptance with a single sensor layer. In case a
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double-layer design is necessary, that area would double accordingly. For reference, a full
replacement of the TOP system would require around 18 m2 of timing sensitive sensor.

The particle identification performance of a time-of-flight system is fundamentally
limited by the single MIP detection efficiency of the used sensor technology. A MIP
efficiency as close as possible to 100 % is thus a strong requirement for such a system.

We studied the expected background hit rates and radiation doses for a STOPGAP
system based on extrapolations of the expected beam background at full SuperKEKB
luminosities at the radii of the currently installed Belle II vertex detector. We conclude
that even with an additional safety factor of 25 and a conservative readout granularity
and open time, the background occupancy of a STOPGAP system would not exceed
0.60(23) %. The levels of expected radiation exposure for a STOPGAP system are
several orders of magnitude lower than those expected and observed in the (HL-)LHC
environments. Radiation hardness is thus not expected to of significant importance in
the selection of a suitable technology option.

Especially in comparison to the detector upgrades planned for the HL-LHC, the
requirements on hit rates, radiation hardness and granularity are entirely negligible for a
STOPGAP application. The driving factors of its performance are the single MIP timing
resolution and a MIP efficiency of >99 %. As discussed above, STOPGAP modules are
expected to yield useful particle identification capabilities for time resolutions <100 ps.

11.1.3 Potential Sensor Technologies

The existing options for sensors and readout technologies under active development and
construction for the HL-LHC upgrades are similarly suitable for a STOPGAP system.
Low Gain Avalanche diodes show very promising MIP timing resolutions down to 20 ps.
However, currently available types are produced in expensive non-standard processes and
require double layers for the required >99 % MIP efficiency, further increasing their price.
LYSO+SiPM systems reach MIP timing resolutions down to 30 ps, but are fundamentally
limited in their possible granularity to around 1 cm2. The necessary material budget is
limited by the required thickness of the LYSO crystal of a few mm to yield enough
scintillation photons for a timing measurement of the required precision.

A feasible sensor option for STOPGAP would be thin silicon sensors without avalanche
amplification inside the sensors, which improve their signal-to-noise ratio by means of
a lower noise and thus higher powered electronic amplification of the sensor output
signal. This has been demonstrated in principle by the NA62 Gigatracker [2], which
achieves 130 ps time resolution on single MIP hits per layer with a 200 µm thick silicon
sensors without internal avalanche amplification. The natural next step is to integrate
high-powered low noise preamplifiers and discriminators directly into a fast monolithic
pixel sensor produced in a CMOS process, leveraging the cost benefits and scalability of
industrial CMOS fabrication.

At least two groups are actively pursuing first steps towards MAPS with single MIP
time resolutions of <100 ps [3, 4, 5]. These projects show that it is indeed possible
to achieve sub-100 ps timing with monolithic CMOS detectors, even though their pro-
totypes are not yet feasible for practical use. The relatively tame requirements of a
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STOPGAP sensor on hit rates, radiation hardness and (in principle) readout granu-
larity, at least compared to the requirements for HL-LHC applications, opens up the
STOPGAP proposal as an ideal test bed for such emerging fast timing CMOS MAPS
technologies.

While it is unlikely for any realistic fast MAPS sensor to reach the timing performance
of (AC-)LGADs, it should be possible to get close to within a factor of two. The prospect
of achieving almost comparable resolutions with significantly reduced cost is extremely
appealing. Opening up the fast timing frontier for MAPS also enables future MAPS
tracker projects to include as much time resolution into their designs as needed for the
application. Establishing fast MAPS is thus of prime importance not only for HEP
detectors, but for technologically related instrumentation as a whole.

11.1.4 Resource estimates and timeline

The resource estimate for the whole project is divided into two parts: the development
of the MAPS technology, and the actual construction of the detector modules.

11.1.4.1 R&D for fast MAPS

Making significant steps towards very fast CMOS sensors with timing resolution around
50 ps is the most important fundamental building block of the STOPGAP proposal.
The current efforts towards fast CMOS sensors use fabrication processes of 130 nm and
150 nm structure size. An immediate improvement in time resolution (or alternatively
the power draw at a fixed time resolution) can be achieved moving the development
to the next smaller node of 65 nm. At least two engineering submissions and extensive
laboratory test bench and testbeam campaigns will be necessary to develop and validate
a sensor layout that achieves the necessary time resolutions at an acceptable power
budget.

The intermediate goal of this proposed R&D program is the construction of a small
sized prototype detector with active area of a few cm2 in order to validate the sensor
technology in a realistic environment. This prototype would be installed inside Belle II
and operated synchronously with the other detectors while recording physics collisions.
Demonstrating the time-of-flight resolution for single MIPs in the environment of an
active HEP experiment will not only validate the sensor technology, but also uncover
the practical issues with operating a sensor in realistic conditions compared to test beam
or bench tests. The ultimate capstone of the program would be a working prototype of a
fully integrated monolithic detector with integrated sparsified readout that demonstrates
the required timing and hit rate capabilities at least in a test beam environment.

Such a program seems unfeasible without significant funding for at least three to five
years. Out of that time, we coarsely estimate around one to two years will be needed to
finish the sensor design, at least one year is needed for the integrated timing frontend and
readout logic, and an additional year will be needed for integration onto one common
mixed signal chip. Depending on available person power and expertise, parts of this
design and test effort can run in parallel. To acquire the necessary momentum, the
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strong support of an existing local work group with extensive expertise in CMOS sensor
design and a profound interest in pushing the possibilities of fast MAPS to its limits is
required at the very least for the first one to two years.

11.1.4.2 STOPGAP construction

Ultimately, 16 STOPGAP modules with around 1–2 m2 of total active sensor area will
have to be built and installed. Apart from the significant funding requirements for
the sensor production itself, this will need detailed concepts for the mechanics, cooling,
service routing and installation procedure for these modules. None of these tasks have
even been considered so far. First steps towards a STOPGAP module design in the form
of finite element simulations to estimate the required stiffness and eventual mechanical
mock-ups could in principle start in parallel with the sensor R&D program outlined
above.

11.1.5 Timing Layers at Lower Radii

Several of the currently proposed and discussed upgrades of the Belle II vertexing system
plan to increase the inner radius of the installed CDC system. The thin silicon sensors
proposed for the vertexing upgrade are unlikely to provide enough dE/dx discrimination
for low momentum particle as the CDC does currently. Additionally, the CDC currently
provides track triggering for transverse particle momenta pT down to around 100 MeV,
which a full silicon inner tracking system might not be able to provide.

We expect the principles and sensor technologies proposed for a STOPGAP system
can be applied to full timing layers installed in an upgraded Belle II detector at lower radii
with minor additional requirements. We thus explore here the potential of recovering
the PID and track triggering capabilities for low pT particles with an analytical model
of dedicated timing layers at 250 mm and/or 450 mm radius.

For pion/kaon separation purposes, the region of pT < 500 MeV is most relevant, as
higher pT will reach the dedicated PID subdetectors TOP, ARICH and also generally
provide a dE/dx measurement from the remaining part of the CDC or its replacement.
We calculate the time of flight differences between charged kaons and pions divided by the
assumed time resolution of a timing layer, resulting in a measure of particle identification
in standard deviations of separation shown in Fig.21b. This indicates that a 50 ps MIP
timing resolution layer at 250 mm radius yields consistently better pion/kaon separation
than the CDC, while a 450 mm radius timing layer leads to at least double the separation
power between pions and kaons over the CDC in the momentum region inspected here.

To estimate the feasibility of timing layers to provide track triggers for Belle II, a
simplified spatial and temporal coincidence trigger model is combined with extrapola-
tions from the beam background estimates described before. The expected trigger rates
from pure beam backgrounds are then calculated for double timing layers at 250 mm and
450 mm, as shown in Fig.21a. A configuration with two single timing layers at 250 mm
and 450 mm radius, respectively, is estimated to yield background trigger rates right
in between the double-layer options. Additionally a distanced two-layer setup would
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enable a coarse estimation of the Z-origin of a triggered track, enabling a selection of
tracks from the IP, as well as a coarse estimation of the track momentum (or at least
its charge) on the trigger level. Despite the large systematic uncertainties of this study,
the resulting expected trigger rates show the fundamental feasibility of a timing track
trigger system, at least for triggering events with two or more tracks in its acceptance.

For timing layers at lower radii, the requirements on hit rate and radiation hardness
are stronger than for the STOPGAP case, but still tame compared to HL-LHC devel-
opments. As part of the inner tracking detector, finer granularities and a much reduced
material budget would be required compared to STOPGAP.
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Figure 21: Performance estimates for timing layers at lower radii.
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11.2 A TPC-based tracking system

P.Lewis
In the long term upgrade scenario, increased luminosities and beam-induced back-

grounds may exceed the capabilities of drift chambers for charged particle tracking. We
have evaluated a new tracking concept based on three elements: (1) replacing the CDC
with a time projection chamber (TPC) with pixel readout [1], (2) a new vertexing sys-
tem based on the VTX with additional layers, and (3) new fast timing layers based
on the STOPGAP technology to provide a trigger source and low-pT track PID (see
Sec. 11.1.5). We present a conceptual design [1] for such a tracking system along with
the results of preliminary simulation-based studies that validate its capabilities at 5×
the design luminosity of SuperKEKB.

11.2.1 Design

The basic TPC design consists of a single gas volume of length 242 cm with high-
resolution readout tiling the backward endcap. We do not use any form of ion gating
and we assume that an external detector will provide the trigger, which will be used to
isolate discrete event “windows” in the continuous data.

We assume that the TPC uses atmospheric pressure Ar-CF4-iC4H10 (95-3-2), a mix-
ture that has been studied for use in LCTPC [2]. We use MAGBOLTZ [3] to determine
the drift field (289 V/cm) that minimizes the drift time of electrons (vD = 7.89 cm/µs,
leading to a maximum drift time of roughly 30 µs for a maximum drift length of 242 cm).
From the same simulation we find that the longitudinal and transverse diffusion coeffi-
cients are σL = 200 µm/cm0.5 and σT = 84 µm/cm0.5.

For charge amplification and readout, we take inspiration from the GridPix system
proposed for use in LCTPC [4]. GridPix consists of an array of 55× 55 µm pixels with
a MICROMEGAS mesh mounted onto the surface. For our purposes, this technology
presents a number of advantages: first, the small pixels and direct mapping between am-
plification cells and pixels constitute essentially a best-case resolution scenario. Second,
in theory such a sensor can be operated in binary readout mode in which each individ-
ual hit represents exactly one electron and consists only of the pixel ID and a time ID.
This can dramatically reduce the data throughput, which we anticipate to be a signifi-
cant technical challenge at ultrahigh luminosities and with continuous readout. Thirdly,
without charge sharing the operational gain can be reduced; coupled with an intrinsi-
cally low ion backflow rate, distortions of the drift field due to backflowing ions should
be minimized. Finally, it is very easy to implement such a detector in the digitization
simulation.

The timing layer concept includes both the 250 mm and 450 mm scenarios described
in Sec. 11.1.5, corresponding to placement inside the VTX or between the VTX and the
TPC, respectively.
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Figure 22: A comparison of the pT resolution for CDC+VXD compared to TPC+VTX
vs. polar angle θ. The gray histogram in the background indicates the distribution of
tracks in Υ(4S) decays.

Figure 23: A comparison of the pT resolution for CDC+VXD compared to TPC+VTX
vs. pT .
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11.2.2 Simulation

We use the Belle II simulation framework with an expanded VTX along with a new
TPC volume. We generate ionizations with GEANT4, then drift, diffuse, and overlay
the primary electrons using gas parameters determined by MAGBOLTZ. After drift and
diffusion, we bin into 3D voxels (nominally 55×55×55 µm3) to approximate amplification
and digitization in a GridPix-like detector operating in binary readout mode.

Finally, we center the time window on a single Υ(4S) event and discard hits from
outside a 30 µs window approximating the total drift time of a single event.

11.2.3 Studies

We target our first studies at answering the primary difficulties of operating a tracking
TPC at high luminosities. These difficulties include event pileup, background pileup,
ion backflow, and continuous readout. We consider the proposal viable if the tracking
performance, specifically pT resolution, is comparable to the CDC at 5× the design
luminosity of SuperKEKB.

We find that event overlap is modest, with an average of nine background tracks
(largely from Bhabha scattering) per triggered Υ(4S) event. These tracks are generally
easy to identify offline via diffusion width and impact parameter.

Beam-induced backgrounds cause a high rate of microcurlers that deposit large
amounts of charge in the TPC, completely dominating the total ionization rate. We
find, using 200×200×200 µm3 voxels, an occupancy due to these background hits below
2 × 10−4, suggesting no detector limitations due to occupancy. These background hits
may present difficulties in data throughput; however, we find that microcurlers are easily
identified and can in principle be largely rejected at the frontend, greatly reducing the
required data throughput.

Using an estimate of 1% backflow at a gain of 2000, and using measurements of the
mobilities of the primary ions in the T2K gas [2], we find a typical ion charge density
comparable to other tracking TPCs. However, this estimate is certainly optimistic: injec-
tion backgrounds are not simulated and we expect them to be very high since continuous
injection will presumably be used. Furthermore, the TPC ionization rate is dominated
by microcurlers, most of which come from beam-induced low-energy photons. Therefore,
the ion density depends strongly on our SuperKEKB beam background simulation that
may not be suitable for the future upgrade scenario. We cannot rule out the possibility
that high backflowing ion densities will substantially degrade the tracking performance.

For transverse tracks, the current simulation indicates better performance with the
CDC with low-pT tracks (Fig. 22); however, this is largely do to multiple scattering
in the VTX, timing layers, and simulated TPC walls. This simulated material budget
is highly speculative. For tracks further from the transverse, the number of spatial hit
points in the TPC increases, improving the resolution of the TPC compared to the CDC.
In addition, the effective position measurement resolution of the TPC is determined by
the diffusion and ionization statistics, and is significantly better than that of the CDC.
Consequently, the TPC pT resolution degrades much slower than the CDC as pT increases
(Fig. 23).
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Overall, we conclude that the extended VTX plus TPC tracking performance is com-
parable to the current VXD plus CDC, with some advantages and some disadvantages.
However, the material budget of the inner detectors is responsible for the degradation
of the pT resolution for low-pT tracks, not the TPC itself. Therefore, other upgrade sce-
narios involving an expansion of the vertexing detector will share the same challenges.

We additionally conclude that the capabilities of the fast timing layers, particularly
when installed at r = 250 mm, more than compensate for the complete loss of triggering
and partial loss of PID capabilities necessitated by the TPC design. In particular, the
low-pT TOF PID capabilities of such a detector could, in principle, provide pion/kaon
separation capabilities far superior to those currently achievable by the CDC (Fig. 21b).

11.2.4 Conclusions

Our preliminary studies indicate that a TPC, combined with a new fast timing layer
and an expanded vertexing system, can provide comparable tracking performance to the
Belle II tracking system at luminosities five times the design luminosity of SuperKEKB.
However, these studies rely on a single set of assumptions about readout and detec-
tor technology, and more work is required, particularly to determine whether cheaper
readout technologies can similarly achieve suitable performance, and to determine the
quantity and effect of the backflowing ions.
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