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Event Generators for High-Energy Physics Experiments

We provide an overview of the status of Monte-Carlo event generators for high-energy particle physics. Guided by the experimental needs and requirements, we highlight areas of active development, and opportunities for future improvements. Particular emphasis is given to physics models and algorithms that are employed across a variety of experiments. These common themes in event generator development lead to a more comprehensive understanding of physics at the highest energies and intensities, and allow models to be tested against a wealth of data that have been accumulated over the past decades. A cohesive approach to event generator development will allow these models to be further improved and systematic uncertainties to be reduced, directly contributing to future experimental success. Event generators are part of a much larger ecosystem of computational tools. They typically involve a number of unknown model parameters that must be tuned to experimental data, while maintaining the integrity of the underlying physics models. Making both these data, and the analyses with which they have been obtained accessible to future users is an essential aspect of open science and data preservation. It ensures the consistency of physics models across a variety of experiments.
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EXECUTIVE SUMMARY

The continued success of the high energy physics (HEP) experimental programs critically relies on advancements in physics modeling and computational techniques, driven by a close dialogue between large experimental collaborations and small teams of event generator authors. The development, validation and long-term support of event generators can only be successfully achieved with the help of a vibrant research program at the interface of theory, experiment, and computing – one that is intimately connected to all three areas. Given the commonalities outlined in this white paper, there is an opportunity to bring together the diverse communities of event generator developers to share resources and ideas. A successful concept for this was established in the context of the LHC with the European based MCnet collaboration [1]. A similar collaboration addressing all experiments of interest to US particle physics, with a focus on cross-cutting aspects, would be highly beneficial in meeting the goals of the HEP program. This white paper, where domain experts from various sub-fields came together for the first time, is the initial step towards developing such a collaboration. We propose to continue the effort through the creation of a joint theoretical-experimental working group addressing common physics and computational challenges.

To support the above ideas, we survey existing physics models and their implementations, as well as computational challenges, highlighting improvements that are needed to reach the precision goals of experiments in the next decade. In the absence of obvious new physics signatures, such as new resonances, there are no alternative strategies to theory-driven simulations. Event generators also play an essential role in the planning and design of future experiments.

Uncertainties on the results of experimental analyses are often dominated by effects associated with event generators. They arise from the underlying physics models and theory, the truncation of perturbative expansions, the PDFs and their implementation, the modeling of non-perturbative effects, the tuning of model parameters, and the extraction of fundamental parameters of the theory. The need to address these uncertainties for various facilities and experiments is the driving force behind the efforts of the community of Monte-Carlo event generator developers. We discuss these questions in the context of the larger facilities that continue to drive the development in the near term.

• **High Energy Colliders**: In the coming decade experiments at the LHC will make precise measurements of Standard Model parameters, such as the $W$ mass and the Higgs boson couplings. Both the extraction of these parameters and their interpretation will be limited primarily by the precision of perturbative QCD and EW calculations, both fixed order and resummed. Other major uncertainties arise from the strong coupling, and from the PDFs. The results of some analyses will also be limited by the number of Monte Carlo events that can be generated. Future highest-energy colliders, including a potential muon collider, may/will require electroweak effects to be treated on the same footing as QCD and QED effects.

• **Neutrino Experiments**: The next generation neutrino experiments DUNE and HyperK will make precise measurements of the CP violating phase, mixing angles and the mass hierarchy. The SBN program will focus on precise measurements of neutrino cross sections and searches for new physics. None of these experiments will be limited by statistical uncertainties. Since all running and planned experiments use nuclear targets, one of the leading systematic uncertainties to the measurements arises from the modeling of neutrino-nucleus interactions. This requires the use of state-of-the-art nuclear-structure and -reaction theory calculations. The implementation of physics models with complete error budgets will be required to reach the precision goals of these experiments.
• **Electron-Ion Collider**: The EIC will investigate the structure of nucleons and nuclei at an unprecedented level. This will be accomplished by performing precise measurements of DIS and other processes over the complete relevant kinematic range including the transition region from perturbative to non-perturbative QCD. Highly polarized beams and high luminosity will allow probes of the spatial and spin structure of nucleons and nuclei, leading to high-precision determinations of PDFs and other quantum correlation functions. These investigations will advance our understanding of hadronization as well as QCD factorization and evolution, and will require the development, validation and support of novel physics models.

• **Forward Physics Facility**: The Forward Physics Facility at the LHC will leverage the intense beam of neutrinos, and possibly undiscovered particles, in the far-forward direction to search for new physics and calibrate forward particle production. These measurements will require an improved description of forward heavy flavor – particularly charm – production, neutrino scattering in the TeV range, and hadronization inside nuclear matter, including uncertainty quantification.

• **Lepton Colliders**: Future lepton colliders would provide per mill level measurements of Higgs boson couplings and W and top-quark masses. The unprecedented experimental precision will require event generators to cover a much wider range of processes than at previous facilities, both in the Standard Model and beyond. In addition, predictions for the signal processes must be made with extreme precision. Some of the methodology is available from the LEP era, while other components will need to be developed.

Event generation for the above facilities contains many common physics components, such as higher-order QCD and electroweak perturbative corrections, factorization theorems and parton evolution equations, resummation of QCD and QED effects, hadronization, and final-state modeling. Various experiments also require the understanding of heavy-ion collisions and nuclear dynamics at high energies as well as heavy-flavor effects. A common aspect to most experiments is the search for new physics effects, which must be appropriately simulated. In addition to the physics components, there are similar computational ingredients, such as interfaces to external tools for analysis, handling of tuning and systematics, and the need for improved computing efficiency. Many of these aspects may profit from developments in artificial intelligence and machine learning.
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1. INTRODUCTION

Modern high-energy and nuclear physics experiments employ a multitude of collider and detector technologies that allow the details of collision events to be reconstructed with an unprecedented level of accuracy. The full potential of the data obtained from such measurements can only be realized if theoretical predictions, used to test for an underlying physics model, are provided at the same level of statistical accuracy and systematic precision. The quantum nature of the interactions and the often very large final-state particle multiplicity required of calculations make this a computationally hard problem. In most cases, a sensible description can be provided only by using approximations and Monte-Carlo methods. The benefit of Monte-Carlo implementations of phase-space integrals and solutions to (integro-)differential equations is that one obtains theoretical predictions in the form of “events” that can be treated like actual detector events in an experiment. These Monte-Carlo events are then subjected to additional simulations of detector response and acceptance effects, before being analyzed in the same fashion as data. Eventually, simulated and experimental results are compared on a statistical basis.

Over the past decades, this paradigm has provided the foundations for the enormous success of high-energy physics: the establishment of the Standard Model of particle physics as the preeminent theory, one that describes a multitude of experimental observations. Event generators have been essential in discoveries, precision measurements, the planning of future experiments and design studies for next-generation high-energy physics facilities. Nevertheless, the Standard Model of particle physics must be considered incomplete, and future experiments will need to establish which extensions of it are necessary in order to incorporate dark matter as well as other anomalies, such as those found in the neutrino sector, $B$ flavor physics, and the anomalous magnetic moment of the muon. Moreover, the quest to explore the Standard Model itself is heavily dependent on the output of event generators as well — for instance, in understanding QCD to higher precision, the mass hierarchy and mixing of neutrinos, searching for novel strong-interaction dynamics like the onset of gluon saturation at low $x$, precision EW parameter measurements, or probing the properties of dense nuclear matter. The development of event generators will continue to play an essential role in all these endeavors.

One of the most important tasks of both high energy particle theory and nuclear theory is to extend the predictive power of event generators to higher formal precision and improve computational performance. The construction, validation and maintenance of event generators has traditionally been carried out by theorists and phenomenologists, who themselves have developed the underlying physics models that are implemented. The presence of such a model also sets traditional event generators apart from surrogate based Monte-Carlo methods, such as generative neural networks for event generation. While the information content of such surrogate models is limited by the fitted input data, conventional event generators can be used to simulate data sets at arbitrary statistical accuracy, and are therefore the most reliable means for hypothesis tests with controlled systematics, as required for precision experiments.

In this contribution to the Snowmass 2021 community study, we summarize the status of current event generators for various branches of high energy physics in Secs. 4, 5, 6, 7, and 8. We list areas of active development, highlight cross-cutting efforts that span several fields in Secs. 2 and 3, and comment on new efforts required for experimental success. We begin with a brief overview of the main areas covered in this document, and the associated physics goals.
1.1. High Energy Colliders

With an integrated luminosity of 3ab$^{-1}$ for each of the experiments ATLAS and CMS, the high-luminosity Large Hadron Collider (HL-LHC) will reach a precision on Higgs boson couplings in the 2-4% range, the $W$-boson mass will be measured to about 6 MeV precision, the top-quark mass will be determined with about 1 GeV accuracy, and the uncertainty on $\sin \theta_W$ is expected to be reduced by $\sim 10 - 25\%$ through global fits [2]. The production rate of two (three) electroweak gauge bosons is expected to be measured at between 6% (11%) and 10-40% (36%) for the channels with largest and smallest rates, respectively. With all those measurements combined, the Higgs sector of the Standard Model and the mechanism of electroweak symmetry breaking will be tested at an unprecedented accuracy. Most of the measurements rely on the precise modeling of complete particle-level events as well as their backgrounds with the aid of general-purpose event generators [3]. In various processes, Monte-Carlo modeling is the dominant uncertainty, despite calculations being performed at NLO precision in QCD [4]. Compared with hadron colliders, lepton colliders have the advantage of providing a clean experimental environment for both precision measurements and for new particle discovery. Recently, the breakthrough of muon beam cooling technology [5] paved a potential way to a multi-(tens of) TeV muon collider [6–8]. The experiment-specific developments needed for high-energy collider event generators in view of the HL-LHC and possible future experiments will be discussed in Sec. 4.

1.2. Neutrino Experiments

Current and future accelerator neutrino experiments will measure neutrino oscillation parameters with unprecedented accuracy. For example, the DUNE experiment is designed to measure the neutrino generation mixing angle $\sin^2 2\theta_{23}$ and mass splitting $\Delta m_{31}^2$ with resolutions better than 0.5%, measure the $CP$ violation phase at not worse than 18° precision, and determine the neutrino mass ordering, i.e., the question whether $\Delta m_{31}^2$ is positive or negative, with a significance well over 5$\sigma$ [9]. Similar considerations apply to the future Hyper-Kamiokande (HK) experiment [10]. Moreover, accelerator neutrino experiments provide excellent opportunities to search for beyond Standard Model physics due to intense beams and large detectors. The Short-Baseline Neutrino program [11] has in its core physics program the search for eV-scale sterile neutrinos and several new physics scenarios ranging from searches for dark matter produced in the beam to studies of novel neutrino interactions and beyond [12]. Besides accelerator experiments, neutrino observatories like IceCube [13] and ANTARES [14] detect atmospheric and astrophysical-source neutrinos with energies ranging from several GeV up to the PeV scale, in which deep inelastic scattering in the nucleus dominates the cross section. The nature of the interaction depends on neutrino flavor, to some extent, which can shed light on the production mechanism of cosmogenic neutrinos. High-precision event generators will be crucial for predicting both signal and background rates. According to the DUNE Conceptual Design Report [15], “uncertainties exceeding 1% for signal and 5% for backgrounds may result in substantial degradation of the sensitivity to CP violation and mass hierarchy.” In addition, searches for new physics could be greatly improved by using exclusive channels in which backgrounds are mitigated. However, simulating exclusive quantities, such as the number of outgoing protons or pions, presents a significant challenge due to a strong dependence on final-state interaction models and nonperturbative QCD effects. A detailed discussion on the needed improvements to obtain this sensitivity can be found in Sec. 5.
1.3. Electron-Ion Collider

In the further exploration of the Standard Model, a vital research area is the study of the strong interaction and understanding how the properties of nucleons and nuclei emerge from their constituents, quarks and gluons, and their dynamics. The U.S.-based Electron-Ion Collider (EIC) will support the exploration of nuclear matter over a wide range of center-of-mass energies, $\sqrt{s} = 20 - 140$ GeV, and ion species, using highly-polarized electrons to probe highly-polarized light ions and unpolarized heavy ions. The high instantaneous luminosity of up to $L = 10^{34}$ cm$^{-2}$s$^{-1}$ and the highly-polarized beams at this frontier particle accelerator facility will allow for the precision study of the nucleon and the nucleus at the scale of the sea quarks and gluons, over a broad kinematic range adapted to explore the relevant parton-level dynamics. The success of the EIC science program will depend on accurate and precise simulations of electron-ion collisions. Developing event generators for the EIC requires a close dialog between the diverse communities studying perturbative and non-perturbative QCD phenomena at various energies, to combine advances in general-purpose event generation driven by hadron colliders with advances in non-perturbative QCD. Details will be discussed in Sec. 6.

1.4. Forward Physics Facility

High energy collisions at the LHC produce an intense beam of highly energetic neutrinos, and possibly other undiscovered weakly interacting neutral particles, in the far forward direction. The FASER and SND@LHC experiments will take advantage of this unexplored flux of particles during the upcoming Run 3 of the LHC, while the FPF is a proposal to continue and expand this program during the HL-LHC era, for more details on the experiments see Sec. 3 of the FPF white paper [16]. The physics goals of these experiments include i) the search for decay or scattering signatures of new light particles as predicted by many models of BSM physics, ii) the study of neutrino interactions for all three flavors in the TeV energy range, and iii) the use of the neutrino fluxes as a probe of forward particle production with many implications for QCD and astro-particle physics. For this program to be successful, it is crucial to not only make accurate predictions of forward particle production and neutrino interactions at TeV energies, but also to quantify associated uncertainties. Many components of existing simulations do not allow uncertainty quantification and their improvement is therefore a crucial ingredient to achieve the physics goals. A detailed discussion on the generator related requirements can be found in Sec. 7.

1.5. Lepton Colliders

While the LHC, and its potential hadronic successors, may provide a deeper understanding of the nature of the Higgs boson, a future lepton-lepton collider or “Higgs-Factory” could provide unprecedented measurements of the electroweak nature of the SM. Indeed, the European Strategy update from 2020 advocated for the development and construction of a new lepton collider [17]. There are two types of lepton colliders being considered: a circular collider, which has a large luminosity capability but is limited to sub-TeV energies, or a linear collider, which can reach TeV energies but has limited luminosity. The physics goals include unprecedented tests of the Standard Model, in particular the model-independent measurement of Higgs couplings to mostly per-mil level and the measurement of the $W$ and top masses to 1-2 MeV and 20-70 MeV precision, respectively [18–25]. In addition, there is a rich physics program at B factories [26, 27]. While there is a wealth of theoretical experience from the LEP era, there are also challenges that are...
unique to these colliders, and even the specific facilities that are under consideration. Details will be discussed in Sec. 8.

2. PHYSICS COMPONENTS

The types of experiments discussed in Sec. 1 span a wide range of energies, beam particles, targets (collider vs. fixed target), temperature and chemical potential. Not surprisingly, an event generator employed for a given experimental configuration may require some dedicated physics models, while other parts can be similar or even identical to those used for other configurations. A particular strength of event generators derives from the factorization or assumed factorization of physics at different energy scales. This principle allows some physics models to be universal and often enables the modular assembly of (parts of) a generator from existing tools when targeting a new experiment. In this manner, previously gained knowledge and experience can be transferred, and a more comprehensive understanding of the physics models is made possible by allowing them to be tested against a wealth of data gathered in past and current experiments. These cross-cutting topics in event generation are highlighted in this section.

A shared feature of all experiments is the hard interaction, which probes the colliding beams or fixed targets at the shortest distance scales. This component of any reaction is the most interesting, since it is most susceptible to new physics effects. It is described in simulations using full quantum mechanical calculations, including interference, and typically at the highest order in perturbation theory that is practicable. Since measurements happen at much larger distance scales, the particles produced in hard interactions can radiate a substantial number of additional quanta before being detected. This radiation is implemented in quasi-classical cascade models, which are matched to the quantum mechanical calculation of the hard process to increase precision. Finally, if the active degrees of freedom at the hard scale are the asymptotically free quarks and gluons of the QCD Lagrangian, the transition to color-neutral hadrons must be accounted for, typically through phenomenological models inspired by the string effect or local parton hadron duality. Particles produced in this simulation chain may also undergo transport through nuclear matter. They may also still be unstable and decay on timescales that can in some cases be resolved by detectors.

In the following, we will discuss the above topics in more detail. In some cases, different solutions are needed for individual types of experimental facilities and research programs, and we will refer to the various dedicated sections of this report as needed.

2.1. Fixed-order perturbation theory

Perturbative calculations in the Standard Model and beyond are employed in event generators to model interactions at the highest energy scales. The computation of tree level cross sections can be performed fully automatically using a number of programs [28–32]. By fully automatic or automated, we mean an end-to-end calculation that does not require any intermediate manipulations by the user. A similar automation of next-to-leading order (NLO) calculations was enabled by the development of generic methods for the subtraction of infrared singularities [33–35], which allow the differential cross section to be written as a combination of two types of terms: (1) real-emission corrections, subtracted by local counterterms that cancel all infrared singularities in the matrix element and make the cross section finite in four dimensions, and (2) the combination of the Born result, virtual corrections and the integrated counterpart of the real subtraction terms, the sum of which is again finite in four dimensions. A third necessary component, the automated calculation of one-loop amplitudes, is now available using techniques based on generalized unitarity [36–41]. Some of the most challenging calculations at one-loop order in QCD [42–47] have been performed
with the help of generic frameworks for leading order calculations [28–32], making use of the fact that the infrared subtraction terms are tree-like, and that one-loop amplitudes can be computed independently. The separation of tree-like and one-loop components has also increased cross-talk and collaboration between different communities [48, 49]. Numerical stability as well as computational efficiency have become focus areas of development, in particular because the calculation of next-to-next-to-leading corrections requires the evaluation of the same matrix elements at very low resolution scales. Recursive techniques for one-loop calculations [50, 51] and on-the-fly reduction methods [52] have alleviated the efficiency problem, and numerical stability has been achieved through a multitude of developments [53–55]. For many important physics applications, analytic results for one-loop amplitudes still play an important role, due to reduced evaluation time and increased numerical stability [56]. Most higher-order calculations at hadron colliders have focused on the large QCD corrections. However, precision tests require fully-differential, fixed-order calculations at NLO in the electroweak theory. Such calculations are now fully automated as well [57–60]. For additional details see Sec. 4.1.

Over the last decade, fully-differential calculations at next-to-next-to-leading order (NNLO) in perturbative QCD have become more common [61–64]. This has been driven by the development of a number of approaches for handling infrared singularities at this order, ranging from local subtraction procedures [65–70] to non-local subtraction or slicing methods [71–75] and other more specialized techniques [76, 77]. Computations for a wide range of color-singlet processes are available publicly [78, 79], see subsections 4.1.3 and 4.1.4. However, more complex processes need dedicated calculations for which a freely-available code may not exist. The current state-of-the-art for NNLO corrections in QCD, primarily for LHC applications, is summarized in Table I. Much work remains to be done to reach the NNLO level of precision for more complicated processes and to meet future experimental needs. This includes the calculation of some two-loop amplitudes that are currently not available, as well as reaching the level of automation, in terms of overall assembly and ease of use, that has already been achieved at NLO. For a few select processes, $N^3$LO precision has been achieved [80–82]; an appraisal of the prospects for reaching this level of precision more broadly is given in Ref. [83].

The application of this technology to high-energy colliders will be discussed in Sec. 4. This includes a discussion of the state-of-the-art tools available for providing fully-fledged differential predictions at NNLO and beyond in Sec. 4.1. This section also covers tools that are more generally applicable, ones that can provide one- and two-loop matrix elements for any scattering process, since many of these have been developed as a direct response to LHC needs. The matching between fixed-order calculations and particle-level simulations poses a separate challenge, which will be discussed in detail in Sec. 4.3.

At high luminosity lepton colliders with $\mathcal{O}(10^{-5})$ precision targets, such as the TeraZ option at FCC-ee, it will be necessary to compute Standard Model predictions for electroweak precision observables to high orders in perturbation theory. The electroweak corrections would need to be included at least up to second order. Additionally, QED corrections will also be sizable, and would be required up to fourth order [166]. For such experiments it is therefore important to have a consistent and practically feasible scheme for combining electroweak and QED corrections calculated to different orders, without violating gauge invariance and infrared cancellations. Such a scheme is introduced in Sec. 8.3. It should also be noted that, in contrast to most QCD calculations, QED calculations require finite fermion masses. Since QED with massive fermions has only soft singularities, this leads to a tremendous simplification of the infrared structure. However, the presence of fermion masses introduces additional scales that complicate the calculation of virtual amplitudes, so that many two-loop results cannot be obtained analytically. Moreover, the presence of small but non-vanishing masses also presents numerical challenges in evaluating higher-order corrections. These issues, together with tools for the computation of hard processes at lepton
colliders, are discussed in Sec. 8.

### 2.2. QCD factorization and parton evolution

Calculations in the Standard Model depend crucially on factorization theorems. In general terms, these theorems allow cross sections or other observables to be separated into a short-distance component, such as parton-level scattering matrix elements that can be calculated in perturbation theory, and long-distance components, such as the parton distribution functions (PDFs) or fragmentation functions. In the case of hadronic collisions, these factorization theorems assume the schematic form [167–169]

\[
\sigma[J] \approx \sum_{a,b} \int dx_a \int dx_b \ f_{a/A}(x_a, \mu^2_J) f_{b/B}(x_b, \mu^2_J) \tilde{\sigma}[J],
\]

(1)

wherein \( J \) is the observable of interest, and \( \tilde{\sigma}[J] \) is the partonic cross section, which can be evaluated to a given level of theoretical accuracy in fixed-order perturbative theory. Similar formulae can be written for lepton-hadron or lepton-lepton collisions. The quantities \( f_{a/A}(x_a, \mu^2_J) \) and \( f_{b/B}(x_b, \mu^2_J) \) in Eq. (1) are the \textit{collinear unpolarized} PDFs, which depend upon the fractional momentum, \( x_a \) and \( x_b \) of hadrons \( A \) and \( B \), carried by partons of flavor \( a \) and \( b \), respectively. They quantify long-distance correlations between partonic currents in the interacting hadron by providing the probability distribution for a parton of given flavor with the specified fractional momentum. Similar expressions for PDFs can be provided for different hadrons or the photon, and can be defined depending on the spin of the struck hadron, or for tensor distributions. Beyond these collinear quantities, various unintegrated distributions can also be defined, including transverse-momentum dependent (TMD) distributions [170–172]. In general, the formal structure of factorization theorems like Eq. (1) becomes more complicated as one introduces transverse-momentum dependence or moves toward less-inclusive observables. This topic will be discussed in more detail in Sec. 6. At the same time, it can be challenging to understand the kinematic boundaries within which factorization can be considered reliable for more inclusive quantities typified by Eq. (1) or, e.g., similar expressions for DIS structure functions. Dissecting these factorization limits and regions of validity remains an important topic of research in QCD, along with efforts to establish factorization for novel observables involving the strong interaction. This nontrivial interplay between formal QCD and potential measurements at hadron, lepton, and DIS colliders must be bridged by event generators.
2.2.1. Parton evolution

In the framework of collinear factorization, the PDFs obey evolution equations that determine their dependence on the scale $\mu_J$ at fixed momentum fraction $x [173–176]:$

$$\frac{dx f_{a/A}(x, \mu_J^2)}{d \ln \mu_J^2} = \sum_{b=q,g} \int_0^1 d\tau \int_0^1 dz \frac{\alpha_s}{2\pi} [z P_{ab}(z)]_+ \tau f_{b/A}(\tau, \mu_J^2) \delta(x - \tau z).$$

In this expression, $P_{ab}(z)$ are unregularized splitting functions for the parton transition $a \rightarrow b$, which depend on the momentum fraction $z$, and potentially on other variables in the process. The evolution of the PDFs is constrained by momentum sum rules, which is reflected by the plus distribution indicated by $[\ldots]_+$. Evolution equations structurally similar to Eq. (2) are solved by Monte-Carlo event generators using appropriate algorithms that are known as parton showers [177–180] and dipole showers [181, 182]. They provide an event by event interpretation of the evolution in terms of final-state particles. Their precise implementation is often adapted to the physics problem at hand, and we will therefore discuss focus areas of current and future development separately in Secs. 4.2 and 6.

The PDFs that appear in Eqs. (1) and Eq. (2) are non-perturbative inputs that are extracted phenomenologically from global analyses of high-energy data [183]. These extractions are typically carried out at a specific fixed order in $\alpha_s$ and with a variety of nontrivial choices, such as the scheme to handle heavy-quark flavors, mass thresholds, and the inclusion or neglect of higher-order electroweak corrections. As such, the use of a particular family of PDFs in a given generator framework entails a number of subtleties in both the formal and statistical consistency of various theoretical, model-based, or methodological choices from which the PDFs were derived [183]. Similar objects to the PDFs are the fragmentation functions needed for precision predictions of processes involving final-state hadrons. The implementation of fragmentation in event generators is discussed in Sec. 2.4.

This latter issue relates to a general aspect of modern event generators: achieving maximum consistency among parallel nonperturbative physics inputs. The challenge of realizing such consistency may be illustrated through attempts to describe e.g., single-inclusive hadroproduction in lepton-hadron or hadron-hadron collisions — processes that generally require simultaneous knowledge of both the PDFs of the colliding hadron(s) as well as the fragmentation functions associated with the final-state hadrons. While it is in principle possible to simultaneously extract both quantities in a combined analysis [183], in practice single-inclusive hadroproduction data might be used to constrain nucleon PDFs in the presence of an assumed, frozen set of fragmentation functions. Such evaluations may potentially result in systematic uncertainties or biases in the resulting PDF extraction that can be difficult to control, and place a significant emphasis on comprehensive uncertainty quantification across nonperturbative quantities appearing in generators. Similar considerations apply to neutrino generators, which consist of a complicated interplay of theoretical models dependent on the neutrino energy $E_\nu$. In this context, contributions from DIS become sizable in the few-GeV region and ultimately dominate at higher energies. At present, a detailed understanding of possible correlations among models used to describe DIS contributions to the $\nu A$ cross section and, e.g., resonance or hadronization models, is something that must be developed further for higher precision in neutrino event generation. These issues are discussed in greater detail in Secs. 5.2.3, 5.2.4, and 5.2.6. In addition, we point out that improvements to the PDFs will be a central feature of the EIC program discussed in Sec. 6.
2.2.2. Photoproduction

An effect that is particularly important for lepton-lepton and lepton-hadron collisions is the exchange of a low-virtuality photon that fluctuates into a hadronic state with partonic content. Such photons are called resolved. This partonic structure of photons can be described with PDFs that are derived in a similar fashion as for any other hadron. Most of the available data come from LEP experiments, where the structure of low-virtuality photons that emerge from a lepton beam is probed with a high-virtuality photon from the other lepton beam. Additional data are available from the lepton-hadron collisions at HERA that provide further constraints on the gluon content of a photon [184]. An important difference between resolved photons and ordinary hadrons is that a low-virtuality photon may split into a quark-antiquark pair perturbatively, which adds an extra term to the DGLAP equation beyond the hadron-like, non-perturbative, input. Therefore the photon structure can be separated into a hadron-like part, often modeled with the vector-meson-dominance (VMD) model [185–187], and a point-like (anomalous) part that can be calculated perturbatively. In the general-purpose event generators, the flux of incoming photons is usually described with the equivalent photon approximation (EPA), but the treatment of the different components varies. In PYTHIA 8 [188] the point-like structure is included only after hard-process generation by ISR, which may collapse the photon back to an unresolved state, whereas in PYTHIA 6 [189] the different components were separately generated from the beginning [190, 191]. SHERPA also has an implementation of photoproduction [192]. In addition to photoproduction in lepton-hadron colliders, these frameworks can be applied to ultra-peripheral collisions of protons and heavy nuclei, which has been a recent area of interest for different LHC experiments [193–195]. The current Monte-Carlo implementations are all based on parton-level matrix elements evaluated at Born level. While this framework has been sufficient to adequately model events at LEP and HERA, the anticipated increased accuracy of future lepton colliders or the planned EIC necessitates significant improvements. At a minimum, it will be important to implement the well-proven higher-order matching and multi-jet-merging algorithms and include them for photo-production events. In addition, it will become mandatory to better understand the transition from electro- to photo-production, often trivially connected to different sizes of the photon virtuality (with electro-production associated with the regime of large $Q^2$, while photo-production is connected to quasi-real photons, with $Q^2 \approx 0$). It will be interesting to differentiate these two regimes in a more robust way, with the help of relevant observable quantities. Another future avenue is to further develop the non-perturbative side of event generation using an MPI model, discussed in the following section, and to allow realistic simulations of photon-nucleus interactions relevant for the EIC (see Sec. 6) and ultra-peripheral heavy-ion collisions at the LHC (see Sec. 2.6).

2.2.3. Factorization breaking effects

Using factorization to compute hard scattering cross sections for composite beam particles like protons and resolved photons does not account for the possibility that the beam remnants may also interact. These interactions can occur at scales that are not too dissimilar from the ones in the primary, hard scattering. Secondary interactions are commonly modeled under the assumption that the non-diffractive cross section is saturated by the hard, perturbative cross section, thus leading to multiple, independent hard scattering events [196].

Semi-hard multiple scatterings are modeled as basic partonic QCD processes with a small minimum transverse momentum $p_{\perp}^{\text{min}}$, that are evolved with parton showers quite similar to the hard process, albeit with modified parton distribution functions that keep track of the extraction of previous partons from the incoming hadrons. The average number of scatterings depends on $p_{\perp}^{\text{min}}$ and
the spatial distribution of partons inside the proton that is characterized by a typical transverse radius of the partons. In PYTHIA [196] and SHERPA [197], the semi-hard scatterings are damped towards smaller \( p_\perp \) by a saturation of \( \alpha_s \) towards low scales. In HERWIG [198, 199], scatterings with transverse momentum below \( p_\perp^{\min} \) are modeled via additional soft partonic interactions that follow the principles of phenomenological strong particle production, and additional partons are distributed uniformly in rapidity and with a strongly limited transverse momentum resulting in additional soft activity in the final state [200].

2.3. QED radiative corrections

Radiative corrections play an important role in calculations involving charged leptons (particularly electrons) as well as other light, charged particles. These corrections can be estimated to all orders in the electromagnetic coupling using the soft photon approximation. Generic frameworks to resum soft photon effects and to match them to higher-order QED calculations are of great importance for precision measurements in most high-energy physics experiments. In addition, at high luminosity lepton colliders, the energy of the scattering leptons is dispersed due to collective effects in the interaction of the colliding bunches, as well as the distortion of bunch shapes during acceleration and beam transport. The latter issue and those related to QED initial-state radiation will be discussed in Sec. 8.1. QED initial-state radiation is also addressed in a separate Snowmass white paper [201]. Here, the focus is on QED radiation in particle decays, which is implemented in event generators in a fairly uniform fashion.

2.3.1. QED showers

The simplest way to include QED radiative corrections is to implement a parton shower. The defining approximation of the all-orders decay rate \( d\Gamma \) in terms of a given leading order decay rate \( d\Gamma_0 \) is given as a solution of the DGLAP equation, Eq. (2) as

\[
d\Gamma^{\text{QEDPS}} = d\Gamma_0 \left\{ 1 + \sum_{c=1}^{n_{\text{ch}}} \sum_{n_\gamma} \frac{(\alpha L_c)^{n_\gamma}}{n_\gamma!} \left[ \prod_{i=1}^{n_\gamma} x_i^c \right] P_{\text{cut}}(x_1^c) \otimes \ldots \otimes P_{\text{cut}}(x_{n_\gamma}^c) \right\}
\]

where the radiative part is summed over all \( n_{\text{ch}} \) charged particles. \( L_c \) is the logarithm of the ratio of the decaying particle’s mass over the mass of the charged particle \( c \), and \( x_c = \prod x_i^c \) is its retained energy fraction after the radiation of \( n_\gamma \) photons. The phase space distribution of these photons is described by the Altarelli-Parisi splitting functions, \( P_{\text{cut}} \), (cf. Eq. (2)) in the presence of an infrared cut-off \( \epsilon_{\text{cut}} \), modified by suitable weights to recover the correct soft-photon limit and implement exact higher-order corrections, and iterated over all \( n_\gamma \) emitted photons. QED showers have been implemented in HERWIG [202], PHOTOS [203–206], SHERPA [207] and VINCIA [208, 209]. The VINCIA implementation has the unique feature that it also correctly captures the multipole structure of soft photon emissions.

2.3.2. Soft photon resummation

A robust method to resum the effects of real and virtual photons in the soft limit and to all orders was developed by Yennie, Frautschi, and Suura (YFS) [210]. A key feature of the technique is that it can be systematically improved by including exact, fixed-order expressions.
The total cross section for the production of a configuration of charged particles with momenta $q_{\text{out}}$ in the final state, $d\Phi_Q$, including all higher-order corrections, is given by a summation over all real and virtual photons, $n_\gamma$ and $n_{V\gamma}$, with respect to its leading order configuration,

$$d\sigma = \sum_{n_\gamma=0}^{\infty} \frac{1}{n_\gamma!} d\Phi_Q \left[ \prod_{i=1}^{n_\gamma} d\Phi_i^\gamma \right] (2\pi)^4 \delta^4 \left( \sum_{\text{in}} q_{\text{in}} - \sum_{\text{out}} q_{\text{out}} - \sum_{i=1}^{n_\gamma} k_i \right) \left| \sum_{n_{V\gamma}=0}^{\infty} M_{n_\gamma + \frac{1}{2} n_{V\gamma}} \right|^2.$$ \hspace{1cm} (4)

Here, $d\Phi_i^\gamma$ is the phase space element of photon $i$ with momentum $k_i$. In this notation for the matrix element $M$, the Born level contribution is defined as $M_0^0$, while the matrix element $M_\gamma^p$ refers to the Born process plus $n_\gamma$ real photons evaluated at an overall power $p$ in the electromagnetic coupling $\alpha$. In principle, this expression includes photon emissions to all orders, but in practice only the first few terms in the perturbative series can be computed. Following the YFS approach, the total cross section can be reformulated in such a way that the infrared divergences are resummed to all orders. This leads to the expression

$$d\sigma = \sum_{n_\gamma=0}^{\infty} \frac{e^Y(\Omega)}{n_\gamma!} d\Phi_Q \left[ \prod_{i=1}^{n_\gamma} d\Phi_i^\gamma \tilde{S}(k_i) \right] \left( \tilde{\beta}_0 + \sum_{j=1}^{n_\gamma} \tilde{\beta}_1(k_j) \tilde{S}(k_j) + \sum_{j,k=1}^{n_\gamma} \tilde{\beta}_2(k_j,k_k) \tilde{S}(k_j) \tilde{S}(k_k) + \cdots \right), \hspace{1cm} (5)$$

where $Y(\Omega)$ is the YFS form factor. The form factor contains contributions from real and virtual photons inside the soft domain $\Omega$, summed to infinite order and can be computed using a dipole decomposition. $\tilde{S}(k)$ is the soft YFS eikonal associated with the emission of real photons and can also be decomposed into dipoles. The remaining terms inside the brackets are the infrared finite residuals $\tilde{\beta}_{n_\gamma}$, comprising infrared subtracted squared matrix elements with $n_\gamma$ real photons. They can be systematically calculated order-by-order in perturbation theory.

The YFS approach to QED radiation was championed by the LEP era Monte Carlo (MC) tools such as KKMC [211], which focused on $e^+e^- \rightarrow ff$, and KORALW/YFSWW [212], used to generate $e^+e^- \rightarrow W^+W^-$ (see Sec. 8.3). For hadron colliders, an implementation of the YFS formalism for the decay of massive resonances decaying into leptons has been implemented in the purpose-built WINHAC/ZINHAC [213] and KKMC-hh [214] generators as well as the multi-purpose event generators HERWIG [215] and SHERPA [216, 217].

### 2.4. Hadronization models

One of the biggest strengths of event generators is that they model the transition from partons to observable hadrons, a dynamic process at the boundary between perturbative and non-perturbative QCD. Currently, this process cannot be described in any other approach. Due to a lack of first-principles calculations, event generators employ models inspired by preconfinement [218, 219] and local parton hadron duality [220, 221], the string effect [222, 223], or KNO scaling [224]. While these are not ab initio calculations, the string [225, 226] and cluster [227–229] models encapsulate much of the dynamics of QCD, and yield reliable predictions over a wide range of energies. The extension and refinement of hadronization models is a topic of highest practical relevance. It has a direct bearing for example on the determination of the strong coupling from event shapes at lepton colliders, and it impacts the modeling of energy flow and flavor composition of hadronic final states in experiments, which in turn determines the detector response. For a discussion on low energy models important to neutrino physics see Sec. 5.2.7.
2.4.1. The Lund string model

The basic assumption in the string approach is that a linear confinement potential between a color charge and its anticharge can be approximated by a color flux tube, or string, stretched from one to the other [223]. In the aftermath of a collision, if a string is connecting a receding quark $q_0$ and antiquark $\overline{q}_0$ pair, the initial kinetic energy is converted into potential energy as the string is stretched out. The stored energy can be used to produce new quark–antiquark pairs $q_i\overline{q}_i$ that break the string by screening the endpoint colors. This can lead to a sequence $q_0\overline{q}_1 - q_1\overline{q}_2 - \ldots - q_n\overline{q}_0$ of mesons. The breaks occur with (wide) fluctuations around a hyperbola of constant invariant time. Since the breaks are causally disconnected, the fragmentation process can be considered in any order, and most conveniently from the ends inwards. At each step, a fraction of remaining lightcone momentum is removed from the string and transferred to the hadron according to a probabilistic fragmentation function. This predicts a flat rapidity distribution of produced particles, except near the endpoints.

The evolution described so far produces hadrons only along the string axis. A quantum mechanical tunneling process is required to produce quarks with a non-vanishing transverse momentum, which leads to a suppression of heavier flavors and larger transverse momenta. Baryon production can be introduced in a straightforward fashion as a string break where an antidiquark–diquark pair is produced instead of a $q\overline{q}$ one. In a more sophisticated variant, referred to as the “popcorn” model, a $q\overline{q}$ pair carrying a different color than the endpoints results in a net attraction of quark to quark and antiquark to antiquark, such that a field remains between them (recall the simple rule that red + green = antiblue). In this field, one or more $q\overline{q}$ pairs can be produced, such that the baryon and antibaryon do not have to be nearest neighbors, but can be separated by a meson. The latter approach provided a sufficient description of LEP data, but has required extensions to describe LHC data.

The central addition of the Lund string model is to introduce gluons as kinks on a string stretched between its two endpoints, as comes naturally in a leading-color picture of QCD [230]. The kinked string can break along its length, and notably produce a leading gluon-jet hadron that contains the gluon and pieces of string on both sides of it (This is quite unlike the simpler handling of gluons in cluster models). While several parameters are needed to describe the fragmentation of the simple $q\overline{q}$ string, no further ones need to be introduced to include gluons.

The string picture lends itself to several other phenomenological implications. The multiparton interactions (MPI) mechanism of hadronic collisions [196] can lead to complicated string topologies, where strings overlap in space–time, given that they have hadron-scale transverse sizes. The overlap can lead to a number of collective effects. Color reconnection is a broad topic (see Sec. 2.5.1), but at a minimum it implies that the field between the many color charges is rearranged so as to reduce the total string length being drawn out.

One possibility that goes further is the formation of color ropes, where several strings merge into one field of a higher color representation [231]. The larger string tension in ropes reduces the tunneling suppression, and thereby enhances strange baryon production. This mechanism offers a good description of the ALICE observation of an enhanced strange baryon production in high-multiplicity events [232], i.e. where rope formation is more likely. An increased string tension could also be motivated by close-packing of separate strings [233].

Another possibility is junction formation. A junction topology can be represented by a Y-shaped string configuration, where each string piece stretches out to a quark, but the baryon number is carried by the central junction in a topological sense. Two long parallel strings can collapse to one in the central region (red + green = antiblue again), with a junction and an anti-junction near each common end [234]. This increases the rate of strange baryon production. Interestingly, it also explains the unexpectedly large $\Lambda_c/D$ ratio observed by ALICE [235], notably at small transverse
momenta and at high multiplicities.

The close-packing of strings could also lead to a repulsive force between them known as a shove [236]. This can give rise to collective flow, notably in heavy-ion collisions (see Sec. 2.6.2).

While string fragmentation usually is formulated in energy–momentum space, the linear nature of the string potential allows a translation into a space–time picture, where notably the primary hadron production vertices are defined [237]. This can then be used as the starting point for modeling hadronic rescattering [238], another mechanism for collective flow.

The multiple scattering framework (see Sec. 2.2.3) implies that several strings can be pulled out to the beam remnants of a hadronic collision. Color reconnection can partly reduce this number. In the simple example of a gluon taken out of a proton by a collision, the color octet remnant can be split into a diquark and a quark, each with a string stretched towards the central part of the event. It is then assumed that the diquark takes most of the total remnant energy. However, comparing with LHCf data [239, 240], the full framework does not give hard enough neutrons, while pions are too hard. Modifications have been implemented within the FPF studies [16, 241], where the popcorn mechanism is not allowed to act on a remnant diquark, and this shifts results in the right direction.

Charm and bottom quarks are expected only to appear at the ends of strings, since they are too heavy for any appreciable tunneling rate. More of their energy is taken to form the leading heavy hadron than in a light-quark jet. Interestingly, and often overlooked, the hadron can even have a larger energy than the original quark. A typical example where this may happen is when the heavy quark is attached via a string to a beam remnant ahead of it, and so is pulled forwards by the string rather than backwards. This was observed in the 1990s in fixed-target experiments, with large flavor/antiflavor asymmetries, a behavior that is consistent with the string model [242].

The string framework is intended to be applicable without modification over a wide energy range, with a nontrivial energy dependence coming out of the preceding perturbative processes, such as MPIs and parton showers. It cannot be used at very low energies, where exclusive processes become important. However, at least an approximate description from almost threshold energies up to FCC ones has been developed for a range of hadron–hadron collisions, for use in the description of hadronic cascades such as from cosmic ray interactions in the atmosphere [243].

There are also on-going hadronization studies related to heavy ion collisions [244], photon-induced physics [245], the formation of molecular states [246], and the EIC program (see Sec. 6).

In summary, while the basic ingredients of the string framework in PYTHIA [189, 247] are 40+ years old, several new extensions to it have been introduced in recent years. What is sorely needed is a synthesis of them, e.g. in terms of a new global tune.

2.4.2. The Cluster model

While string hadronization models in general and the Lund model in particular build on linear confinement and the idea of practically one-dimensional QCD flux tubes, local parton-hadron duality (LPHD) [220] and, in particular, preconfinement [218] have been the guiding principles underpinning the development of cluster hadronization models in [227, 228, 248, 249] and in [177, 229].

The ideas and algorithms of the latter have been implemented and refined in the HERWIG event generator [250, 251], and, later, in a modified version, in SHERPA [252]. The underlying idea is that hadronization progresses along the lines of the formation and subsequent decay of clusters, i.e. color-neutral states that can be interpreted as resonances of hadrons with a continuous mass spectrum. These clusters are formed from pairs of quarks and anti-quarks in color-singlet states, and, similar to string models, baryonic quantum numbers are carried by diquarks replacing quarks.
In the following, quarks and diquarks will be collectively denoted as “flavors”.

In a first step of cluster hadronization, all gluons at the end of the parton shower are split into flavor–anti-flavor pairs; the underlying large-$N_c$ formulation of the parton showers guarantee that color-singlets can be unambiguously defined and formed. The HERWIG and SHERPA realizations differ in this step: HERWIG assumes gluons to have a (non-perturbative) mass of around 1 GeV to facilitate their splitting into flavor pairs, which in turn implies a restriction on the flavors that can be produced due to their associated constituent masses, usually constrained to light quark pairs ($u$, $d$, and $s$). In contrast, SHERPA keeps gluons massless and ensures momentum conservation in the gluon splitting process by including the recoil of one of the color-connected spectators. The invariant mass of the gluon-spectator pair, in turn, places dynamic limits on the produced masses and resulting flavors; as a consequence, baryonic quantum numbers, i.e. diquarks, can be produced already in the cluster formation step. To some degree, this could be interpreted as the localized cluster hadronization version of the popcorn mechanism in string models.

The resulting clusters populate a continuous mass spectrum that depends mainly on the infrared cut-off of the parton shower. A flavor-dependent mass threshold, defined by the sum of the heaviest hadrons or hadron pairs available for the flavors constituting the cluster, determines whether clusters further decay into secondary clusters or if they transit or decay into hadrons. If clusters are heavier than this threshold, they decay into clusters by producing a new flavor–anti-flavor pair and arranging the four flavors into two clusters, $[f_0 f_1] \rightarrow [f_0 f_2] + [f_2 f_1]$. In HERWIG, the kinematics and properties of the new clusters are determined by selecting their masses according to a probability distribution and fixing their orientation. In SHERPA, the cluster fission is handled by fixing the kinematics of the four flavors with some “cluster fragmentation functions” and reconstructing the secondary cluster masses from it.

If clusters are light, that is, if their mass is below the flavor-dependent threshold, they will transit directly to hadrons with the same flavor numbers or they will decay into pairs of hadrons. In SHERPA, both options – transit to single hadrons with assigning momentum transfer to other clusters or hadrons and decays into hadron pairs – are enabled. In HERWIG, the decay into hadrons pairs is the preferred route, while light clusters only transit to single hadrons in exceptional cases. In both models, a cluster with flavors $f_0 f_1$ splits into two hadrons by “popping” a new flavor pair $f_2 f_2$; the hadron flavors are selected probabilistically, taking into account kinematics, the flavor wave functions of the hadrons $(f_0 f_2)$ and $(f_2 f_1)$, and the popping probabilities of $f_2$. In HERWIG, diquarks appear at this stage. In original versions of cluster hadronization models and in the current HERWIG model, the clusters are assumed to decay isotropically into hadrons. In SHERPA, this assumption has been abandoned in favor of a more anisotropic treatment.

The clusters that emerge from MPIs are in general predicted to be too heavy, since they can originate from color-connected partons not necessarily close in momentum space. In this case, color reconnection models can be used to restore a color preconfined state, resulting in smaller invariant cluster masses. In HERWIG, a model for color reconnection was introduced in [253] and extended to include more complex cluster topologies in [254]. The models for color reconnection have been tuned to underlying event (UE) and minimum bias (MB) data and offer a good description of the observed enhancement of strange-baryon production in [232]. The cluster hadronization model of HERWIG has been further extended to include a space-time description of color reconnection in [255].

Many aspects of cluster models deserve further scrutiny including a detailed comparison between its two main implementations in HERWIG and SHERPA. In view of upcoming experiments, such as the neutrino experiments, EIC and the forward physics facilities, it will also be important to revisit questions related to the kinematics of beam fragmentation in the very forward direction. In addition, it will be interesting to see how ideas of color reconnections, Bose-Einstein correlations, or analogies to the “rope” effects described in the previous section can be incorporated into cluster
2.5. Final-state interactions

In the standard factorization approach to computing hard scattering cross sections for composite beam particles, like protons and resolved photons, the possibility that the beam remnants may also interact and that final-state particles may re-interact is not considered. In this section we discuss, some aspects of simulating these effects.

2.5.1. Color Reconnection

The color structure of the partons that enter the hadronization process is only partially determined within a single scattering. In the parton shower, the color structure is usually approximated in the improved leading color limit. The same is true for semi-hard scattering events. The color in soft scatterings is distributed based on phenomenological models. Improving the color structure of parton showers beyond the leading color approximation is an area of active research (cf. Sec. 4.2.2). However, the overall color structure of a hadronic scattering process is poorly understood. One may approach this from different directions. On the perturbative side it is possible to consider at least double parton scattering to tie together two individual hard scatterings. It is also possible to formulate an evolution of a partonic final state in color space, based on soft gluons [256] and make a phenomenological connection to a full partonic event.

The most widely used approach to correlate the whole partonic final state is based on the idea of color pre-confinement [218] and modeled entirely phenomenologically as color reconnection [253, 257–260]. Color pre-confinement means that all partons that are close to each other in momentum space will most likely also be close in color space, i.e. the color lines spanned mostly between pairs of quarks and anti-quarks should have a somewhat minimal length. Hence, the basis for a color reconnection model is some measure of color length that can be a distance in momentum space [253] or even in space-time [255]. A color reconnection model then interchanges color lines such that this color length is minimized or at least reduced substantially. The shortening of color lines results in less hadrons from the hadronization that share the same initial transverse energy from the partons, resulting in fewer and harder hadrons being produced. This effect plays an important role in particle production. Indeed, the first application to hadronic collisions was to explain the rising trend of $\langle p_T \rangle (n_{\text{charged}})$ [196], and this remains one of the most compelling pieces of evidence. The LEP collaborations also observed color reconnection in $W^+W^- \rightarrow q\bar{q}gq\bar{q}$ events [261], consistent with predictions [257]. More recently, enhanced baryon production by junction reconnection could explain the large observed charm baryon fraction, see Sec. 2.4.1.

2.5.2. Hadronic transport models

The description of hadronic interactions at lower energies has a long history with a large variety of models and Monte Carlo programs [262]. These models describe low energy interactions via the excitation of resonances. Some programs implement the excitation of strings for the description of interactions above the few GeV region with custom models (e.g. UrQMD [263]) or rely entirely on PYTHIA (e.g. GiBUU [264]). Recently, it has been shown that this description can model even neutrino interactions on nuclei in the TeV region for the FPF [265] (see Sec. 7.4 for details). All of these prescriptions separate the final hadrons into two classes, ‘leading’ and ‘non-leading’. Traditionally, the distinction of the hadrons is mostly done on a phenomenological level by just
selecting the hadrons with largest momenta. Recently, a procedure was presented to extract the information about the string fragmentation from PYTHIA directly from the event simulation [266]. Here, the ‘leading’ hadrons are those that have a parton connected to the hard interaction, while the non-leading ones stem from the string breakings. Comparisons with data suggest a reduction of the interaction cross section of the non-leading hadrons. This can be accomplished by introducing a ‘formation time’ for all hadrons, and also a non-vanishing ‘production time’ for the non-leading hadrons. The interaction cross section of hadrons is often set to zero until the production time elapses. However, there exist different assumptions about the time evolution between the production time and the formation time. After the formation time, hadrons interact with their full hadronic vacuum cross section with the surrounding medium. In [266], these times were extracted from the string decay for every single particle in every single event, contrary to the usual choice of setting these as some external average parameters.

Data from the EMC experiments at CERN and the HERMES experiment at DESY [267] together tested this model under different assumptions for the time dependence of the interaction cross section. The result is that only a linear increase of the interaction cross section of hadrons during the hadronization is compatible with the data [268, 269], in full accordance with quantum diffusion models [270, 271]. In contrast, the usual prescription of setting the cross section to zero is inconsistent with data. Describing the hadronic interactions in a multi-coupled-channel transport model, such as GiBUU, includes the absorption and the production of different species during the evolution of the interaction. While the description of multi-differential experimental data from the HERMES and the CLAS collaboration are achieved without any further assumptions, models just based on absorption or on partonic energy loss fail to describe this data.

While experiments such as CLAS with 5 GeV or 12 GeV beam energies show less sensitivity to these kind of issues [268] (the corresponding Lorentz factor is smaller and thus most of the hadronization happens inside the nucleus), the EIC will probe the very early phase of the time evolution of the interaction.

2.5.3. Hadronic rescattering in PYTHIA

After hadrons are produced in the hadronization process (see Sec. 2.4), it is possible for them to undergo secondary collisions. A detailed discussion of how this is implemented in PYTHIA in the context of pp [238] and heavy ion collisions [272] can be found elsewhere. Here, we provide a brief overview of the current phenomenological approach. The key to modeling such phenomenon is to understand the space-time structure of the hadronization process. This can be studied naturally in the context of the Lund string model [237]. In the PYTHIA implementation, it is assumed that the hadron-hadron interaction probability depends on the impact parameter \( b \) and the total cross section \( \sigma_{\text{tot}} \), which, in turn, depends on the collision center-of-mass energy \( \sqrt{s} \) and the specific hadron species. The functional form is taken to be either a Gaussian or a disk (theta-function) model. The effects of rescattering are implemented by first cataloging which hadron pairs could interact. These pairs are then time-ordered and the earliest interaction in the list is considered. A collision is simulated, with probabilities proportional to the partial cross sections for each process. The newly produced hadrons are then tested for interactions and placed in the time-ordered list. The process continues until there are no more potential rescatterings.

Short-lived hadrons can also decay during the rescattering phase. To model this, the decay times of those hadrons are recorded in the list together with rescattering interaction times, and the decay occurs when it is chosen if it has not already rescattered.

Including rescattering has a few consequences for the properties of events. First, the charged
particle multiplicity increases, since only processes with two incoming hadrons are allowed, but inelastic processes can produce more than two outgoing ones. Similarly, hadron composition will change. Baryon number in particular is reduced in rescattering through annihilation processes. For example, \( pp \rightarrow \pi \pi \pi \) is possible, but not the reverse process. Also, resonant processes such as \( \pi K \rightarrow K^* \) are possible. A particular consequence of the increased multiplicity is that hadrons will on average have lower \( p_T \). On the other hand, protons move slower than pions with similar \( p_T \) and are pushed from behind.

Obviously, models like this are fairly simplistic, but the effects they describe are expected to be present and cannot currently be explored in any other way. Finally, what is discussed here for hadrons can also be applied to partonic interactions [273].

2.6. Heavy Ions

Ultradegenerate heavy ion (HI) collisions at RHIC and the LHC provide an extreme laboratory to study multiple parton interactions. This subsection provides a brief review of Monte Carlo event generators within this field, with a focus on the overlap areas between high energy HI and high energy pp collisions. Traditionally, the HI collider physics community has not developed event generators coherently with the HEP community. One reason for this is that there are several differences between HI generators and generators for pp collisions, some of which are technical and other are due to different foci in the physics questions being asked, and the nature of the corresponding observables being studied.

The nature of the observables being studied with HI collisions differs from pp in several ways. The main assumption is the creation of a deconfined Quark–Gluon Plasma (QGP), and the main purpose of measurements is to probe this state of matter, to understand how it is formed, how it evolves and how it affects the measurements.

Technically, the main difference lies in how the generation of events is organized. For small collision systems, generators typically start with a high-scale subprocess, and dress up the event by secondary processes with ever decreasing scales. In contrast HI generators typically start with an initial-state model, often to build the QGP, and then proceed in a time-ordered fashion, applying one or several different models or calculations in succession. The models used often depend on the observable in question, with different approaches for cold nuclear effects (nuclear shadowing, total multiplicities, scaling relations), soft collective effects (flow, femtoscopy, strangeness abundances, soft heavy flavor) and jet quenching effects (nuclear modification factors, jet broadening, jet softening), see the reviews in [274–277] for a summary from RHIC. For LHC experiments, see [278], as reviews from experimental collaborations are still work in progress. In many cases, the theoretical predictions are only available analytically or in special purpose simulation programs that cannot be directly compared to the measured particles in the detector. Therefore, the HI experiments normally do not unfold their data to particle level as is usually done for pp collisions. The remainder of this subsection is organized according to the aforementioned time-evolution picture, where various aspects of initial-state modeling is discussed in Sec. 2.6.1, soft collective effects in Sec. 2.6.2 and jet quenching in Sec. 2.6.3. Finally in Sec. 2.6.4, the differences in event generation approaches in the heavy ion community are discussed.

2.6.1. Initial-state modeling

A simple initial-state model is that of Glauber [279] (see also the review [280]), which in spite of its simplicity, does well in establishing basic scaling relations and provides a rough geometrical picture of heavy ion collisions on an event–by–event basis. In its simplest form, a Glauber model
is a pure geometrical picture, where the nuclear charge density is parameterized from data. In the optical limit, this allows the calculation of total cross sections and other geometrical quantities, such as the average number of participating nucleons and binary sub-collision, with the nucleon–nucleon cross section as input. In most applications, event–by–event Monte Carlo simulation is allowed by the identification of the nucleon radius with the quantity $\sqrt{\sigma_{\text{inel}}^{\text{NN}} / \pi}$, giving the direct physical interpretation that two nucleons overlapping in transverse space, will interact inelastically.

At the LHC, data from pA collisions revealed [281] that color fluctuations of target and projectile states must be included in the model in order to describe in particular forward (p-going direction) particle production. Several Glauber models and implementations exist [282–285] that allow for nucleon fluctuations, manifesting in cross section fluctuation. However, a crucial insight was provided by the “Glauber–Gribov” model [286], stating that once a projectile (color) state is selected by interacting with one target nucleon, it must remain frozen in that state while traversing the nucleus. This effect can potentially be drastic at the EIC [287], and must therefore be further understood in current data (see Sec. 6 for details).

A Monte Carlo Glauber initial state is often interfaced with a model for particle production, to either allow extraction of average quantities in simplified models (such as “wounded nucleon models” [288] or experimental fits for centrality estimation [289]) or as initial states for full event generators such as HIJING [290, 291], AMPT [292] or PYTHIA 8/Angantyr [244]. All three examples rely on PYTHIA to generate nucleon–nucleon interactions, which are then combined into a full event. The first two generators introduce a shadowing contribution, where not all possible sub-collisions will actually materialize, and the latter by including coherence effects when one (projectile) nucleon strikes several (target) nucleons. The initial-state approach offered by the EPOS Monte Carlo event generator [293] starts from coherence considerations, instead of using the geometrical Glauber model. The complete AA collision is a coherent sum of cut Pomeron exchanges, treated using Regge theory with added partonic degrees of freedom [294].

The Color–Glass Condensate (CGC) [295] effective field theory framework offers a somewhat different approach to high energy heavy ion initial states. This is a type of *ab initio* calculation, which describes the initial-state dynamics with gluon fields, with time evolution based on solutions of the classical Yang-Mills equations [296]. The resulting energy-momentum tensor has traditionally been used as input for event–by–event hydrodynamics calculations [297], but recently also to serve as an initial state fragmented either with Lund strings [298] or HERWIG clusters [299]. While the latter approaches are still much in their infancy, this serves as a good example of a common workflow in high energy heavy ion Monte Carlo studies, where models are often mixed and matched. We will address these issues later in Sec. 2.6.4.

### 2.6.2. Soft collective effects

To obtain final-state observables from the initial state of a heavy ion collision, the dynamics of the intermediate phase must be understood. In general, this phenomenon is treated using *transport theory*, which then comes in various flavors. Transport theories can roughly be divided into macroscopic ones, based on relativistic hydrodynamics, and microscopic ones, based on free quarks and/or gluons in the medium as the fundamental degrees of freedom.

In the first class of models, an initial state is cast in terms of an energy–momentum tensor ($T^{\mu\nu}$), which is time-evolved, based on local conservation of energy $\partial_\mu T^{\mu\nu}(X) = 0$, up to a freeze–out time where final-state hadrons are produced. The system dynamics enter through an equation of state, which relates the *local* energy density with a *local* pressure. This would in principle assume local thermal equilibrium, but has been shown also to work well even at multiplicities too low to make such an assumption [300]. To allow the description of complete events, a hydrodynamic calculation
cannot stand alone, but is supplemented by an initial-state description, including a translation to an energy–momentum tensor, as well as a model for freeze-out, possibly followed by a hadronic cascade.

State–of–the–art hydrodynamic models implemented in event generators, are currently represented by 3+1 dimensional relativistic second–order viscous hydrodynamics, which complements the above by equations of motion for the shear stress tensor and the bulk pressure [301, 302]. This is realized in the MUSIC code [303], which gives good quantitative descriptions of flow observables in AA collisions at RHIC and LHC energies [304, 305]. A good theoretical candidate for a microscopic kinetic theory is offered by the so–called AMY framework [306]. Monte Carlo event generators based on kinetic theory are, however, not as well developed, with existing codes [292, 307] being more ad hoc adaptations of the idea, rather than a rigorous realization.

With the observation of soft collective effects in pp collisions, such as flow [308] and continuous enhancement of strangeness with multiplicity [309], the general purpose Monte Carlo event generators for pp physics have started the process of including models to describe these phenomena as well. Notably, these approaches are not based on the assumption of a deconfined QGP, but instead (in the case of flow) on Lund string interactions [310], and in the case of hadrochemistry either on decays of overlapping strings as a “rope” [231], or on advanced models of cluster reconnections [254, 311]. At the time of writing, such models do not yet offer a competitive picture in AA collisions [312]. In the case of pp collisions, they are seen to offer at least as good a description as QGP based approaches in several sensitive observables [313–316].

Core–corona models [317] offer a “middle-ground” approach between the two extremes presented above. Here a collision event is separated into a core part, treated with hydrodynamics and HI freeze–out models, and a corona part, given a normal pp treatment, e.g. using Lund strings. The intended physical picture is that of QGP “droplets” forming in the collision when the density gets high enough. The EPOS Monte Carlo event generator [293] implements such a picture, while implementations based on PYTHIA 8/Angantyr also exist [318]. While the approach delivers a very competitive description of data, it comes at the price of introducing an ad hoc definition of what constitutes the “core” versus the “corona.”

2.6.3. Jet quenching

The term jet quenching refers to a suppression of the jet cross section and a characteristic modifications of the internal structure of jets in heavy ion collisions compared to naively scaling predictions from pp collisions. This phenomenon is attributed to interactions between the hard partons that will eventually end up forming a jet and the dense background they are traversing.

The hard partons that will evolve into jets are produced in hard partonic scattering events that factorize from the rest of the event due to their high scale and are – by uncertainty principle – the first processes to take place in a heavy ion collision. The only modification to the production processes compared to pp collisions thus enters through (moderately sized) nuclear modifications of the parton distribution functions. The hard partons then propagate for some time through the QGP and interact with it before hadronization sets in. While the production and at least the high scale part of the scale evolution are arguably perturbatively hard processes, this does not necessarily apply to the interactions between the hard partons evolving into a jet and the background. In fact, it is an open question in the field whether these interactions are weak (perturbative) or strong (non-perturbative). The relevant scale here is the transverse momentum transfer between the hard parton and the background (and not the transverse momentum of the hard parton as for the scale evolution). One can, however, argue on general grounds that the hard part of the scale evolution (manifesting itself in additional QCD radiation simulated with parton showers) proceeds as in
pp collisions. In this early phase of the evolution, the hard partonic sub-system stays coherent and its structure cannot be resolved by the interactions with the background. Two jet generators \cite{319,320} include modifications of the scale evolution, while the others assume that the entire scale evolution factorizes from the interactions with the background. Only one model \cite{321} assumes a strong coupling between hard partons and background, while the others implement different weak coupling scenarios.

Interactions of hard partons in the background thus lead to modifications of jets, but the passage of hard partons also affects the evolution of the background. Both effects are relevant for jet observables, particularly those sensitive to the internal structure of jets. An increasing number of jet and event generators account for the background’s response to the energy and momentum deposited by hard partons in different approaches. The most common is a simultaneous evolution of hard partons and the background where the energy and momentum deposited shows up as a source term in the hydrodynamic evolution of the background.

Despite significant progress in the last decade, a number of open questions remain. A comprehensive discussion is beyond the scope of this white paper, but we would still like to highlight a few open questions: Firstly, the question remains how jets can be used to extract properties such as transport coefficients of the QGP. The determination of the transport coefficient \( \hat{q} \) (essentially the squared transverse momentum transfer from the background medium to a hard parton per mean free path), for instance, has so far been based on single-inclusive hadron observables \cite{321–330} while an extraction from multi-particle final states, e.g. by Bayesian inference as for other parameters \cite{331–334} has not been performed yet. Secondly, it has been argued repeatedly that jet quenching is intimately related to thermalization \cite{335,335}, even to the extent that a theory of jet quenching can be formulated as a limiting case of a more general kinetic theory capable of describing rapid thermalization in QCD \cite{336}. It would certainly be interesting to verify (or falsify) and exploit such a direct connection between the two phenomena. Thirdly, there are a number of interesting theoretical developments \cite{337–348} that have not found their way into Monte Carlo event generators yet. Finally it should be mentioned that jet quenching has not yet been observed in small systems (pp or pA), and its existence is an open question of high importance for the field \cite{349}.

### 2.6.4. Hybrid models vs. monolithic approaches

As discussed in the previous sections, heavy ion collisions are a complex, multi-scale problem with a large variety of theoretical concepts, ideas and calculational frameworks invoked to describe certain aspects of the collision. This has lead to a sizable number of specialized Monte Carlo event generators, like the jet generators discussed in section 2.6.3, that encode one particular theoretical picture. These can only describe a sub-set of observables, and, even for those, a quantitative comparison to data is often impeded by the incomplete modeling. This has lead some authors to combine their codes with others to provide an adequate modeling of the entire collision. The degree to which the different components are integrated and intertwined varies considerably, and ranges from a loose tool chain, to integration into a common simulation framework. JETSCAPE \cite{350} has taken this approach even further by making the components exchangeable in a plug-and-play framework. The benefit of of this approach is that the framework contains – usually quite advanced – models for all relevant aspects of the collision. The disadvantages are that the resulting model is not clearly linked to a particular theoretical idea any more, and that it becomes difficult to control the theoretical uncertainties on the predictions. Combining different models typically introduces arbitrary separation scales that can lead to large uncertainties. Even more difficult to quantify are uncertainties due to explicit or implicit model assumptions and inconsistencies in the modeling.
This problem is greatly reduced in the monolithic approaches that aim for a coherent physics model of the entire collision. While this is appealing from a theoretical perspective, the number of physics descriptions encompassing a large fraction of the dynamics of a heavy ion collision is unfortunately severely limited.

It should be noted that not all event generators discussed in this subsection are publicly available and open source. That they were would be highly desirable, since it increases transparency and credibility. Furthermore, public tools often spark new developments in the field.

2.7. Heavy-Flavor Physics

Heavy-flavor physics is relevant not only to current electron-positron experiments, such as Belle II, but also to LHC experiments, including LHCb, ATLAS, CMS, and the FPF. Consequently, a broad spectrum of heavy-flavor production processes must be available in event generators. The core of heavy-flavor physics, however, requires the accurate modeling of heavy-flavor hadron decays, primarily those of $B$ and $D$ mesons. These heavy-flavor states can have thousands of decay channels, and their decays occur at energy scales that often require phenomenological models for a sensible description. Additionally, with the emergence of the LHC as a factory for competitive heavy-flavor measurements, local modeling around the decay of the heavy-flavor hadron has become more important. Given the data that will be collected by currently running heavy-flavor experiments, large-scale Monte Carlo samples will be necessary in the near future, and current inefficiencies in heavy-flavor generation models will make generating such samples impractical.

2.7.1. Particle Decays

Most experiments that have a program of heavy-flavor physics rely heavily on EVTGEN [351], a dedicated heavy-flavor decay package. In turn, EVTGEN utilizes PYTHIA and its decay models for a large number of more inclusive heavy-flavor decays, TAUOLA [352, 353] or PYTHIA for dedicated $\tau$ decays, and PHOTOS [203–205] for final-state radiation in decays. Modern experimental software frameworks are migrating to multi-threaded environments where the FORTRAN-based TAUOLA and PHOTOS packages are no longer available. Consequently, significant work needs to be done to ensure that the physics of these packages, primarily PHOTOS, is available through EVTGEN in a multi-threaded environment.

Reliance on a single package such as EVTGEN hinders implementation cross-checks. Already, significant work on heavy flavor decays has been included in some multipurpose event generators. However, more comprehensive coverage of the physics is necessary for these generators to provide viable alternatives to EVTGEN. One unique feature of EVTGEN is the ability to simply specify an exclusive decay channel for a signal decay, while leaving the decays of the same particle species unaffected outside the signal decay. In multipurpose event generators, configuring such exclusive decays is significantly more difficult, if even possible. Calculating the weights of such exclusive signal decays is also not currently handled by event generators, requiring ad hoc implementations by each experiment.

A larger issue is how branching fractions for decay channels are handled between event generators, the PDG, and experimental collaborations. Currently, there is no consistent methodology due to the complexities of the problem. Some branching fractions are set from experimental measurements, while others are determined from theory, phenomenological models, or simple symmetry arguments. In many cases, intermediate states are included, while in others, only the final state is reported. Even a simple case such as the decay $\tau^- \rightarrow \pi^- \pi^0 \nu_\tau$ can be problematic. This decay is typically modeled through an intermediate $\rho^-$, but with additional contributions from a $\rho^-(1450)$
and $\rho^-(1700)$. In the PDG, only the final-state branching fraction is reported, while the intermediate resonances are included in HERWIG and PYTHIA. However, explicit entries in the event record are not included in PYTHIA.

For the decay of the $B^0_s$, PYTHIA includes over 800 decay channels, while the PDG lists approximately 500 observed channels. Over 900 decay channels are included in EVTGEN, with approximately 20 inclusive channels provided externally via PYTHIA. Attempts have been made to ensure the consistency of PYTHIA and EVTGEN decay channels, but such efforts are challenging. The decay channels for the $B^0_s$ in EVTGEN were last updated in 2010. Subsequent attempts within LHCb to update the $B^0_s$ decay channels with more recent PDG data have resulted in inconsistent behavior for inclusive decays. Clearly, maintaining such decay tables is well beyond the scope of a single event generator group, or even a single experimental collaboration. A consistent approach needs to be developed between the PDG, various event generator groups, and experimental collaborations.

2.7.2. Rare Production from Hadronization

Whether at Belle II or the LHC, the standard method to generate the production of heavy-flavor hadrons is through hadronization models. Unlike the generation through a hard process, where a specific final state can be selected, hadronization is a Markov-chain process where the final-state particles are indeterminate, although dependent upon the initial state and the hadronization model parameters. The initial state is defined not only by the partons produced in the hard process, but also subsequent partons produced in the parton shower, and any color reconnection that is applied to the final partonic state. The hadronization model parameters typically dictate the relative formation of hadronic states in the Markov chain, with some states significantly suppressed or in some cases not even present.

This is problematic when attempting to generate hadrons that are produced only rarely, such as the $B^0_s$. Most hadronization chains will not generate a $B^0_s$, and so either $O(10^4)$ events at the LHC need to be generated to produce a single event with a $B^0_s$, or repeated hadronization of a single event needs to be performed until a $B^0_s$ is produced. This latter method introduces weighting biases, and just as importantly, cannot guarantee the production of a $B^0_s$, i.e. if there are no $b$ partons in the initial state. Work is ongoing to develop hadronization methods where a final-state signal hadron can be selected, and an efficient generation is performed with an appropriate weight [354, 355]. This work is critical for the LHC heavy-flavor experiments, where even repeated hadronization can be costly due to color reconnection models.

2.7.3. Hard Production

Most heavy-flavor hadrons are produced via hadronization models, but in some cases, the hard production process is of interest. The production of quarkonia in most event generators is modeled via an NRQCD hard process [356–361], rather than through hadronization, although in some cases quarkonia can still be produced through hadronization but at a significantly lower rate. In PYTHIA, an extensible framework for producing quarkonia via NRQCD hard processes is available, but with a notable lack of polarization effects. However, a number of other heavy-flavor hadrons are often modeled through hard processes, including $B_c$ states and double heavy baryons, i.e. $\Xi_{cc}^+$. These states are notably missing from most hadronization models and are not available from hard processes in general purpose event generators.

Two specialized event generators, BCVEGPy [362] and GenXicc [363], are oftentimes used to generate $B_c$ and double heavy baryon hard processes, respectively. These hard processes are then subsequently passed through multipurpose event generators to produce complete events. However,
both these packages are written in FORTRAN and cannot be included in modern multi-threaded environments. Additionally, a more flexible framework is necessary to allow the generation of an extended sector for these hadrons. Efforts are ongoing to understand the production of many of these states in both parton showers and hadronization, but further efforts need to be made to ensure that these hard processes are also available in multipurpose generators.

2.7.4. Particle Transport

The non-negligible lifetimes of heavy-flavor hadrons can lead to ambiguities when interfacing event generation with detector simulation. Typically, the event generator is responsible for the decays of heavy-flavor hadrons. However, in principle, the heavy-flavor hadron can interact with the detector material, and so the detector simulation, i.e. GEANT [364, 365], must also be able to model the interaction of these hadrons with material. In many cases, these models are either missing, or not sufficiently developed. Recent developments in low energy hadronic interactions in the context of hadronic rescattering [243] can be used to provide such models, although significant work is needed to interface these event generator models to detector simulation packages.

An additional complication is the technical interface between handing a particle after detector simulation back to an event generator for decay. At the LHC, this is accomplished on a somewhat ad hoc basis within each experiments' software framework. Developing a standardized method for this technical interface would benefit the community at large and avoid duplication of work. Additionally, this hand-off between detector simulation and event generator is critically important not only for heavy-flavor physics but also for the simulation and decay of long-lived particles. This standardized method would also benefit the simulation of long-lived new physics particles at neutrino experiments.

2.8. New-physics models

Automated matrix element (ME) generators, such as AMEGIC [29], COMIX [31], HELAC [28], MADGRAPH [32], and WHIZARD [30], and semi-automated matrix-element generators such as HERWIG [251], are a central component of the particle-level simulation frameworks in most experiments. These generators provide a description of the hard scattering process that is at the core of particle-level predictions made by the general purpose event generators. The implementation of Beyond-the-Standard-Model (BSM) physics into these programs is a well-defined task and has therefore been accomplished in a completely generic form, with the help of an automated toolchain. The first component in this framework is the FEYNRULES package [366, 367], which allows the Feynman rules from nearly arbitrary Lagrangians to be extracted and stored in the UFO format [368], accessible by most of the current matrix element generators. The flexibility of the UFO format plays a major role in the exploration of model and parameter space by the experiments and phenomenologists at collider experiments, and has recently been extended to neutrino-nucleus scattering [369]. It is important to note that certain types of models require not only a modification of the Feynman rules used in automated perturbative calculations, but also a change to QCD evolution and hadronization. These changes still require domain knowledge in order to be implemented in the various particle-level Monte-Carlo simulations, which can be a limiting factor in new physics searches.

Given a UFO model input, each matrix element generator has to convert the information on the particle content and interaction structure of the theory into actual code that can be used to evaluate the matrix-elements. This means that even though the creation of the UFO model is now fully automated, there are still restrictions on the type of UFO model supported by any
TABLE II: Top: Color structures currently supported by commonly used matrix-element generators. Bottom: Representations of the Lorentz group and interaction vertex types currently supported by commonly used matrix-element generators. “Custom” indicates support of expressions of Lorentz structure beyond those predefined by the code. “4-Fermi” indicates the support of arbitrary four fermion interactions (codes with parentheses can handle four fermion interactions only in absence of Majorana particle/flow violation). “Propagator” means the handling of non standard propagators. “Running” means the handling of the running of non QCD type (EFT here means restricted to effective field theory type of running). “Form factor” is the possibility to link to an external library to compute form-factor and/or other means to include such type of factor. “Unitarity” means the possibility to re-unitarize the amplitude on the fly.

Given matrix element generator. Table II lists the support for the color and Lorentz structures supported by a variety of commonly used programs. The conversions are mostly based on dedicated implementations of a UFO parser that becomes part of the matrix-element generator, for example for SHERPA [370]. In some cases, they are provided as more generic stand-alone programs [371].

Current experimental results constrain any new physics to be either very weakly coupled and/or to contain states that are very massive. Effective field theories (EFTs) provide a means to probe the second scenario, where new physics is much heavier than the center of mass energy of the collision. The impact on experimental measurements can then be approximated through an effective Lagrangian with dimension 6 operators, which are invariant under the Standard Model symmetries. This provides a single, unified framework to parameterize constraints for a large range of BSM scenarios [372–380].

In the absence of any new physics signals, the EFT provides a framework to quantify the level of agreement of a measurement with the Standard Model theory by constraining the coefficients of the operators most likely responsible for any deviations. Many efforts have been made over the years to improve the accuracy and extend the range of possible operators in EFTs, for example by including dimension 8 operators [381, 382].

The ability of matrix element generators to simulate the hard scattering process for arbitrary EFTs will be important in interpreting any new physics scenarios, if/when a deviation from the Standard Model is observed in the experiments.

3. ALGORITHMS AND COMPUTING

In addition to the physics topics discussed in Sec. 2, there are a number of cross-cutting technical aspects. First, we discuss interfaces, which are standard data structures for handling inputs and outputs to event generators. Second, we discuss the tools that are used to preserve and easily access data and those used to facilitate the comparison with event generator predictions. This constitutes an important aspect of data preservation and open science. Thirdly, and intimately tied to the treatment of data and the development of tools, we treat the process of constraining or optimizing the parameters that appear in the event generator models. While many aspects
of event generators are based on first principle calculations, the power of event generators lies in interfacing these calculations with phenomenological models that include tune-able parameters. A full exploration of the parameter and model space is a difficult problem, and semi-automated tuning tools are an active area of research. Fourthly, we address the computing performance of event generators and related tools. The ability to provide predictions in a timely manner impacts the ability of experiments to finalize analyses and react to potential signals of new physics. Perturbative matrix element calculations, the unweighting of events, and the emergence of negative weights at higher orders in perturbation theory can lead to computational bottlenecks and are addressed through algorithmic improvements and improved computing strategies. Finally, we consider how the growing field of machine learning, in particular, could provide solutions to some of the problems that arise in event generation.

In the following, we will discuss the above topics in more detail. In some cases, different solutions are needed for different types of experimental facilities and research programs, and we will refer to the various dedicated sections of this report as needed.

3.1. Standardized interfaces

The development of some of the components of the event generators, such as the PDFs and matrix element calculations, constitute research projects on their own with small, specialized research teams. To communicate with this community and exploit their expertise, it is prudent to develop a common language and standards for transferring information. Standardization of interfaces, both in terms of code APIs and data-interchange formats, are key to ensuring that effort is not unnecessarily duplicated between the limited resources of each generator development team. Examples, largely but not universally supported, include the LHE and HEPMC event formats and their supporting libraries [383–385], specialist “afterburner” event generators like EVTGEN [351], the LHAPDF interface and archive of parton-density functions [386], and TMDlib [387].

LHE and HEPMC are built on community-agreed standards, some developed ad hoc, others more formally, such as particle ID codes (PIDs) [388], particle (and vertex) status codes, and an evolving standard for structured event-weight naming [389]. These standards, particularly the PID one, are used from event generators to MC analysis tools, from detector simulation to PDF querying, and their support and adherence is crucial. A missing factor with event formats is a suite of standard tools, both programmatic and executable, for manipulating, visualizing, and converting files. The presence of a single maintained set of such tools would help to reduce further duplication of effort and opportunities for error, and should be considered in the finalization and public adoption of new, efficient event formats for parallel-I/O HPC generation [390]. Truth-level analysis routines in HEPMC, acting between generator programs, needs to be actively coordinated to avoid incompatible forks of the format. The success of the HEPMC event record for the LHC community should be a strong incentive for other frontiers to adopt it. In the neutrino community, there is currently no standardized output format. The leading proposal is to adopt the HEPMC format based on the successful use at the LHC (see Sec 5.5.3 for additional details).

LHAPDF is the community standard resource for access to parton density fits, and, in its current incarnation (v6, since 2013), contains more than 1150 PDF sets encoded in a uniform data format and interpolated with standard algorithms. While these have generally met or exceeded precision required for MC calculations, the expense of PDF interpolation is a non-trivial aspect of NLO calculations, and for calculations at N^3LO order the default local-bicubic interpolation has been found insufficiently stable [391–393]. In fact, even the access of LO PDFs is appreciable in the general purpose event generators, since PDF evaluations occur in the treatment of the hard process, the parton shower, multiparton interactions, and the beam remnant. Work in 2020-21 succeeded
in both reducing the CPU cost (intrinsic to LHAPDF, as well as via optimized generator PDF-call strategies) and developing improved interpolators for high-precision calculations. The latter, as well as support for GPU workflows (cf. Python-oriented tools like PdfFlow [394]) and more general error-set combination rules, will shortly appear in new LHAPDF releases. Longer-term requirements on PDFs, from precision hadron-collider studies, $e^+e^-$ collider prospects, and $ep$ physics at EIC, will also require extension of the current nucleon-specific LHAPDF machinery and interface to support also resolved-photon and transverse-momentum dependent (TMD) PDFs, similarly to the implementation in TMDlib. This generalization may also be a useful opportunity to agree upon community-standard interfaces for PDF querying, to allow better inter-operation of LHAPDF 6 with PDF-fitting toolkits such as ApfelGrid [395, 396] and xFitter [397].

3.2. Physics analysis tools

Even though not components of event generators per se, generator level analysis tools are important for comparing predictions to data and greatly streamline the task of tuning model parameters. The status is rather distinct between neutrino-event analysis and other, mostly collider-physics, analysis; we hence split their summaries into two sections. This is followed up with a discussion on data preservation.

3.2.1. Hadron and charged-lepton analysis

The main MC event analysis tool for shower+hadronization generators is RIVET [398, 399], written as a C++ successor to the HZTOOL [400, 401] application from the HERA experiments. RIVET contains a standard event-loop system, a wide set of observable calculators (called “projections”), and user-oriented physics-objects types wrapping the HEPMC event, particle, and vertex objects. RIVET analysis routines are compiled into “plugins”, loadable at runtime without modifying the core library. A total of more than 1000 analyses are currently bundled with RIVET releases, and maintained/validated as its interfaces and physics tools gradually evolve. RIVET has strong connections with the LHC experiments, and growing ones with e.g. RHIC and EIC collaborations, to streamline direct provision of official analysis codes from the experiments. RIVET also serves as a platform for further tool-building both in experiments (e.g. CMS calls RIVET to obtain truth-particle property definitions such as promptness, and ATLAS uses it in computing truth-level observable responses for EFT analysis), and in phenomenology (among others, the LHC MC tuning projects and the CONTUR [402, 403] BSM-interpretation tool).

The main development in the current v3 series of RIVET releases is automatic support for MC systematic modeling variations, as expressed by event weights: the RIVET system hides the details of weight dispatching, so analyses can be written in a simple form unaware of event weights, and histogramming operations are automatically distributed over multiple copies of each data object, including automatic synchronization of NLO counter-event groups. RIVET 3 also provides a projection-based approach to detector-response emulation, suitable for reconstruction-level analyses, and a suite of higher-level tools for computing centrality-quantile calibrations and cross-event correlations, as required by many inclusive-QCD and heavy-ion analyses. Histograms are written out in the custom YODA format, with RIVET 3 supporting merging and re-finalizing of histogram files written by parallel RIVET runs on either equivalent or distinct process types.

This latter feature preempts many speed issues in RIVET via trivial parallelization, but it is worth noting that the main performance bottlenecks in RIVET stem from the speed of copying and graph-walking operations in HEPMC, and intrinsically combinatoric or recursive truth-property checks on event graphs; projections themselves automatically cache results, so the exact same
computation is never performed twice on the same event. Especially with the now-typical presence of hundreds of event-weight streams in generator runs, histogramming itself has become an expensive operation both in terms of fill-multiplexing and the resulting size of output histogram data: both aspects are in need of supported effort, where the core developer team are able to only make slow progress due to time constraints.

Three areas of clear future growth can be identified for RIVET: 1) heavy-ion and cosmic-ray oriented analyses, with the increasing work towards EIC (including the incorporation of legacy HERA analyses) and strong engagement from the HI/MC community; 2) uptake of RIVET for BSM physics, including the existing particle-level measurements but also detector-level search analysis preservation, using and extending existing features for e.g. custom smearing and efficiency functions encoded as data histograms; 3) use for future-detector physics prototyping, including EIC and FCC detector proposals, again via the detector-emulation features. These extra use-cases necessitate involvement from the associated communities not just in using RIVET, but in supporting coherent core-library feature development to meet their requirements.

3.2.2. Neutrino-event analysis

Generator-level analysis tools are at a much earlier stage of development in the neutrino experimental community. Common standards for such tools, associated experimental data releases, and even a unified MC event format officially supported by multiple generators are not yet established. There is growing recognition of the urgency to address these basic technical needs \[404\] and years of LHC experience underscore their importance in a different physics context. At present, a software package called NUISANCE \[405\] provides the main capability for automated neutrino data/MC comparisons and serves as a de facto community standard. NUISANCE provides an unofficial unified interface to multiple neutrino event generator output formats (NEUT, GENIE, NuWro, GiBUU) and the capability for automated comparison and tuning to a growing library of over 300 measured neutrino cross-section distributions. There is no built-in assumption of neutrino-induced events within NUISANCE, and limited studies of GENIE and NEUT electron-induced events have also been performed.

Much like RIVET, NUISANCE facilitates: performing Monte Carlo truth studies, quantitatively comparing generator predictions against world-data, tuning of free parameters, sharing of experiment’s in-house generator tunes, and the dissemination and preservation of data releases. It also provides a framework for experimental collaborations to develop and test their own data releases as a consumer and find and correct trivial errors that damage the longevity or utility of their work. By being open source and actively seeking collaborations with publishing experimental collaborations, NUISANCE encourages the robust usage of modern data releases.

The encapsulation of both historical and recent measurements in NUISANCE is of broad importance to the field at a time when neutrino interaction uncertainties are becoming discovery-limiting. NUISANCE contributors have digitized many historical measurements (for which there was no data release) and have extracted numerous signal definitions from published manuscripts (this process not infrequently requires contact with the authors of the original measurements as descriptions in published manuscripts were ambiguous). During the development of NUISANCE, the authors have provided corrections to a number of published data releases. This is all work that is done by, for, and shared freely with, the neutrino-scattering community in the hope that it is of use to simulation-tuners and measurement-makers alike.

What follows is a non-exhaustive list of future developments that are important to NUISANCE’s long-term utility. First, incorporating comparisons of measurements made with non-neutrino probes (e.g. electrons, protons, or charged pions), where relevant for NUISANCE’s overall goal
of reducing global uncertainties in neutrino–nucleus interactions. Second, interfacing more closely with HepData [406] to develop formats that allow the storage and retrieval of current and future neutrino measurements implemented in NUISANCE from the HepData archive. This work will be of great importance for the longevity and utility of neutrino-scattering data beyond NUISANCE. Third, continuing to work with experimental collaborations to develop community standards for data releases and to ensure that public measurements are correctly implemented in NUISANCE alongside, or soon-after, publication. Fourth, investigating the development of modern and future data publication techniques, such as forward folding, where smearing and efficiency functions are published alongside measurements made in reconstructed or observable projections. Such techniques have the potential to dramatically reduce model-dependence in published neutrino-scattering data. Fifth, further developing interfaces with experiment-specific tools to smooth cross-collaboration use of neutrino interaction tools and model tunes. Sixth, developing tools to support the brute force tuning of un-reweightable parameters. However, this must go hand-in-hand with the development of tools to use the outputs of such tunings, which are currently difficult to disseminate to analyzers. The difficulty is that the application of uncertainties of un-reweightable parameters requires a ‘re-generation’ of the simulation, for the simulation and reconstruction tool chains currently used by neutrino-scattering experiments, which is completely infeasible. Tools for the effective reweighting of un-reweightable parameters are developed and used by experimental collaborations internally, but standardizing and incorporating such tools into NUISANCE would be of wide community interest.

Currently, the only other software tool with comparable functionality for any neutrino generator is the proprietary Comparisons product maintained by the GENIE Collaboration [407].

3.2.3. Data Preservation

Another challenge, for all analysis-preservation systems, is developing the ability to reliably preserve analyses reliant on machine-learning. This is a long-identified issue, with no current clear solution: initial work has been done to allow preservation of BDT-based analyses without need for an associated ML framework, but the situation is less advanced for neural- and graph-network analysis methods. This issue is deserving of top-down structural attention in HEP as it profoundly affects the reproducibility and long-term scientific impact of analysis results from the LHC and other large experimental investments, both current and upcoming.

An example of the power of particle-level analysis-preservation tools is the CONTUR program mentioned above, via which new physics models can be rapidly confronted with the huge range of collider final states probed by the measurements archived in RIVET. This model-neutral/model-independent approach to constraining new physics at the TeV scale has a potentially huge impact on Standard-Model-like final states in the high-luminosity LHC era, freeing search efforts to focus on truly exotic final states (dark showers, long-lived particles and the like) where model-independent particle-level measurements are more difficult or perhaps impossible.

3.3. Tuning and systematic uncertainties

MC event generators contain several classes of adjustable parameters. These include choices (such as scales or matching criteria) made in a first-principles calculation to some controlled order in the SM, as well as the choice of approximation itself. There are also phenomenological models for non-perturbative effects such as hadronization that can be freely adjusted to fit data. The choice of phenomenological model itself (e.g. string or cluster hadronization) may also be viewed as a “parameter.” In this section we discuss tools for systematically tuning especially parameters
within a phenomenological model - although there will generally be some interdependency between
all the above, discussed at the end of the section.

3.3.1. Hadron- and lepton-collider tuning

MC generator tuning was systematized in the early years of LHC operation, to operate via
statistical metrics akin to PDF fits, albeit with more complex models and a wider variety of data.
This means that while a single PDF can typically describe the desired (relatively small) set of data,
there may well be no single MC model that is valid for all the observables that a MC generator is
capable of simulating.

The most commonly used statistical tuning framework is PROFESSOR [408], associated with,
but not dependent on, the RIVET analysis toolkit [398]. This implements a $\chi^2$-type fit metric, with
scope to mask and weight reference distributions and include bin-to-bin correlations, minimized
with respect to model parameters via a set of polynomial bin-response parameterizations.

An alternative approach is available in the MCNNTUNES [409] framework, which models the
generator response to changes in the input parameters using supervised machine learning algo-
rithms, based on neural networks. The best tune is then obtained either via minimizing a $\chi^2$-type
loss function or by directly reconstructing the best generator parameters using a feed-forward
neural network with the bin values as input layer and with the generator parameters as output
layer.

The construction of a surrogate model, based on individual MC evaluations, is the key feature
of these approaches. The surrogate model can be based on standard regression or machine learning
methods. Other optimizations include the automatic identification of data subsets that are most (or
least) sensitive to the parameters being tuned. Methods are well established for generating compact
representations of tuning uncertainties from the fit-function, such as the eigentunes provided by
the ATLAS PYTHIA8 A14 tune set [410].

The core machinery for any MC tuning is therefore available to the community: The tools
include the C++-core PROFESSOR 2 code, or its Python+numpy evolution known as APPREN-
tice [411]. The latter code also adds rational approximants for the bin parameterization and
optional portfolio optimization, and is likely to be the platform for future tuning-tool develop-
ment.

3.3.2. Tuning neutrino-nucleus interaction models

The generator tuning landscape is considerably less well-developed for neutrino experiments
and requires further investment of effort going forward. The experience and techniques developed
for the LHC will be helpful in solving the needed technical challenges. In addition, there are
open questions regarding the necessity of tuning parameters that should be fixed by theory [412].
While some out-of-the-box support for event reweighting presently exists in multiple neutrino event
generators, those capabilities are typically extended and applied to model tuning by individual
experiments on an ad hoc basis [413–415].

The main software tool currently used for model parameter tuning against neutrino data,
NUISANCE primarily employs a simple event reweighting scheme (mostly delegated to the gener-
ators themselves) to calculate the effects of neutrino interaction model variations. Reliance
upon this strategy has enabled useful results but also presents important limitations. Parameter
changes that, for instance, open up previously inaccessible regions of phase space cannot be fully
treated in this way: missing events in the base simulation results cannot be weighted into exis-
tence. Additionally, many of the weight calculators currently provided by neutrino generators are
highly model-specific, creating a significant maintenance burden and preventing their reuse across multiple generators (or, often, for distinct models available within a single generator).

The GENIE collaboration provides several tunes to quantify realistic parametric and model uncertainties of the underlying nuclear physics. The tunes are obtained via analyses of global neutrino and electron scattering data. The GENIE global analysis was made possible through the continued development of curated data archives, and their successful interface to the PROFESSOR tool [408]. This interface enabled efficient multi-parameter scans and removed limitations from event reweighting procedures. This concept goes beyond the existing reweighting scheme since the tuning of parameters that are not normally reweightable is now possible. Initial results were for $\nu_\mu H$ tuning to hydrogen/deuterium data [416] and tuning of the AGKY hadronization model [417]. While promising as a more robust tuning strategy for neutrino experiments going forward, the PROFESSOR interface is currently GENIE-specific and proprietary to that collaboration.

3.3.3. Systematic uncertainties from tuning

Conceptually, the main challenges in automated tuning are development of an uncertainty scheme that can cover both experimental-measurement uncertainties and systematic limitations in generator models, and an objective approach to deciding observable weights (it is common to have certain important physical measurements with only a few bins, which risk being drowned out by many less important, but accurate and highly differential, ones.)

The uncertainties associated with MC event generators, including those derived from the tuning procedures described above, are important whenever an event simulation is used to interpolate or extrapolate into unmeasured regions or predict previously unmeasured variables. In cases where the MC event generator provides the state-of-the-art calculation of a given process, they form an important part of the interpretation of data either in terms of validating the SM or probing physics beyond it. They may be classified as:

1. Uncertainties in the underlying first-principles SM calculation itself
2. Uncertainties resulting from the allowed range of the parameters of a given phenomenological model, ideally constrained by and derived from a tune to data.
3. Uncertainties resulting from the choice of phenomenological model

Before any claim of a discrepancy between data and the SM can be made with confidence, all these have to be taken into account. The first two can be systematically controlled to some extent via perturbative techniques and tuning; the third class of uncertainty is harder to quantify and typically requires some form of judgment as to what constitutes a reasonable range of choices of model, if indeed there is even a range available. Note also that movement of a parameter of the first type within its allowed range can affect the second two types of uncertainty.

Problems can emerge when independent tuning is done on parameters that are linked by physics constraints, for example pion production and absorption, which are linked by time-reversal invariance. If the processes are obtained from very different theories (e.g. production from Rein-Sehgal, absorption from a MC cascade) and both ingredients have been tuned separately, this can lead to inconsistencies [412].

3.4. Computing performance and portability

The computing performance of event generators and related tools has come to the forefront of discussion in the context of LHC experiments due to the increased precision demands in the high-
luminosity phase [418, 419]. The Physics Event Generator Working Group of the HEP Software Foundation (HSF) has coordinated numerous activities [420] to address potential bottlenecks, which are described in more detail in Sec. 4.7. The major aspects and common problems relevant to all types of experiments and event generators are briefly discussed here.

Because of the wide range of complex physics phenomena that must be simulated, the landscape of generator software is extremely varied, even within a particular class of generators, like the ones constructed for hadron collider physics. Independent of the particular implementation, the most significant computational challenges arise from the perturbative matrix element calculations, the unweighting of events, and the emergence of negative weights at higher orders in perturbation theory and through interference effects.

The existence of negative weights is a source of (sometimes large) inefficiency, as larger event samples must be generated and passed through the experiment simulation, reconstruction and analysis software, increasing the compute and storage requirements. For a fraction \( r \) of \( N \) events with weight \(-1\), the number of events needed to match a sample of \( N \) events with only weight 1 increases by a factor \( 1/(1 - 2r)^2 \).

The negative-weight fraction can be reduced through resampling techniques [421–423]. These techniques eliminate negative weights by redistributing them between other events. A new interesting approach determines cells based on a distance metric in a manner in which each cell is the minimum region of phase space with accumulated non-negative weight. This exploits the fact that a physically sound Monte Carlo prediction with sufficient statistics must not contain phase space regions with total negative weight that are large enough to be resolved in a real-world experiment. The practical performance of the cell resampling procedure was demonstrated on \( W \) boson plus two jet production at next-to-leading order [422]. This method can be easily extended beyond LHC applications.

Matrix element calculations are challenging because they are inherently quantum mechanical and include all interference effects; the computing time necessary to evaluate them typically scales exponentially with the number of external particles. Parallelization, vectorization and the use of accelerators have been investigated to speed up these calculations. The opportunity to use heterogeneous computing architectures at leadership class computing facilities has facilitated these investigations and promises to provide solutions for future computing platforms. Currently, there is no full-fledged, portable event generator, but several concepts have been presented that may lead to solutions in the near term. The emergence of cross-platform abstraction layers is expected to simplify the construction of architecture-agnostic event generators.

While computing matrix elements is one bottleneck, another is performing the integral itself using Monte Carlo methods, especially when the goal is to generate unweighted events. The construction of efficient phase-space sampling techniques is an important research topic and is in many cases highly problem specific. While generic solutions to phase-space integration are known and have been used for several decades, big improvements can often be made when the integrand is understood in detail for a certain problem at hand, and the Monte-Carlo integrator is adapted accordingly.

Uncertainty estimates such as PDF variations, renormalization and factorization scale variations and physics model parameter variations can be handled through computing alternative weights for the same physical event. However, some modeling uncertainties cannot be calculated through weights, such as for parton shower starting scale and underlying event tune variations. This causes an extra burden for the MC production systems of the experiments because additional samples with different parameters need to be generated. Efficient ways to include these variations are a key aspect of computing performance improvements.

Other computational bottlenecks in the generators themselves are worth mentioning. Models of Bose-Einstein correlations, hadron rescattering, color reconnections etc. sometimes require
looping over all possible pairs of particles and partons in an event and often increase the runtime substantially. Such effects arise when simulating collider, heavy ion, and neutrino interactions. Also, the calculation of alternative event weights for the parton showers, for example, – though quite useful for estimating uncertainties and more efficient than performing multiple event runs – rely on an inefficiency of the algorithm to sample a large number of trial showers. Finally, some matching/merging schemes require the construction of ordered event histories, and the factorial growth problem of parton level topologies reemerges.

3.5. Machine learning techniques

One successful application of machine learning to particle physics phenomenology was the development of the NNPDF parton densities [424–426]. It is expected that modern machine learning techniques can improve LHC simulations in other aspects as well [427]. For a more comprehensive overview of the topic, see [428].

Within the established event generation chain, modern neural networks can first be applied to phase-space integration [429–431] and phase-space sampling [432–435]. Current sampling methods, optimizing either the variance of an integral or weight distribution, already work by constructing surrogate models and encoding them, for instance, in the distribution of evaluation points [436]. Their main weakness is in dealing with complex correlations, which is, at the same time, the main strength of NN-based surrogates for the integrand. In addition, neural networks are known for their excellent fitting or interpolation properties in high-dimensional spaces. An open question related to NN-samplers is how to combine them optimally with improved multi-channel methods. Similarly, perturbative precision calculations already use interpolation methods to reduce the evaluation time for expensive loop amplitudes, defining a task where appropriately designed neural networks can be expected to outperform standard methods [437–441]. The challenge in NN-based surrogate models for integrands and amplitudes is to control that all relevant features are indeed encoded in the network and a reliable uncertainty treatment of the network training. Here, Bayesian networks can play a key role [442–445]. Still at the amplitude level, machine learning can speed up the calculation of loop integrals by optimizing the Feynman integral calculation [446]. Following the hierarchy of scales in classic event generation, neural networks can efficiently combine different contributions, including subtraction terms [447], improve the efficiency of event unweighting [435, 441, 448, 449], and approximate parton showers [450–454].

Parton shower Monte Carlo generators have many free parameters that must be tuned to data and machine learning may provide the most effective way to simultaneously tune many parameters to data while also using all of the available information. Preliminary studies with machine learning methods are promising and motivate additional exploration [455–457]. Reference [456] in particular combines a surrogate model with gradient-based optimization – an early example of using differentiable programming to steer simulations for optimization. See also Ref. [458] for an exploration of differentiable programming in the context of matrix element generators.

Aside from standard regression and classification networks and their applications, the most promising network architectures for event generation are generative networks. Besides the above-mentioned uncertainty treatment, generative networks are where particle physics applications can set standards for a wider ML community. One use case for such generative networks is fully NN-based event generators [459–464]. Structurally and technically, these generators are similar to ML-based detector simulations [465–467], which are already used in the LHC experiments (see e.g., Ref. [477]). In addition to driving progress in treating phase-space generation through deep networks, NN-generators have the structural advantage that they can be trained on any combination of simulated and/or measured events. They also provide an efficient way to define and
ship standardized event samples, including a modest numerical advantage over a statistics-limited training dataset \cite{478, 479}, and can be used for post-processing of standard simulations. In these functions, it is again crucial to understand and control the precision of these generative networks at the level needed for precision measurements \cite{480, 481}.

Finally, we should always look for simulation-related questions and problems where neural networks might lead to transformative progress. Examples include simulation-based inference \cite{482, 483}, symbolic regression \cite{483}, sample compression \cite{484}, or detection of symmetries \cite{485, 486}. An especially promising application is inverting the simulation chain or unfolding, using reweighting networks \cite{487} or conditional generative networks \cite{488–490}. ML-based methods are being studied by LHC experiments (see also Ref. \cite{491}) and a comparison of two leading ML-methodologies can be found in Ref. \cite{492}. 
4. HIGH ENERGY COLLIDERS

In this section, we focus on aspects of theory and phenomenology that are important for event simulation at high-energy colliders, particularly the currently operational Large Hadron Collider. The experimental program at these facilities is largely based on the study of rare events characterized by a large momentum transfer scale $\mu_H$. For instance, the production of a new particle that is not part of the Standard Model entails momentum transfers on the order of the mass of the new particle, and Standard Model background events that must be distinguished from new physics events that involve similar scales. Predictions of cross sections at large $\mu_H$ can often be made with high precision, because they rest on a firm theoretical understanding of collinear factorization (see Sec. 2.2) and of the size of power corrections [493, 494]. For observables that are infrared safe at the scale $\mu_J$, parton splittings at scales smaller than $\mu_J$ in a perturbative calculation have a negligible effect. For example, $\sigma[J]$ in Eq. (1) could be a cross section to produce suitably defined jets, which has a reduced dependence on the QCD dynamics at the hadronization scale. In the collinear factorization approach, the inclusive cross sections at the parton level, $\hat{\sigma}[J]$, can then be reliably computed using an expansion in powers of the strong and electroweak coupling. Such perturbative expansions are useful when $\mu_H$ is large and $\mu_J \sim \mu_H$, because the strong coupling $\alpha_s(\mu_J^2) \ll 1$ for large $\mu_J^2$. We will discuss the corresponding techniques in Sec. 4.1.

If measurements involve multiple scales, or if $\mu_J \ll \mu_H$, the QCD evolution encoded in Eq. (2) will induce large logarithmic corrections proportional to $\alpha_s(\mu_J^2) \log(\mu_H^2/\mu_J^2)$ that also depend on the color flow in the hard process. Similar corrections will emerge in the electroweak sector, and these corrections often take on a more complicated form because of the more intricate flavor structure. Parton showers provide solutions to the corresponding evolution equations and will be discussed in Secs. 4.2 and 4.4. The matching of QCD parton showers to fixed-order perturbative calculations will be addressed in Sec. 4.3. Analytic techniques to approach the problem that have been implemented in event generators are discussed in Sec. 4.5.

4.1. Higher-order QCD and electroweak computations

Testing the validity of the Standard Model at the shortest distances requires accurate and precise predictions in perturbation theory. Several specialized programs exist for this task, each focused on a particular calculational technique. They all provide predictions at either next-to-leading-order (NLO) or next-to-next-to-leading-order (NNLO) for key Standard Model processes. These predictions are important inputs to event generators, because the hard process determines features of the full event. Having multiple tools using different techniques is important for cross-validation of complicated numerical calculations, for exposing uncertainties related to the methods, and for driving innovation. In this section, we describe their current status, and prospects for future developments. We list projects in alphabetical order.

4.1.1. GoSam

The program package GOSam [495, 496] provides numerical results for one-loop amplitudes within and beyond the Standard Model.\(^1\) Inputs for beyond the Standard Model calculations can be provided using the UFO format [368]. In addition to QCD, electroweak corrections can be

\(^1\) GoSam is publicly available at https://github.com/gudrunhe/gosam.
calculated \cite{58}. \textsc{Gosam} can be used with complex masses as well as with a non-diagonal CKM matrix.

Using the \textsc{blha} interface \cite{48,49}, \textsc{Gosam} can be combined with NLO-capable Monte Carlo programs. It has interfaces to \textsc{Sherpa} \cite{497,498}, \textsc{Powheg} \cite{499,500} and \textsc{Madgraph5 amc@nlo} \cite{501}, and is included in \textsc{Herwig} 7 \cite{251} and \textsc{Whizard} \cite{30,502}.

Based on the input card where the user specifies the process, the model and other optional settings, \textsc{Gosam} first generates the expressions for one-loop amplitudes starting with Feynman diagrams, generated with \textsc{Qgraf} \cite{503}, and then writes the expressions as $D$-dimensional integrands over the loop momentum, making use of \textsc{Form} \cite{504,505} and \textsc{Spinney} \cite{506} to generate the algebraic expressions. For non-standard applications, \textsc{Python} filter functions can be defined at input card level to exclude certain topologies. For the reduction it can either use integrand reduction via Laurent expansion \cite{507,508} based on the library \textsc{Ninja} \cite{509}, or tensor integral reduction as implemented in \textsc{Golem95} \cite{510–513}. The scalar one-loop integrals are computed with the \textsc{OneLoop} \cite{514} integral library. Alternatively one can choose other reduction strategies such as the OPP reduction method \cite{37,38,515} which is implemented in \textsc{Samurai} \cite{516}, or other scalar integral libraries such as \textsc{QCDloop} \cite{517}.

The code contains several options to improve the numerical stability in kinematic regions where the amplitude approaches soft or collinear configurations, or spurious poles due to the reduction procedure. Since version 2.1, \textsc{Gosam} also has an option to switch automatically to quadruple precision, thus improving the stability without too much cost in runtime, as the fraction of such “unstable points” usually does not exceed the few percent range.

While other automated NLO generators use recursive relations to generate the amplitudes, and therefore lead to relatively compact generated codes, \textsc{Gosam} with its diagram based approach allows to select and study individual parts contributing to the amplitudes, from single diagrams to groups, and for every helicity and/or color structure. Therefore, apart from the usage as a full amplitude generator, \textsc{Gosam} is also a tool suitable for special purposes.

4.1.1.1. Examples of processes calculated with \textsc{Gosam} Various applications of \textsc{Gosam} both within and beyond the Standard Model, as well as in combination with different Monte Carlo programs, have shown that \textsc{Gosam} is a very versatile tool providing one-loop amplitudes for a broad range of use cases.

\textsc{Gosam} in combination with \textsc{Sherpa} has been used to calculate NLO QCD corrections to Higgs boson production in association with three jets at NLO in the heavy top limit \cite{45,518}, Higgs production in association with a top quark pair and up to one jet \cite{519,520}, $W^+W^+ + 2$ jets production, top quark pair production matched to a parton shower and $W^+W^- b\bar{b}$ production with leptonic decays \cite{521,522}.

\textsc{Gosam} in combination with the \textsc{Powheg-Box} has been used to calculate the NLO QCD corrections to $pp \rightarrow HW/HZ + 0, 1$ jet \cite{500} and $pp \rightarrow Wb\bar{b} + 1$ jet \cite{523}. NLO QCD results for $t\bar{t}H$ and $t\bar{t}\gamma\gamma$ production have been calculated in combination with \textsc{MadGraph5 amc@nlo} \cite{524}.

\textsc{Gosam} also has been used to calculate the real-virtual contribution to $Z$-boson pair production at NNLO in Ref. \cite{126}. NLO EW corrections have been obtained for $Z + 0, 1, 2, 3$ jets \cite{525}, $W + 2$ jets \cite{58} and diphoton + jets \cite{526}, using \textsc{MadDipole} \cite{527,528} for the real radiation.

\textsc{Gosam} in combination with \textsc{Herwig 7} has been used to calculate $W^+W^-$ production including dimension-8 operators mediating anomalous gluon-gauge boson couplings \cite{529}. Further examples of the calculation of processes beyond the Standard Model with \textsc{Gosam} are SUSY-QCD corrections to neutralino pair production in association with a jet \cite{530}, NLO QCD corrections to diphoton

\footnote{The version containing the automation of EW corrections is available at https://github.com/tramonta/gosam-1l.git}
plus jet production through graviton exchange [531], the production of a top-philic resonance at the LHC [532] or interference contributions to gluon initiated heavy Higgs production in the Two-Higgs-Doublet Model [533].

Recently, GOSAM has been employed to generate the one-loop five-point amplitudes entering the NLO real radiation part of the loop-induced processes $pp \rightarrow HH$ [534], $pp \rightarrow HJ$ [535] and $gg \rightarrow HZ$ [536]. In combination with the POWHEG-BOX, NLO QCD predictions for $pp \rightarrow HH$ including anomalous couplings within HEFT [537, 538] and SMEFT [538] are available as public Monte Carlo tools.

4.1.2. MadLoop

MADLOOP [501, 539] provides the virtual contribution (one-loop matrix elements) to NLO simulations performed by MADGRAPH5_aMC@NLO [501], but it can also easily be used in stand-alone mode to generate a library that can be interfaced to other codes (e.g. SHERPA [56] and POWHEG [540]). MADLOOP uses a combination of reduction algorithms, mainly NiNJA [509, 541], Collier [55, 542] and CutTools [543], together with an in-house implementation of the original OpenLoops [50] approach for computing numerator tensor coefficients. It also features robust on-the-fly numerical stability assessment, with automated fallback onto alternative reduction techniques and quadruple precision. While MADLOOP still offers competitive run-time speed [56, 544], it is often not the bottleneck in NLO calculations. The program is designed primarily for generality and flexibility, which stems mainly from the fact that all model-specific information required by MADLOOP is imported from a single stand-alone PYTHON module following an extension of the UFO [368] standards. This includes the ultraviolet (UV) renormalization counterterms and rational $R^2$ contributions [545–547] automatically generated by NLOCT [548] (a module of the FeynRules [368] package). We now briefly detail particular aspects of the flexibility offered by MADLOOP and hint at future developments.

4.1.2.1. Flexible process definition The construction of the one-loop matrix elements in MADLOOP allows the user to select any gauge invariant subset of the contributing diagrams. This selection is facilitated by the full support of MADGRAPH process-definition syntax, including e.g. required s-channels, forbidden particles, multiparticle labels and coupling order specifications, both at the amplitude and squared amplitude level. The user can even implement a custom loop-diagram filter to select even more specific sets of diagrams; so long as the selection is gauge invariant, MADLOOP will generate the appropriate set of $R^2$ and UV counterterms. This flexibility proves to be especially important to phenomenologists interested in understanding the exact impact of particular sets of contributions (in the Standard Model but also beyond) to collider signatures. MADLOOP also offers full support for loop-induced processes (i.e. processes receiving no contribution at tree-level), both for the matrix-element generation and their efficient, parallel integration in MADGRAPH5_aMC@NLO [549].

4.1.2.2. Wide support for Beyond-the-Standard-Model (BSM) Lagrangians The strong suit of MADGRAPH has always been its extensive support of new physics models, and MADLOOP follows this trademark. The support for Majorana particles, multi-point interactions, and exotic color and Lorentz structures allows MADLOOP to be applied to a wide variety of models. A non-exhaustive list includes the full MSSM [550], 2HDM [551], leptoquarks [552] and spin-two particles [553]. The clean separation of model-specific input provided via UFO models allowed the community to independently perform their own BSM one-loop computations (see the repository of NLO-ready UFO models available at https://feynrules.irmp.ucl.ac.be/wiki/NLOModels). More recently, NLO computations in the six-dimensional Standard Model effective theory (SMEFT) were automated [554]. This is especially important as SMEFT is becoming a prime UV-theory-
agnostic framework for quantifying the agreement between Standard Model predictions and data. One particular challenge in the years to come will be to combine this effort with the systematic inclusion of the complete renormalization group flow dictating the running of all Wilson coefficients and other parameters of the theory.

4.1.2.3. Support for mixed QCD and Electro-Weak (EW) corrections From the perspective of one-loop computations alone, the support of mixed QCD and EW corrections comes naturally as a by-product of the support for arbitrary BSM models. However, in the mixed case, loop matrix element evaluation time can be more of a limiting factor than for pure QCD corrections. Depending on the kinematic regime being probed, it is possible to build efficient and fast approximants leveraging the dominance of so-called Sudakov EW logarithms [555]. One challenge in computing one-loop EW matrix elements is the support for the complex-mass scheme that was completed in [556] together with the generalization in MADGRAPH5_aMC@NLO of FKS subtraction [557] for infrared singularities in mixed QCD and EW perturbative computations. The fixed-order predictions hence obtained will be the basis for future work seeking to support matching to parton showers including QED corrections as well as application to lepton colliders [558].

4.1.2.4. Beyond NLO corrections While MADLOOP focuses on one-loop calculations, MADGRAPH5_aMC@NLO still seeks to natively access multi-loop amplitudes. Over the last decade, a large number of two-loop amplitudes have been computed, but these are often not readily available to the rest of the community. The UFO standard can provide a bridge between the Monte-Carlo and multi-loop provider community. Multi-loop amplitudes can be projected onto a specific color and Lorentz basis so as to be encoded as an effective vertex in a UFO model. The form factors of this effective vertex are very complicated functions of its kinematics that are computed by separate libraries provided along with the UFO model. This strategy was successfully applied to inclusive Higgs production to include the two-loop matrix elements necessary for the computation of the mixed QCD+EW NLO contribution [559]. One key advantage of such an approach is that the traditional tree-level generator of Monte-Carlo software is then responsible for constructing the helicity amplitude containing the multi-loop effective vertex and interfering it with other amplitudes. Also, arbitrary decay structures can be attached in this way. By employing this strategy systematically, a collection of effective vertices encoding all the multi-loop amplitudes computed (semi-)analytically thus far by the theoretical community could be made readily available to all MC generators.

4.1.3. MATRIX

The computational framework MATRIX [78] features a parton-level Monte Carlo generator capable of computing fiducial cross sections and distributions for Higgs boson, vector-boson and vector-boson pair production processes up to NNLO accuracy in QCD. Calculations include all relevant leptonic decay channels of the vector bosons with spin correlations and off-shell effects from all resonant and non-resonant diagrams. This allows the user to apply arbitrary fiducial cuts directly on the phase space of the respective leptonic final state. Dedicated studies have been performed within early versions of the MATRIX framework for $Z\gamma$ [560, 561], $W\gamma$ [561], $ZZ$ [123, 124, 127], $W^+W^-$ [116, 118] and $W^\pm Z$ [121, 122] production. In its recent second public release, the functionality of MATRIX was extended in several directions. Besides multiple technical improvements, NLO EW corrections are now included for almost all of the aforementioned processes, and an approximation for the leading effects of missing mixed QCD–EW corrections is provided by a sophisticated combination of higher-order QCD and EW effects [562]. Moreover, in terms of corrections beyond NNLO in QCD, for massive diboson processes the NLO corrections to the loop-induced gluon fusion channel is expected to be the dominant component, and it has been
added for all cases with an overall neutral final state [119, 128, 563].

4.1.3.1. Features of the public MATRIX framework

MATRIX achieves NNLO accuracy by using a process-independent implementation of the \( q_T \)-subtraction formalism [71] within the Monte Carlo program MUNICH, from which it inherits a fully automated implementation of the dipole subtraction method at NLO QCD [34, 564] and NLO EW [60, 565–568], a highly efficient multi-channel integration algorithm, a process-independent amplitude interface as well as an automated bookkeeping of the relevant partonic subprocesses. The required tree-level and one-loop amplitudes, including spin and color correlations for the subtraction of infrared divergences, are calculated with OPENLOOPS [50, 52, 569] using scalar integrals from COLLIER [55, 542]. For the required two-loop amplitudes, MATRIX employs its own implementations for associated production of a \( W/Z \) boson with a photon [570] and \( \gamma \gamma \) [571] production. External codes are used for on-shell ZZ [123] and \( W^+W^- \) [116] production and the publicly available VVAMP package [572] for off-shell production of massive vector-boson pairs [573, 574].

The cancellation of IR divergences at NNLO is accomplished using a process-independent implementation of the \( q_T \)-subtraction formalism [71]. This relies on the universality of the small transverse momentum \( q_T \) behavior for the production of a colorless system. This behavior is known to NNLO from transverse-momentum resummation [172, 575]. The remaining \( q_T \)-independent term from the hard-collinear coefficient \( H_{\text{NNLO}}^{F} \) is constructed from suitably subtracted two-loop amplitudes in a universal manner [576–578], such that the method can be directly applied to the hadroproduction of an arbitrary set of colorless particles once the corresponding two-loop amplitudes are available. Since the \( q_T \) subtraction method is non-local, a slicing cut-off \( r_{\text{cut}} \) is introduced on the dimensionless quantity \( r = q_T/Q \), where \( Q \) is the invariant mass of the colorless system. Below this cut-off, the difference between the fixed-order (N)LO prediction and the subtraction counterterm is neglected, which is correct up to power-suppressed contributions that vanish in the limit \( r_{\text{cut}} \to 0 \) and can be controlled by monitoring the \( r_{\text{cut}} \) dependence of the cross section. MATRIX simultaneously computes the cross section at several \( r_{\text{cut}} \) values and uses this information to perform an extrapolation to approach the limit \( r_{\text{cut}} \to 0 \) and to assign an extrapolation error estimate to the result. More details on the procedure are given in [78].

4.1.3.2. New developments within the MATRIX framework

Beyond the public release, there are multiple ongoing developments both to further improve the performance and to extend the functionality of the MATRIX framework in several directions. Given the chosen slicing approach to achieve NNLO accuracy, a good control of the remaining cutoff dependence arising in terms of power corrections after subtracting the logarithmic divergences is a primary task. While massive-boson production processes are known to exhibit at most quadratic power corrections, there are several sources of (possibly logarithmically enhanced) linear power corrections like photon-isolation requirements, but also phase space restrictions like symmetric or asymmetric cuts in (effective) two-particle final states. To eliminate a possible bias from choosing a finite \( r_{\text{cut}} \) value, MATRIX applies a numerical extrapolation to approach the limit \( r_{\text{cut}} \to 0 \) on the level of inclusive cross sections. This feature has been extended towards a bin-wise extrapolation for differential distributions and will be made available in an upcoming release of MATRIX. Nevertheless, the need to perform calculations down to very low \( r_{\text{cut}} \) values renders the integration more challenging and computationally expensive, such that theoretical approaches to predict at least the linear power corrections are a very valuable achievement since they allow a reliable \( r_{\text{cut}} \to 0 \) extrapolation to be performed based on significantly larger \( r_{\text{cut}} \) values. To this end, following the considerations of Ref. [579] those linear power corrections that originate from symmetric or asymmetric phase space cut configurations can be implemented by taking into account the recoil of the colorless two-particle system in the counterterm [580, 581], as in the resummed calculation of Ref. [582]. The corresponding correction term that is particularly useful where it describes the only source of linear power corrections has been implemented in the MATRIX framework [580] and will also be added in an upcoming public
4.1.3.3. **Color-singlet production processes** Given the universality of our implementation, the inclusion of further color-singlet production processes into the MATRIX framework does not involve any conceptual issues as soon as the required two-loop amplitudes are known. Processes of that class that have been calculated with MATRIX and will be added in future releases are Higgs-boson pair production [583, 584] and the neutral and charged Higgsstrahlung processes [585]. Most notably, a first $2 \to 3$ calculation at NNLO QCD has been performed in MATRIX for triphoton production [130], which proved that in spite of being implemented as a slicing method, $q_T$ subtraction performs sufficiently well to produce per mill level precision results at this level of complexity. Preliminary studies of the cut-off dependence for other triboson production processes, which do not require the knowledge of the respective two-loop amplitudes, but test the numerically most challenging part of the calculation, confirm that the whole class of triboson processes involving photons and/or massive weak bosons and their leptonic decay products can be addressed in the MATRIX framework.

Beyond fixed-order calculations, the close relationship between $q_T$ subtraction and resummation enabled also the small-$q_T$ resummation of logarithmically enhanced terms at NNLL accuracy in the MATRIX framework, as discussed for $ZZ$ and $WW$ production in [586], which will be added to the public framework in the future. Another path towards resummed predictions not only in $q_T$ but also in the transverse momentum of the leading jet as well as their joint resummation inside the MATRIX framework has been taken by establishing an interface to the RadISH program [587–589]. The resulting MATRIX +RadISH code is publicly available [590–592].

4.1.3.4. **Heavy-quark production processes** With appropriate modifications, the $q_T$-subtraction method for the hadroproduction of colorless systems can be extended to deal also with massive quarks in the final state. The extension to top-quark pair production has been discussed in [593]. The construction of the NNLO cross section is analogous to the light flavor case with $F = \bar{t}t$, and the IR-subtraction counterterm is obtained from the NNLO perturbative expansion (see e.g. Refs.[575, 593, 594]) of the resummation formula of the logarithmically enhanced contributions to the $q_T$ distribution of the $t\bar{t}$ pair [595–597]. The additional soft contributions that enter $\mathcal{H}_{\text{NNLO}}^{\text{tt}}$ [598, 599], provide the necessary final ingredients to handle heavy-quark pair production. Using the two-loop amplitudes of [600], the corresponding MATRIX implementation has been applied to top-quark [152, 153] and bottom-quark [156] pair production. The extension to associated heavy-quark pair production does not introduce any new QCD structures, but is complicated by the evaluation of the required soft function for the given kinematics. As a proof of concept, the NNLO contributions in the non-diagonal partonic channels for $t\bar{t}H$ production were calculated in this approach within the MATRIX framework [601]. The evaluation of the soft function for this process will pave the way for treating the production of heavy-quark pairs in association with arbitrary colorless particles, given that two-loop amplitudes for the respective processes or at least suitable approximations can be obtained.

4.1.3.5. **Mixed NNLO QCD–EW corrections** For reference processes measured with very high precision, like Drell–Yan (DY) lepton pair production, fixed-order predictions at NNLO and beyond in QCD combined with NLO EW corrections are expected to be insufficient to match the experimental accuracy, and theoretical calculations of mixed NNLO QCD–EW, possibly even NNLO EW corrections are required. In those cases, the cancellation of IR singularities can be achieved by using a formulation of the $q_T$ subtraction formalism derived from the NNLO QCD computation of heavy-quark production through a suitable Abelianization procedure [602, 603]. To regularize collinear final-state singularities, charged particles need to be treated with non-vanishing masses. There is an analog of the $q_T$-subtraction scheme for corrections of relative ${\mathcal{O}(a_s^m a^n)}$, which involves mixed QCD/EW subtraction terms if $m = 1$ and $n = 1$. Those have been calculated in the MATRIX framework for the charged Drell–Yan process in a reweighted pole approximation [604], and for the
neutral DY process in a first complete calculation of $O(\alpha_s\alpha)$ corrections [605], using the amplitudes of [606]. Along the same lines, the $q_T$ subtraction formalism can be extended towards NNLO EW corrections (i.e. $m = 0, n = 2$); the corresponding two-loop amplitudes are still challenging, but may be considered to be in reach from recent developments.

4.1.3.6. Outlook A current limitation to M\textsc{atrix} is the ability to handle final states with light jets at the Born level. The recently proposed $k_T^\text{ness}$ variable [607] can be considered as an extension of $q_T$ towards processes involving jets at Born level and may provide a promising candidate to eventually overcome this limitation. With all these features at hand, the M\textsc{atrix} framework is well placed to face the challenges for precision calculations posed by the high-luminosity phase at the LHC and future high-energy colliders.

4.1.4. M\textsc{cfm}

M\textsc{cfm} is a code that calculates parton-level cross-sections and differential distributions for a multitude of scattering processes in the Standard Model. It provides fixed-order predictions at NLO in QCD [608, 609] and meanwhile includes many NNLO predictions, as described below. More recently, all color singlet processes can include the effect of transverse momentum resummation [610]. M\textsc{cfm} features automatic scale uncertainties, PDF uncertainties for multiple PDF sets simultaneously and differential slicing cutoff extrapolation. It is designed with OpenMP, MPI and Coarray support for numerically fast and high precision evaluations of the most complicated scattering processes [611] and scales with near-linear speedup to many thousand cores on computer clusters. All one- and two-loop amplitudes are implemented as efficient analytic expressions. All NNLO processes were originally computed using the jettiness slicing method [72, 73]. Since version 9.0, subleading jettiness power corrections [612–614] are included that allow for the calculation of most NNLO processes to per mill precision on a desktop computer within a few hours [611]. The latest release of the code [79] will also allow the calculation to be performed using $q_T$ slicing [71].

4.1.4.1. Fixed-order NNLO calculations M\textsc{cfm} is capable of computing a range of color-singlet Drell-Yan-like processes at NNLO [74], with phenomenological applications focusing on Standard Model measurements. In addition, the capability of the code to compute diboson production processes has steadily expanded from $\gamma\gamma$ [111] and $Z\gamma$ [115] to also include $W\gamma$ [114] and all remaining ($WW$, $ZZ$ and $WZ$) processes [79].

M\textsc{cfm} places special emphasis on Higgs production, including NNLO corrections for Higgs production in the infinite top-mass limit [74]. Finite top-quark mass effects in $H+$jet production can be included at NLO [615, 616]. Together with the included transverse momentum resummation (see below) [610], state-of-the-art theory predictions for Higgs observables can be computed. Lastly, Higgs boson + jet predictions in gluon fusion at NNLO are included [101] as well as $b\bar{b}$ induced contributions [102] at NNLO, but both are not in the public version yet.

The public version of the code also includes the capability to calculate $t$-channel single top production, and decay, at NNLO [148, 617]. The implementation includes $b$-quark tagging and double-deep-inelastic-scattering scales [617] that allow for constraining PDFs. Predictions in the SMEFT have been included for off-shell $t$-channel single-top-quark production at NLO [618]. M\textsc{cfm} therefore provides state-of-the-art predictions for this process.

By using a 1-jettiness factorization theorem, M\textsc{cfm} can also been used to compute a range of processes that also contain a final-state jet: $W + \text{jet}$ [73], $Z + \text{jet}$ [141], $\gamma + \text{jet}$ [143], and Higgs boson + jet [101]. These processes have not been made available in the public version yet [619].

4.1.4.2. Resummation of large logarithms: CuTe-M\textsc{cfm} With the release of version 10.0, M\textsc{cfm} includes transverse momentum ($q_T$) resummation for the NNLO boson and diboson processes under the name CuTe-M\textsc{cfm} [610]. CuTe-M\textsc{cfm} implements a $q_T$-resummation formal-
ism [620–622] where large logarithms of argument $q_T/Q$ are resummed through RG evolution of hard function and beam functions, and rapidity logarithms are directly exponentiated through the collinear-anomaly formalism. CuTe-MCFM accounts for linear power corrections in the resummation with a Lorentz-boost recoil prescription. The boundary conditions of the RG evolution are set directly in $q_T$ space, thereby avoiding any Landau pole singularities. The matching to fixed-order is performed using a flexible transition function that allows for a transparent matching and estimation of matching uncertainties.

Overall, the resummation in CuTe-MCFM is performed at order $\alpha_s^2$ in RG-improved perturbation theory ($N^3LL$+NNLO) for the processes $H,W^{\pm},Z,\gamma\gamma,Z\gamma,ZH,W^{\pm}H$, with $ZZ,WZ,WW$ to be included soon.

For $\gamma\gamma$ production further three loop virtual corrections and three loop beam functions have been included [623] for predictions at $N^3LL'$+NNLO. Such three loop virtual corrections are also available for $W^{\pm},Z$ and $H$ production and will lead to resummed predictions at $N^3LL'$+N$^3$LO and to resummation improved fixed-order prediction at N$^3$LO in the future [619].

4.1.4.3. Beyond QCD & MCFM as a library Although MCFM emphasizes higher-order calculations in QCD, at this level of precision it is often desirable – or mandatory – to also include the effect of electroweak contributions at NLO. For a small number of processes, these effects may also be computed [114, 624].

Efficient implementations of tree and one-loop amplitudes in MCFM are also available as a library interface [56]. The use of this library can decrease the execution time of parton shower codes relying on those amplitudes, sometimes by orders of magnitude compared to automated amplitude generators. The extension of the MCFM library of processes using numerical reconstruction methods is an area of current development [625].

4.1.4.4. Outlook Future developments for MCFM include providing fully differential N$^3$LO predictions for the standard candle processes of $W^{\pm},Z$ and $H$ production and increasing the precision of electroweak contributions, non-fixed-order and non-perturbative effects, as well as improvements that go beyond current approximations like mass effects and non-factorizable contributions. The authors are furthermore working on interfacing MCFM with a parton shower, providing access to hadronization and increased precision in kinematic regimes that benefit from the resummation of soft gluon radiation.

4.1.5. NNLOJET

NNLOJET is a parton-level event generator to perform fully differential fixed-order calculations at next-to-next-to-leading order (NNLO) using the antenna subtraction method [68, 69]. It can compute arbitrary infrared safe observables, incorporates a semi-automated tool chain to set up the subtraction for different processes, and includes a sophisticated testing suite to validate the construction and implementation.

A unique feature of the antenna method is the ability to exploit universal factorization properties of color-ordered amplitudes that are particularly economical in setting up the subtraction due to the various singular limits that are captured within a single factorized object, called the antenna function. While a construction of subtraction terms thus requires an appropriate decomposition of squared amplitudes in terms of different color structures, the resulting hierarchy of gauge-invariant color levels $1, N_f/N_c, 1/N_c^2, N_f^2/N_c^2, N_f/N_c^3, 1/N_c^4, \ldots$ readily lends itself for multi-channel adaptation techniques to optimize their sampling and thus significantly improve the efficiency of the calculation. This is particularly relevant for NNLO computations where performance is increasingly becoming a major point of concern. Although the use of a color decomposition may suggest that the method is solely applicable to QCD corrections, an extension to electroweak
(EW) corrections can be realized in a straightforward manner. Photonic real-emission corrections are reminiscent of $U(1)$ gluons that arise from decoupling identities and which naturally appear in the sub-leading color contributions of QCD amplitudes. As such, the subtraction for EW corrections proceeds in an analogous manner as the sub-leading color corrections and are in fact significantly simpler owing to the absence of genuine color interference terms that can complicate the construction in the case of QCD corrections [626].

The NNLOJET framework has been successfully applied to a large number of important processes in $e^+e^-$, deep-inelastic scattering (DIS), and hadron-hadron collisions: $e^+e^- \rightarrow 3j$ [162, 163], (di-)jets in DIS [164, 165], $pp \rightarrow$ (di)-jets [132, 627], $pp \rightarrow \gamma\gamma$ [628], $pp \rightarrow \gamma + j/X$ [142], $pp \rightarrow V + j$ [137, 139, 140], $pp \rightarrow H + j$ [629], $pp \rightarrow VH(+jet)$ [103, 104, 630], and Higgs production in VBF [631]. A generic blueprint for the subtraction is in place for any hadron-collider process up to two resolved jets and any color-less final state. These calculations have demonstrated repeatedly the importance of NNLO corrections to match the precision of the experiments and in some cases even resolve some tensions observed at lower orders. With the goal of consolidating our description of nature and increasing the sensitivity to subtle deviations, it becomes crucial to extend calculations at this order to a wider set of processes, in particular, tackling the frontier of $2 \rightarrow 3$ scattering reactions. This will require an extended level of automation of the antenna formalism to eliminate the remaining manual steps in the assembly of subtraction terms.

Most of the precise predictions in the Standard Model that are considered standard candles are also crucial ingredients for constraining the parton distribution function (PDF) of the proton; the associated errors often being among the dominant sources of theory uncertainties. The use of full NNLO calculations in the extraction of PDFs and other Standard Model parameters, however, is still limited due to the computational cost of repeated calculations. The use of fast interpolation grids addresses this bottleneck and has been implemented in the APPLgrid [632, 633] and fastNLO [634, 635] packages. The extension of this approach to NNLO predictions has been achieved for the case of DIS in [636] and successfully applied to the extraction of $\alpha_s$ and PDFs using HERA data [636–638]. Further details on the associated APPLfast interface are given in Sec. 10 of [183].

4.1.5.1. Beyond on-shell states and challenges with identified states While tremendous progress has been made in computing NNLO predictions, essentially completing all relevant $2 \rightarrow 1$ and $2 \rightarrow 2$ scattering processes, in some cases there remain residual approximations as well as a mismatch between theory and experiment that can potentially limit the interpretation of the data.

Beyond on-shell states The Higgs boson is a prime example where an intermediate state can be treated as a stable particle because of its narrow width. However, in order to faithfully model the event selection cuts and facilitate a direct comparison between theory and experiment at the level of fiducial measurements, it is necessary to include the decay of unstable particles in the calculations. The application of unfolding corrections back to, e.g. stable Higgs bosons, can potentially spoil the formal accuracy of such a comparison. Moreover, the interplay between fiducial cuts and radiative corrections can also impact the perturbative stability of the prediction. This has been observed for the case of $H \rightarrow 4\ell$ decays [639] in the different treatment of the lepton isolation (rejecting leptons as opposed to jets), as well as in the Higgs Dalitz decay [640] in the almost degenerate low-mass region. Fiducial cuts close to back-to-back kinematics were found to potentially induce large power corrections [641] that were also identified in [80] through large higher-order corrections. Finally, in case the decay products involve colored particles, a proper combination of higher-order corrections to the production and decay sub-processes should be taken into account. Ambiguities in combining the individual corrections that arise in such calculations have been explored [630] for the case of associated Higgs production with the subsequent decay of the Higgs into bottom quarks, revealing potential inadequacies in estimating missing higher orders by employing the customary re-scaling procedure.
**Photon identification and isolation** The measurement of scattering reactions involving final-state photons requires the application of isolation requirements in order to tame the overwhelming backgrounds from non-prompt photons. Current calculations at NNLO rely on a convenient trick of imposing a smooth isolation prescription [642] to eliminate the fragmentation component without jeopardizing infrared safety. This isolation prescription however cannot be implemented exactly in experimental measurements and the resulting mismatch between theory and experiment has been the subject of many studies [109, 643–647], with further refinements proposed such as the hybrid isolation prescription [61, 142, 648]. The intrinsic ambiguity in the theory predictions that stems from the removal of the collinear fragmentation contribution can have an impact at the percent level. Precise predictions for processes with external photons thus demand a treatment of the fragmentation contribution at NNLO. The necessary subtraction terms and their integrated counterparts have been computed recently in the antenna formalism [649]. This allows the same fixed-cone isolation as in the experiments to be used, entirely removing the aforementioned ambiguity. Predictions based on these calculations further pave the way for a determination of the photon fragmentation function at NNLO.

**Jet flavor and identified hadrons** The identification of jet flavor within a calculation based on massless flavored quarks suffers from conceptual problems that are linked to infrared safety. These issues can be mitigated by an appropriate adjustment of the jet definition [650], which however cannot be easily applied in the experimental measurements. Accounting for the mismatch of the jet definition between theory and experiment through (un-)folding can induce sizable corrections [144] that can spoil the formal accuracy of the prediction and introduces an additional source of uncertainty. While a calculation based on massive flavored quarks does not suffer from such issues and can use any jet definition, the calculation itself becomes substantially more challenging due to the additional scale in the problem. What is more, the finite mass renders the calculation infrared safe through logarithmic terms of the form $\log(m_q^2/Q^2)$. Such logarithmic corrections might not yet be alarming in the case of bottom quarks, but could jeopardize the fixed-order expansion for lighter flavors and should ideally be resummed to all orders through DGLAP evolution equations. Such a calculation would require the extension of NNLO calculations with identified hadrons, and consequently the inclusion of the associated hadron fragmentation functions. Important first steps have been taken within the antenna formalism and the NNLOJET framework to handle the similar photon fragmentation function.

### 4.1.5.2. Going beyond NNLO

Recent years have seen the advent of differential N$^3$LO predictions for benchmark $2 \rightarrow 1$ processes, unlocking the next level of precision phenomenology. These calculations all employ subtraction methods that rely on an existing NNLO calculation for the same process but with an additional resolved jet. In the context of an N$^3$LO calculation, this additional emission is allowed to become unresolved to probe the genuine N$^3$LO infrared limits. This poses a formidable challenge on the stability and efficiency for the underlying NNLO calculation to obtain reliable results.

The NNLOJET framework has been successfully used to perform differential calculations at this order both using the projection-to-Born (P2B) method [76] as well as the $q_T$ subtraction method [71]. The P2B method relies on an inclusive calculation that retains the differential information on the Born kinematics. The DIS structure function [651, 652] and the Higgs boson rapidity distribution [653] available at this order constitute such inclusive predictions that enabled the fully differential calculation for jet production in DIS [654, 655] and Higgs production [80]. While the $q_T$ subtraction method does not rely on any inclusive calculation as input, the introduction of a resolution variable as a slicing parameter makes this approach substantially more prone to numerical instabilities and thus also very challenging computationally. Several optimizations in NNLOJET that target the stability of both the amplitudes and the phase space have enabled the stable computation of the cross section and rapidity distributions for Higgs [87] and the Drell-Yan...
4.1.6. NLOX

NLOX is a one-loop provider that allows for the automated calculation of one-loop QCD and electroweak (EW) corrections to Standard Model (SM) scattering amplitudes. Based on Feynman-diagram techniques, it has been developed to optimize the manipulation of symbolic and tensor structures recurring in one-loop amplitudes. The first release of the code (v1.0) [656] consisted of the main tensor-integral reduction library, TRED, and several pre-generated processes. Further processes have been produced upon demand for various projects and are publicly available from the NLOX library of processes.

Since v1.0 the code has seen a substantial number of important additions aimed at improving the numerical stability of the one-loop amplitudes and the interface to external codes. Among the most important additions present in the current v1.2 [657] are improved stability checks in the tensor reduction performed by TRED and new routines that check at runtime the IR pole structure of virtual amplitudes against the IR pole structure of the corresponding real emission, order by order in the QCD+EW couplings. These new IR checks are implemented using color-correlated amplitudes that are now also independently obtainable from the code.

NLOX utilizes QGRAF [503], FORM [504, 658], and PYTHON to algebraically generate C++ code for the virtual QCD and EW one-loop contributions to a certain process in terms of one-loop tensor-integral coefficients. The tensor-integral coefficients are calculated recursively at runtime through standard reduction methods by the C++ library TRED, an integral part of NLOX.

NLOX uses dimensional regularization for UV and IR singularities. For QCD renormalization, a modified on-shell scheme is used for the wave-function and mass renormalization of massive quarks, while the MS scheme is used for massless quarks and gluons, where, however, in the latter case heavy-quark-loop contributions are decoupled by subtracting them at zero momentum. EW renormalization is implemented in the on-shell renormalization scheme or, in the presence of potential resonance channels, in the complex-mass scheme. As EW input scheme choices NLOX provides both the $\alpha(0)$ and the $G_\mu$ EW input schemes. All core functionalities of NLOX v1.0 have been presented in detail in Ref. [656].

NLOX has been successfully interfaced with NLO QCD Monte Carlo event generators. In particular it has been used in the POWHEG-BOX implementation of $t\bar{t}W^\pm$ [659], $t\bar{t}Z$, and $t\bar{t}l^+l^-$ [660], as well as for studies of $W + b$-jets [661] and $Z + b$-jet [662] studies in both the 4- and 5-flavor schemes. In one of its earlier stages it further partook in a technical comparison of tools for the automation of NLO EW calculations [663].

Current and previous releases of the NLOX package, the process archives, and a simple set of instructions on how to download and install the various components can be found on http://www.hep.fsu.edu/~nlox/.

4.1.7. OpenLoops

OpenLoops [50, 52, 569] is a fully automated generator of scattering amplitudes at tree and one-loop level. It is based on a numerical recursion that combines the building blocks of Feynman diagrams by means of process-independent operations, which depend only on the Feynman rules of the theoretical model at hand [50, 52]. The OpenLoops algorithm supports the generation of scattering amplitudes for arbitrary NLO calculations within the full Standard Model, i.e. for all amplitudes that involve strong, electroweak, Yukawa and scalar integrations at tree and one-loop level. The code consists of a process-independent part and a collection of libraries that contain
automatically generated numerical code for specific scattering processes. The public OPENLOOPS process library covers a very wide range of processes at hadron and lepton colliders. To date it includes more than 2600 one-loop amplitudes for the QCD and electroweak corrections to different (crossing-independent) partonic processes. Tree amplitudes for the associated real-emission processes are also available. When relevant, such amplitudes are available in different variants, e.g. with massless or massive $b$-quarks, including or excluding heavy-quark loops, etc. Dedicated process libraries that implement special approximations, such as color expansions or specific diagrammatic filters, can be generated in an automated way and made publicly available upon request.

The OPENLOOPS 2 code [569] has native FORTRAN and C/C++ interfaces that allow its functionalities to be accessed by other codes in a flexible way. Besides the choice of processes and parameters, the interfaces support the calculation of LO, NLO, and loop-induced matrix elements and building blocks thereof, as well as various color and spin correlators relevant for the subtraction of IR singularities at NLO and NNLO. Additional interface functions give access to the SU(3) color basis and the color flow of tree amplitudes. OPENLOOPS can be used as a plug-in by SHERPA [497, 664], POWHEG [499], HERWIG [251], GENEVA [665], and WHIZARD [30], which possess built-in interfaces that control all relevant OPENLOOPS functionalities in a largely automated way, requiring only little user intervention. In combination with these Monte Carlo programs OPENLOOPS has been used to generate NLOPS samples for several processes, including nontrivial multi-particle and multi-scale LHC production processes such as $t\bar{t}bb$ [666, 667], $W^+W^-bb$ [668] and $4\ell/2\ell2\nu$ [669, 670] at NLO QCD and $HZ/HW$+jet [671] at NLO QCD+EW.

Technically, in OPENLOOPS one-loop amplitudes are expressed as linear combinations of tensor integrals, which can be reduced to scalar integrals using external reduction programs like the COLLIER library [55] or, alternatively, a built-in algorithm based on the on-the-fly reduction method [52]. The required scalar integrals are evaluated by means of COLLIER [55] and ONELOOP [514].

One of the attractive features of OPENLOOPS—and of automated amplitude generators in general—lies in the fact that many important aspects of scattering amplitudes (such as the color and helicity management, the reduction of tensor integrals, etc.) can be managed and systematically improved in a process-independent way. For this reason, many technical improvements or new user-requested features can be addressed in a general manner and then deployed through the full process library in a fully automated way.

The OPENLOOPS algorithm is designed to guarantee excellent CPU efficiency for challenging multi-leg amplitudes at one loop. In fact, the automation of one-loop calculations has enabled NLO calculations for a wide spectrum of $2 \rightarrow N$ processes with $N = 4, 5$ final-state partons and even beyond. In OPENLOOPS, the CPU cost of helicity- and color-summed one-loop corrections scales linearly with the number of Feynman diagrams, and applications to processes with up to $O(10^5)$ one-loop diagrams per partonic channel are possible. For instance, OPENLOOPS has been used to compute the NLO QCD corrections to $pp \rightarrow t\bar{t} + 3$jet [47] and $ttbb$+jet [672], which are among the most complex NLO calculations to date.

OPENLOOPS is widely used also for low-multiplicity $2 \rightarrow 2$ and $2 \rightarrow 3$ one-loop calculations, which are typically much faster. On average the CPU cost of one-loop amplitudes grows by a factor 20–30 for each additional external leg. For this reason, the further optimization of CPU efficiency is not a priority for such simple processes. In principle, when available, analytic one-loop amplitudes for specific $2 \rightarrow 2$ and $2 \rightarrow 3$ processes can be significantly faster. However, the potential NLO speedup that can be achieved by replacing $2 \rightarrow 2$ or $2 \rightarrow 3$ OPENLOOPS amplitudes by analytic ones is typically very modest, since OPENLOOPS amplitudes are already fast enough. In particular they are typically quite far from being the bottleneck of a full NLO calculation.

OPENLOOPS 2 [569] implements the on-the-fly reduction technique [52] to control numerical instabilities. A sophisticated, automated monitoring scheme is used to assess the stability of
calculations and trigger different calculational techniques when they are beneficial.

In the case of NNLO applications, where one-loop amplitudes need to be evaluated in the unresolved regions of phase space, numerical instabilities are potentially very large, and the stability techniques play a key role in order to ensure the correct cancellation of infrared singularities. Thanks to the above mentioned techniques and further optimizations in the unresolved regions, OPENLOOPS has been extensively and successfully applied in $2 \rightarrow 2$ NNLO calculations and also in some of the first $2 \rightarrow 3$ NNLO calculations [130, 135]. In particular, OPENLOOPS is used as a building block of MATRIX [78] for the calculation of a wide spectrum of color-singlet and heavy-quark production processes at NNLO QCD. In this context, the automation of EW corrections in OPENLOOPS opens the door to ubiquitous NNLO QCD+NLO EW calculations in MATRIX [673]. Moreover, OPENLOOPS +SHERPA support automated NLO QCD+NLO EW simulations at fixed-order [568, 674], and matched to QCD+QED parton showers in an approximation where QED radiation is integrated out at the level of the virtual EW amplitudes [57, 675].

OPENLOOPS implements various renormalization schemes, including the possibility of using the weak mixing angle as input parameter [676]. Unstable particles can be handled by means of a flexible implementation of the complex-mass scheme [677]. Moreover, OPENLOOPS 2 implements a fully general mechanism for the correct choice and renormalization of EW couplings in processes with resolved, unresolved or initial-state photons. A thorough documentation of all aspects of QCD and EW corrections can be found in [569].

The ongoing development activities include the preparation of a new version of OPENLOOPS that will feature a new implementation of the on-the-fly reduction technique [52] at the level of tensor integrals. As already demonstrated in [678], this new reduction algorithm will drastically improve the numerical stability of NLO calculations for loop-induced processes, which require squared one-loop amplitudes with unresolved radiation. Moreover, it will lead to additional significant speed and stability improvements for the interference of Born and one-loop amplitudes, especially in the context of NNLO and complex multi-leg NLO applications.

Recent progress also includes the development of two-loop rational terms [547, 679, 680] and the automated construction of two-loop integrands [681]. These developments represent important steps towards the automation of NNLO calculations within OPENLOOPS.

4.1.8. Recola

RECOLA [51, 682] is an automated tree- and one-loop matrix element generator for the Standard Model and Beyond the SM theories, originally tailored to computations within the SM in the ’t Hooft–Feynman gauge. The generalized version, RECOLA 2 [683, 684], allows for computations in the SM, in BSM theories, and in SMEFT, as far as corresponding model files exist. RECOLA generates all the needed ingredients for tree-level and one-loop computations for arbitrary processes. The matrix elements are generated on-the-fly in memory, i.e. without generating process source code. RECOLA uses the one-loop library COLLIER [55] for the calculation of one-loop scalar and tensor integrals.

RECOLA 1.4.0 provides tree-level and one-loop amplitudes with helicities and colors of external particles. Squared amplitudes are given either polarized or unpolarized. In addition, color-correlated and spin-correlated squared amplitudes are available for dipole subtraction in NLO calculations [34]. RECOLA uses dimensional regularization for UV and IR singularities and optionally mass regularization for collinear singularities. It supports the $\alpha(0)$, $\alpha(M_Z)$, and $G_F$ schemes for the renormalization of the electromagnetic coupling and fixed and variable flavor schemes for the renormalization of the strong coupling. Unstable particles can be treated with the complex-mass scheme [677, 685]. Alternatively, factorizable contributions can be selected for use of a pole
RECOLA 2.2.3 extends these capabilities by allowing for model files of SM extensions and the use of the Background-Field Method [686]. It implements memory optimizations for processes related by crossing symmetry and offers tree-level and one-loop spin- and color-correlated squared amplitudes. A PYTHON interface is also available.

RECOLA has been used together with the private Monte Carlo integration codes BBMC and MOCANLO for various cutting-edge fixed-order calculations, including the electroweak corrections to vector-boson scattering [687–690], electroweak corrections to top-pair production in association a W-boson that decays to leptons [691], and QCD corrections to top-pair production in association with bottom pairs [692].

Recently, RECOLA 1.4.2 has been extended to enable the selection of helicity states for intermediate electroweak bosons and top quarks in resonant tree-level and one-loop SM amplitudes. This feature, in combination with a double-pole approximation [693], has been employed for the calculation of QCD and electroweak corrections to the production of polarized vector-boson pairs decaying to leptons [694, 695].

RECOLA has been interfaced to several public Monte Carlo generators. In SHERPA [696], the interface [697] is fully general for NLO QCD and EW corrections and was used for several NLO computations [698–704]. A public interface to WHIZARD 2.4.1 exists [705], while an interface to HERWIG exists but is not yet public [706]. Moreover, a basic interface between RECOLA and POWHEG-BOX has been used to construct an event generator for same-sign W-boson scattering at the LHC including electroweak corrections [707]. This interface has been subsequently generalized for the computation of NLO QCD+EW corrections to di-boson production [708].

Finally, it is worth mentioning that RECOLA has been benchmarked against several other programs in Refs. [645, 663] at the level of phase-space points and differential distributions for various processes.

4.2. QCD parton showers and dipole showers

QCD parton showers are of particular relevance to high-energy physics and play a crucial role in our understanding of physics at hadron colliders. QED parton showers are similarly important for lepton collider physics and are discussed in the section on lepton colliders, Sec. 8.

The main role of parton showers in event generators is to connect physics processes over (potentially) several orders of magnitude in momentum. They relate the high scales of hard processes, treated with standard perturbative methods, and the low momentum scales of hadronization and beam fragmentation, which are usually described by phenomenological methods that rely on a rather qualitative understanding of the relevant dynamics. Parton showers can be understood as a numerical implementation of evolution equations, where the evolution in momentum scales is driven by the emissions of secondary quanta – in QCD parton showers these secondary quanta are quarks and gluons. This has made parton showers an essential component of any realistic simulation of collider processes for several decades, reflected in ongoing development and refinement of their construction principles. The earliest parton showers were the traditional virtuality- and angular–ordering-based approaches in PYTHIA [178, 709] and HERWIG [177], and the dipole shower implementation in ARIADNE [181, 182, 710]. Improvements of these algorithms and new approaches are now deployed within HERWIG [250, 711, 712], PYTHIA [273, 713], and SHERPA [714, 715], and the more recent additions VINCIA [716, 717] and DIRE [718].

Recently, more attention has been paid to parton showers by the theory community. This is because current limits in our understanding of the parton shower translate directly into limiting systematics in the interpretation of experimental measurements. One example of such limitations
concerns the calibration of the jet energy scale at the LHC. Systematic differences between generators, notably an understanding of the difference in the parton showering between gluons and quarks (see e.g. [719]), translate into the largest systematic uncertainty on the jet energy scale over a broad range of momenta (see e.g. [720]), ultimately affecting hundreds of experimental publications from the LHC. Differences between generators are also a limiting factor in the search for new physics and for measurements at the highest energy scales accessible in the laboratory, for example through uncertainties in tagging efficiencies for highly boosted objects (see e.g. [721]). This latter issue is likely to be exacerbated in the coming years, since machine learning techniques could enable us to exploit the information within each event’s pattern of parton shower radiation, if the parton shower can be understood sufficiently well. Furthermore, improving the physics of parton showers has the potential for substantial physics gains across the broad spectrum of Higgs physics, BSM searches and SM measurements, as long as we can control the systematics associated with the quantitative understanding of their predictions. We will address multiple paths for systematically improving parton showers in the following.

4.2.1. Quantifying the Logarithmic Accuracy of Parton Showers

The accuracy of a parton shower can be discussed through its connection with resummation and logarithmic accuracy, specifically control of the terms $\alpha_s^n L^m$ where $L$ is the logarithm of the ratio of two disparate momentum scales. Analytic resummation techniques can achieve high logarithmic accuracy (e.g. $N^3LL$ for the Drell-Yan and Higgs-boson $p_T$ distribution [588, 722]). The advantage of parton showers over analytic resummations is that they provide an effective resummation for any observable, as well as the fully differential information that makes hadron-level predictions possible. This is crucial for experimental observables that cannot be obtained from analytic resummation. However, so far, obtaining fully differential information at the event level has come at the price of lower formal accuracy, specifically leading-logarithmic (LL) accuracy, which, broadly speaking, accounts for terms $\alpha_s^n L^{n+1}$. The next set of logarithmic terms would be NLL, $\alpha_s^n L^n$, and for $L \sim 1/\alpha_s$, NLL terms are nominally of order one.

Recent work has introduced a taxonomy for analyzing the logarithmic accuracy of parton showers [723–726] and led to the development of final-state dipole shower schemes that demonstrably achieve NLL accuracy for a large class of observables. At the same time, the size of higher logarithmic corrections needs to be viewed in relation to major systematic uncertainties in parton showers [727].

There are many classes of logarithmic terms that a shower can aim to reproduce: for example Sudakov double logarithms for a variety of event-shape type observable classes, collinear single logarithms, and large-angle soft single logarithms. Several groups are investigating the question of logarithmic accuracy within the broad class of showers that use the large-$N_C$ concept of color dipoles to organize the radiation pattern within the parton shower, which can in principle address all of these classes of terms simultaneously.

An important class of shower algorithms are of the angular–ordered kind, which implement the coherent branching formalism, a technique that is known to reproduce full-color NLL accuracy for double logarithmic global observables [728, 729]. A careful treatment of kinematic is needed to maintain that accuracy in a complete shower, as discussed in [730, 731] for both final and initial states. The collinear-oriented formalism of the HERWIG angular–ordered shower easily includes collinear spin correlations [732–734]. However, angular ordering provides an incomplete treatment of soft single (NLL) logarithms [735], which affects non-global observables [736], though the numerical impact is modest in many circumstances.

Building on well established principles of logarithmic resummation, significant progress has been
made in the past two years in developing NLL accurate final-state shower schemes with a certain freedom in choosing recoil and dipole-partitioning schemes. The PANScales group [724, 737–739], has outlined the core principles required to achieve NLL accuracy in a shower, developed several showers that satisfy those principles and provided numerical demonstrations of NLL accuracy for many different classes of observable, covering the double-logarithmic (global) observables, non-global observables and multiplicity, across a range of new showers, including full color and spin treatment for the majority of them. The Forshaw-Holguin-Plätzer approach [725, 740] has used amplitude level evolution [741] to study improved dipole shower algorithms that deliver NLL accuracy for global observables while retaining the accuracy of non-global observables inherent to a dipole shower algorithm. It is targeted at an implementation in HERWIG’s dipole shower, which already includes spin correlations [734]. The Deductor group has studied the summation of large logarithms for the thrust distribution in electron-positron annihilation with special attention to color [742]. To some extent, these issues have also been discussed in the context of initial-state radiation [743].

The above body of work lays foundations and provides an essential proof-of-principle for work that can be anticipated over the coming decade. One major milestone that should be achievable in the next few years is the development of multiple fully-fledged public shower codes that are NLL-accurate across a full set of observables, and that can be used for mainstream experimental and phenomenological applications. The specific tasks that remain depend to some extent on the specific algorithm. However, broadly speaking they include: a) the extension of NLL accurate dipole showers, and their associated logarithmic analysis, to processes with incoming hadrons (for both hadron colliders and DIS); b) the inclusion of quark-mass effects in the showers, including their study from the point of view of logarithmic accuracy; c) developing an understanding of the interplay between hard-process matching and logarithmic shower accuracy; and d) where not already done, interfacing and testing with public hadronization codes such as those in HERWIG, PYTHIA and SHERPA.

Some parts of this work (notably accuracy of the treatment of logarithms related to soft physics) connect with the handling of spin and color degrees of freedom and their associated quantum mechanical interferences. This includes subtle questions connected with super-leading logarithms [744, 745] and recent progress on their understanding [746–750], discussed below in Sec. 4.2.2.

A second major milestone is to provide accuracy beyond NLL, at the very least for the leading-color terms. One motivation is that NLL accuracy implies control only of terms of order 1. Despite it being called next-to-leading logarithmic, an “order 1” control therefore means that an NLL shower can be considered analogous to only having LO control over fixed-order matrix elements, which is widely acknowledged to be inadequate for precision calculations of hard scattering processes. There are many facets to achieving accuracy beyond NLL, including: a) handling the matching of fixed-order calculations with showers (already alluded to above), where the suitable inclusion of NLO matching coefficients is generally a technical requirement for NNLL accuracy — in particular, existing schemes may need to be adapted in order to be suitable as a baseline for NNLL accuracy; b) including higher-order splitting kernels within showers, with some work on this topic already having been started in recent years, as discussed in section 4.2.5; c) including the associated virtual corrections, both those directly connected with the next-order splitting kernels (see e.g. [751]) and those that connect with the higher orders in the cusp anomalous dimension (see e.g. [752]); and d) performing analytic or semi-analytic calculations that provide references and/or validations of the many different kinds of logarithmic contributions that need to be included in the shower (e.g. recent advances in subleading-logarithmic calculations for non-global logarithms [753–755]).
4.2.2. Spin and Color Correlations

Most parton showers algorithms are essentially probabilistic and ignore or approximate quantum interference effects. Amplitude-level evolution provides a new class of algorithms. Several quantum mechanical effects like spin correlations, or color correlations to some extent, can already be implemented in existing algorithms of the angular ordered or dipole-shower type. In particular, these algorithms can reproduce the exact color contributions to global observables that measure the deviation from the two jet limit, and a recent proposal suggests how to extend this beyond the two jet limit [756]. Furthermore, spin correlations can be included using the Collins-Knowles algorithm [732, 757], as is done in the modern HERWIG angular ordered shower [734].

In the following, we highlight recent developments to dipole-type showers. The HERWIG and PANScales groups have extended the efficient Collins-Knowles algorithm [734, 738], connecting it with proposals to measure quantum interference structures in jet fragmentation [738, 758]. A further extension can simultaneously handle spin correlations for soft and collinear emissions in the large-$N_c$ limit [739]. The interplay of soft spin correlations with subleading color corrections is still unclear, and only an amplitude-level treatment can clearly address this. The question remains unanswered of how best to measure spin correlations in QCD jets in order to explore these effects experimentally (see [758] for a recent proposal).

Color matrix element corrections are an intermediate step to including subleading color correlations in the emission contributions [759]. These approaches can be easily included in existing algorithms using weights [759–761], although numerical efficiency presents a significant challenge. It is also possible to design shower algorithms with color corrections in any number of clusters of commensurate-angle energy-ordered emissions [737], an approach taken by the PANScales group. The effective systematic expansion parameter is the maximum number of particles in a cluster up to which exact color is used. An implementation with up to two particles in a cluster has been found to be highly efficient. In the simple $e^+e^- \rightarrow 2$ jets process where it has been tested, it exactly reproduces full-color NLL terms for all global observables (as does a 1-particle-in-a-cluster version, with which Ref. [756] bears similarities). For non-global observables, while full-color accurate only to order $\alpha_s^2 L^2$, it has been found to be able to reproduce all-order full-color single-logarithmic calculations [762, 763] to within their statistical accuracy of about 1%. Open issues include the extension to hadron-collider processes, whether and how it can be extended to clusters with more than two particles, and the interplay with super-leading logarithms.

The above approaches are, however, not full-color evolution in the sense of an evolution at amplitude level, which is necessary to exactly resum all sources of logarithms stemming from multiple exchanges and emissions in unresolved limits. This is particularly relevant for non-global and super-leading logarithms and for logarithms of global observables in events with four or more hard legs.

4.2.3. Amplitude Evolution

An accurate theoretical formalism for including quantum effects should be based on a simultaneous dressing of the amplitude and its conjugate. This can be understood by considering the nature of non-global observables, their duality to evolution equations like the JIMWLK equation [764–769], and their generalization to include hard-collinear contributions (see e.g. [770]) or even their structure beyond leading order [771, 772]. Two existing approaches are DEDUCTOR [773–779] and CVOLVER [780]. They provide a formulation of the evolution at the level of the cross section density operator.

DEDUCTOR formulates evolution in color as evolution of the density matrix. The density matrix
is a linear combination of basis elements $|\{c\}_m\rangle\langle\{c'\}_m|$, where $m$ denotes the number of final-state partons and $|\{c\}_m\rangle$ and $\langle\{c'\}_m|$ are color basis states. At each parton splitting, $m \to m+1$, and the size of the color space increases, while a virtual parton exchange leaves $m$ unchanged but acts as a linear operator on $|\{c\}_m\rangle$ or $\langle\{c'\}_m|$. It is straightforward to express first order parton evolution using the exact color matrices in the QCD Lagrangian. The resulting expressions, however, are impractical to compute numerically. DEDUCTOR uses the LC+ approximation [774], which omits certain terms in the exact-color evolution operators. The LC+ approximation can be applied starting with any product of basis states, $|\{c\}_m\rangle\langle\{c'\}_m|$, and it is exact except for soft gluon emissions or exchanges. It is implemented as part of DEDUCTOR both for electron-positron annihilation and for hadron-hadron scattering and is computationally efficient [776]. DEDUCTOR also provides a numerical estimate of the accuracy of the LC+ approximation for a cross section of interest [778, 779].

The parton shower CVOLVER solves evolution equations in color space and resums a specific class of observables. CVOLVER samples over intermediate color structures in the color flow basis, and systematically expands them around the large-$N_c$ limit [780], for both real emissions, and the virtual evolution. Cancellation patterns present in the sub-leading color contributions [756] are combined with a sophisticated sampling of color structures and a systematic expansion of the virtual evolution. Recently, the full-color resummation of non-global observables has been achieved within this framework, reproducing results which have otherwise been obtained with complementary methods using an “equivalent Langevin formulation” [763]. The ability to compare dedicated resummation and parton shower predictions is an important cross-check of the algorithm.

4.2.4. Mass effects

A realistic description of data requires that parton showers include finite quark masses (both genuine heavy-quark masses, and in the case of light quarks effective non-perturbative masses) [781–783]. Finite quark masses impact the splitting functions, the evolution variables (and the integration limits), and kinematic mapping used to define the recoil strategy [35, 784, 785]. These effects are manifest as power corrections to the mass parameter over the scale of the parton shower and are responsible for the dead cone in gluon radiation from a heavy quark [786]. As the parton shower evolves from the hard scale of the process down to the hadronization scale, the impact of mass effects become relatively more important. How important and where depends on the value of the mass parameters. So far, however, they have been considered to be beyond any claimed accuracy by parton showers, and as such, including them fully or partially, or not at all, has not been seen as making the shower any more accurate, giving a certain freedom in how to exactly account for mass effects, and at which level.

Despite the lack of a formal statement about the importance of finite quark masses, there are sizable effects when a gluon splits into a heavy quark pair [787], a significant signal and background in and beyond the Standard Model. A number of research directions can be envisaged to address questions of shower accuracy involving quark masses, for example as concerns the treatment of logarithms of the ratio of the hard scale to the quark mass. Of particular interest is to determine the correct evolution variable to account for such logarithms and its relation to the evolution variable used for massless quarks.

4.2.5. Fully differential higher-order corrections

Most current parton shower algorithms are based on leading-order splitting functions. The possibility of including next-to-leading order corrections was explored several decades ago [788–791], but did not receive widespread attention until recently. The implementation of a fully differential
parton evolution that resums logarithms at NNLL accuracy for different observables will require the faithful implementation of splitting functions to second order in the strong coupling expansion in a fully differential form. Various technical challenges need to be solved in order to achieve this goal. One potential requirement is a proper treatment of negative weighted events, which can be achieved through the weighted Sudakov veto algorithm [207, 792, 793]. A second requirement is a fully differential computation of splitting functions, including virtual corrections and real emission corrections, during the parton-shower evolution. First proposals for the corresponding Monte-Carlo techniques were made in [794, 795]. The connection to the known NLO collinear and soft anomalous dimensions was established in [752, 796], which also provided the first resummed predictions with differential higher-order kernels, as well as first (approximate) perturbative uncertainty estimates for a parton shower. A soft-collinear overlap removal technique was discussed in [797] and implemented in both SHERPA and PYTHIA. Computations of relevant splitting functions have been performed in [798], providing systematic power counting and highlighting the relation between recoil scheme, partitioning of soft radiation, and the leading power expansion. These computations can be applied to both probabilistic and amplitude-level shower algorithms. Integrated combinations of a subset of the real and virtual final-state splitting functions have been presented in [751]. Although a complete solution to the problem of higher-order evolution kernels is not yet available, notable progress has been made in both conceptual understanding and implementation of necessary pieces.

4.2.6. The sector shower approach

VINCIA [799] provides an alternative to parton splittings based on a dipole-antenna formalism similar to that pioneered by the LEP-era ARIADNE shower [181, 710]. Final-state shower aspects in common with ARIADNE include $2 \rightarrow 3$ splitting kernels each of which contains a full soft-eikonal factor plus additional terms to reproduce the DGLAP kernels in collinear limits, and $2 \rightarrow 3$ recoil kinematics in which both parents share the transverse recoil. This differs from DGLAP, dipole-like, and related approaches which partially fraction the eikonal terms and assign all of the transverse recoil to a single parent for each branching; however it still amounts to a local recoil scheme in the parlance of [724, 777]. VINCIA also uses a Lorentz-invariant evolution variable which, for massless final-state partons, is the same as that of ARIADNE.

For hadron collisions, VINCIA extends interleaved backwards evolution [178, 273] to antenna showers with initial-initial (II) and initial-final (IF) color connections [800, 801], with the coherence properties of especially the latter validated, e.g., in a recent VBF study [802]. Other characteristic features include accurate treatments of mass effects [803], coherent “resonance-final” (RF) antenna functions with collective recoils for showers in decays of colored resonances such as top quarks [804], and the insertion of resonance decays as $1 \rightarrow n$ branchings interleaved with the overall perturbative evolution at decay-specific scales [805].

The most significant difference between the present version of VINCIA and other shower models is in how the branching phase space is populated. In VINCIA, it is partitioned into non-overlapping sectors [799, 806], each of which is characterized by a specific gluon being the softest in the event, specifically the gluon that has the smallest resolution scale. Each such sector only receives contributions from a single splitting kernel, which in turn contains the full soft pole for the given gluon as well as its collinear pole structure up to a kinematic sector boundary at $z = 1/2$, beyond which the neighboring phase-space sector takes over. Since only a single kernel populates each sector, the resulting algorithm is both Markovian and has a unique inverse. Including $g \rightarrow q\bar{q}$ splittings introduces an ambiguity when multiple same-flavor quark pairs have to be summed over; VINCIA’s sector antenna shower can then be viewed as maximally bijective.
4.3. Matching QCD fixed-order calculations to parton showers

Matching parton showers to fixed-order calculations, and merging cross sections for multiple jet multiplicities into one inclusive sample have been central aspects of event generator development in the last two decades, and continue to be an active field of research. It is an important topic since these methods combine the best aspects of perturbative calculations with those of parton showers, allowing precise calculations to be compared to data. This section reviews the different paradigms and state-of-the-art approaches. Before going into more detail, we should highlight the difference between matching and merging. Matching is a modification of a fixed-order calculation and a combination with a parton shower so as to produce the fixed-order cross section up to higher order corrections. This is a well defined procedure and amounts to subtracting the parton shower contribution from the fixed order calculation at the same order, and locally in phase space. All other ambiguities in carrying out this calculation will be discussed in the next section. The accuracy of the parton shower limits the applicability of the matching paradigm. An alternative to matching is multijet merging. Multijet merging combines parton showers and fixed-order predictions for multijet production so that there is no overlap and the transition in between jet bins is smooth and provides the physical Sudakov suppression for exclusive event topologies. Recent development in multijet merging allows for a combination of fixed-order calculations beyond NLO for a certain class of processes.

4.3.1. NLO matching

NLO matching by means of the Mc@NLO [807] method has become a standard for multi-purpose event generators either through built-in capabilities as HERWIG [808, 809] or SHERPA [810, 811] offer them, or through external tools like MADGRAPH [501], which can be used both in conjunction with HERWIG, PYTHIA [812], and VINCIA [802]. The combination of the $O(\bar{\alpha}_s)$ expansion of the parton shower with the fixed-order NLO calculation requires so-called Monte-Carlo subtraction terms. In their differential form, these terms can be used to render real-emission events finite, and their integrated counterpart will render the virtual corrections, together with collinear mass-factorization counterterms, finite. One subtlety is that the subtraction terms must be constructed so that the pole structure of the fixed-order calculation is fully reproduced by the parton shower. A standard parton shower is typically inadequate, because it does not reproduce the local, full-$N_c$ color correlations upon a fixed order expansion, except in the simplest processes, but this problem can be overcome through generic matrix-element corrections, or by implementing color matrix element corrections. Parton-level events generated in this manner can then be combined with an event generator just as for LO processes.

The POWHEG matching method combines a matrix-element corrected parton showers with Born-local NLO $K$ factors. In showers featuring a matrix element correction, the full real emission matrix element is employed in place of the approximate splitting function, admitting a fixed order expansion in terms of the full real emission matrix element. This can then be used to simplify the subtracted NLO calculation. This POWHEG algorithm is implemented in the POWHEG-BOX program [499], as well as MATCHBOX [809] and some versions of SHERPA [813]. Besides the simplification of the NLO matched calculation and the reduction in negative weights, this paradigm also offers in principle more flexibility to run different shower algorithms with the same matched events. However, care must be taken when the shower has a different ordering variable and different shower phase space limits. This case might require more complicated evolution such as truncated showering. Further complications arise specifically in processes with resonances for which the ratio of real-emission to Born matrix elements squared can yield significant, but unphysical, values due
to the steep shape of a resonance peak. This issue has been addressed in so-called resonance aware algorithms [814] and work has only started to understand how these processes should be handled in a more general framework.

The latest addition to the NLO matching methods is KRKNLO. The crucial advantage of this approach with respect to other techniques is its simplicity. The KRKNLO method is implemented in HERWIG 7 and owes its simplicity to the use of parton distribution functions in a novel factorization scheme that is tailored to match the Parton Shower event generator [815]. Extending the KRKNLO method to higher precision and more processes (currently it is only available for Higgs [816] and $Z$ boson production [815]) and its automation using the MATCHBOX machinery are important steps in the development of the method. It has also been proposed to combine the KRKNLO and MC@NLO methods [817] to obtain the best features of each, namely: (a) applicability to general showers, as with the MC@NLO and POWHEG methods; and (b) positive-weight events, as with the KRKNLO and POWHEG methods. It is planned to implement this combined method in HERWIG 7 and investigate it in practice.

Algorithms that implement matrix-element corrections (MECs) are an ideal starting point for NLO matching. The systematic treatment of MECs has been a cornerstone of development of the VINCI parton shower from the early days [716, 717], thus making it a prime candidate. A framework for (semi-)automated calculation of Born-local $K$ factors is currently being developed in VINCI.

### 4.3.2. (N)LO multijet merging

Multijet final states can be described by both matrix element and parton shower calculations. While matrix element calculations give the best description of hard jet configurations, parton showers give the best description of soft and collinear configurations. Multijet merging combines the strength of each approach by describing hard emissions with matrix element calculations and incorporating softer jet evolution by parton showers. Typically, a jet resolution criterion, or cut, is used to separate the hard from the soft phase space regions. Due to computational limitations, only a relatively small number of hard jets in the hard region are described by matrix elements, with further emissions then approximated by parton shower emissions. The resummation of logarithms $\log(Q_{\text{hard}}/Q_{\text{cut}})$ between the hard scale $Q_{\text{hard}}$ and the introduced cut $Q_{\text{cut}}$ is included through parton shower Sudakov form factors, either in their analytic form [818, 819] or dynamically generated by the parton shower itself [820, 821], a procedure often dubbed CKKW and CKKW-L. Parton-shower histories are constructed recursively to accomplish this and to determine the strong coupling scales. For high parton multiplicities, the number of possible histories grows factorially, and a ”winner-take-all” strategy can be employed, see e.g. [390]. In cases where the shower evolution variable does not coincide with the merging cut, a truncated shower approach might be necessary [822, 823]. These original methods and their variations have been implemented in a range of event generators and results have been systematically compared [824], providing evidence for their robustness and predictive power in describing multi-jet final states.

Typically, the integrand of the parton-shower Sudakov does not reproduce the matrix element present in the fixed order calculation. Thus, including higher-multiplicity matrix elements typically changes the inclusive cross section of the merged calculation, especially for low merging scales. The only possible way to avoid this problem is to correct the parton shower with the full matrix-elements, in which case no merging would be necessary. A way to reinstate the fixed order inclusive cross section is to introduce unitarized prescriptions like UMEPS [825]. An alternative method is to iteratively include matrix-element corrections (MECs), as in the VINCI antenna shower [717, 801]. When relying on the parton shower as a (Sudakov-weighted) phase-space generator, care has to be
taken, as strongly-ordered showers are not \textit{a priori} able to completely fill the phase space. To this end, direct higher-order emissions need to be taken into account [795, 796].

Multiple schemes have been proposed for combining next-to-leading order matrix elements of different jet multiplicities. They have been compared in a systematic fashion in a number of community efforts [92, 645, 826]. The underlying idea is the same as for leading order multijet merging. Multiple samples are combined into one calculation while preserving both the fixed order accuracy of the matrix elements and the logarithmic accuracy of the shower, avoiding double counting. A method that can be seen as the NLO equivalent of CKKW-L has been presented in [498, 827], and an alternative approach was presented in [828]. Next-to-leading order equivalents to the unitarized multijet merging approach are available in [829, 830]. An alternative unitarization approach is again given by relying on matrix-element correction schemes, as has been demonstrated in VINCI [794]. With the improved accuracy of multijet merging prescriptions, a systematic and efficient study of uncertainties becomes relevant [831–833].

Sector showers such as VINCI reduce the complexity of matching, merging [834], and matrix-element-correction schemes [806], since any given configuration with at most one quark pair has only a single unique (leading-color) shower history, independent of final-state multiplicity. The exception is if multiple same-flavor quark pairs are present, when all quark permutations that yield viable quark-antiquark clusterings have to be taken into account. However, since the history is again deterministic for each such permutation (further gluon emissions still do not add to the complexity), this growth is still much milder than the original one; at most factorial with the number of same-flavor quark pairs. VINCI’s sector-merging implementation [834] shows approximately constant scaling with the number of additional jets both for CPU event-generation time and for memory allocation. This eliminates all bottlenecks associated to the parton shower in multi-jet merging at any multiplicity, while retaining the accuracy of the CKKW-L method. As such, sector-based extensions to state-of-the-art NLO merging schemes should be straightforward and will be a high priority in VINCI in the near future, contributing to the kind of “aggressive R&D” considered necessary by the LHC experiments in view of tight computing-budget projections for the high-luminosity phase [835] (cf. Sec. 4.7). An automated, sector-shower based MEC framework is currently being implemented in VINCI and will become available in the near future as well. In this context, the inclusion of on-the-fly NLO corrections via a generalization of the scheme in [794] is being investigated as an alternative to existing NLO merging schemes.

### 4.3.3. Combination with NNLO calculations

Various techniques have been proposed for the combination of NNLO accurate perturbative calculations with parton showers. A good algorithm for the combination of NNLO calculations with parton showers should attain NNLO accuracy for observables inclusive in the QCD radiation beyond the Born level, while preserving the logarithmic structure (and accuracy) of the parton-shower simulation after matching. In the following, we will discuss two main methods (in alphabetical order) currently applied by the experiments, as well as a new proposal that may pave the way to fully differential matching.

#### The Geneva method

The GENEVA approach aims to incorporate the effects of higher logarithmic resummation in an appropriate jet resolution variable into event generators. By carrying out this resummation to an order consistent with the fixed-order accuracy, it effectively mediates between the fixed-order calculation and the parton shower. The result is a systematic combination of calculations
at next-to-next-to-leading order in perturbation theory with the parton shower, which extends to arbitrary processes and is performed in the spirit of a traditional matching for analytically resummed calculations. GENEVA also provides considerable flexibility in terms of how exactly the higher order resummation is achieved, and different formalisms can be used to obtain the resummed calculation.

The theoretical background and a first application of the method to the process of $e^+e^- \rightarrow jj$ were first presented in [665]. In this case, the resolution variable, which distinguishes between events at Born level and those with one or more additional emissions, was chosen to be the two-jettiness, a quantity closely related to thrust. The matching of resummed and fixed order (FO) pieces was achieved via a multiplicative approach. The first application of the method to color-singlet production at a hadron collider was the study of the neutral Drell-Yan process [836]. This entailed an additive, rather than multiplicative, matching of resummed and FO contributions and a change to the shower interface. The zero-jettiness observable, $T_0$, was used as a resolution variable, with the resummation again obtained via Soft-Collinear Effective Theory (SCET). Several subsequent applications of GENEVA to other color-singlet processes at hadron colliders follow a similar approach.

SCET allows the cross section for color-singlet production, differential in the zero-jettiness, to be factorized as [838]

$$
\frac{d\sigma^{\text{SCET}}}{d\Phi_0 dT_0} = \sum_{ij} \frac{d\sigma^B_{ij}}{d\Phi_0} H_{ij}(Q^2, \mu) \int dt_a dt_b B_i(t_a, x_a, \mu) B_j(t_b, x_b, \mu) S\left(T_0 - \frac{t_a + t_b}{Q}, \mu\right),
$$

where $d\sigma^B_{ij}/d\Phi_0$ is the Born cross section for the hard scattering. The hard function $H_{ij}(Q^2, \mu)$ depends on the corresponding Born and virtual squared matrix elements, and the sum runs over all possible initial states. The $B_i(t, x)$ are inclusive beam functions computed perturbatively in terms of standard PDFs $f_j$; schematically $B_i = \sum_j T_{ij} \otimes f_j$. Finally, $S(k)$ is the hemisphere soft function for beam thrust.

Equation (6) has a corresponding counterpart in full QCD, which, for $T_0 > 0$ is given by the NLO cross section for color-singlet plus jet production. An important feature of GENEVA is that the cancellation of singularities between the approximate result in Eq. (6), and the exact result in the one-jet phase space is local in the resolution variable $T_0$ by virtue of the use of a $T_0$-preserving phase-space mapping. Although still non-local in the remaining phase space variables, this allows a lower $T_0^\text{cut}$ to be chosen than what would be possible in a strict slicing method [72]. This cancellation requires the complete set of singular terms of the NNLO calculation to be present in the SCET result, which are only fully captured beginning at NNLL'.

Each of $H$, $B$, and $S$ depend only on a single characteristic scale, so that the perturbative expansions of these constituent functions do not feature any large logarithms when a suitable choice of scale is made. In Eq. (6), however, all ingredients must be evaluated at an arbitrary common scale $\mu$, whose dependence exactly cancels between the different functions. We achieve this by using the renormalization group evolution in the effective theory to evolve each function from its own scale to $\mu$. We thus obtain the resummed $T_0$ spectrum as:

$$
\frac{d\sigma^\text{NNLL'}}{d\Phi_0 dT_0} = \sum_{ij} \frac{d\sigma^B_{ij}}{d\Phi_0} H_{ij}(Q^2, \mu_H) U_H(\mu_H, \mu) \otimes \left[ B_i(x_a, \mu_B) \otimes U_B(\mu_B, \mu) \right] \\
\otimes \left[ B_j(x_b, \mu_B) \otimes U_B(\mu_B, \mu) \right] \otimes \left[ S(\mu_S) \otimes U_S(\mu_S, \mu) \right]
$$

where the large logarithmic terms arising from the ratios of scales have been resummed by the RGE factors $U_X(\mu_X, \mu)$. 
The final step of the GENEVA method is the interface to the parton shower. If the resolution variables were closely related to the ordering variable of the shower, the shower matching would be considerably simplified – for example, using the transverse momenta of the color singlet system and the hardest jet as resolution variables, one can perform the matching to a transverse momentum ordered shower such as PYTHIA following the same approach as POWHEG. When using $N$-jettiness, however, the mismatch between resolution and ordering variable requires a more careful treatment. In practice, a truncated shower of the kind described in Ref. [839] is used with appropriate vetoing.

The GENEVA approach has been applied to several processes of interest at the LHC, in particular $VH$ production with different decay modes [585, 840], diphoton production [110], $ZZ$ production [841] and $W\gamma$ production [113]. Figure 1 (left) shows predictions for di-photon production in comparison to ATLAS experimental data. This process is of interest to the LHC experiments due to the intricate QCD dynamics and because it is the irreducible background to Higgs production with decay to di-photon.

Although it has been convenient to exploit resummation in a SCET framework for several applications of GENEVA, this is not, in fact, a necessity. Any formalism which is able to provide the resummed spectrum in a valid resolution variable can be utilized. In Ref. [842], the program RadISH was used as part of the GENEVA implementation. RadISH resums the transverse momentum for color-singlet processes at $N^3$LL accuracy via a direct QCD approach [587]. A calculation of the transverse momentum distribution of the $Z$ boson with this method was in good numerical agreement with exact resummed result. It was also possible to compare for the first time two NNLO+PS generators which use the same framework but different resolution variables, in order to assess the size of the differences in their predictions for exclusive observables. A result from this work is shown in Fig. 1 (right). This prediction has direct bearing on the $W$ mass measurement discussed in Sec. 1.1.

GENEVA is not limited to color-singlet processes, and its application to the production of colored
particles is restricted only by the availability of resummed calculations in a suitable resolution variable at the required accuracy. In Ref. [843], a resummation framework in SCET was established for the zero-jettiness in top-quark pair production. This will allow the GENEVA approach to be extended to processes involving colored heavy particles, including not only the $t\bar{t}$ process but also, in principle, the $t\bar{t}X$ cases, should the appropriate two-loop amplitudes become available.

An important consideration when matching fixed order calculations to parton showers is the relationship between the ordering variable of the shower and the jet resolution variable used in the matching. The flexibility that GENEVA provides with respect to the choice of the latter means that one could use either numerical or analytic resummation to match to showers with NLL accuracy while use a non-standard evolution parameter. Once such a shower is publicly available, this would be an interesting avenue to explore.

The NNLOPS and MiNNLO$_{PS}$ methods

The MiNNLO$_{PS}$ [844, 845] technique was introduced as an extension of the MiNLO$'$ procedure of [846, 847]. The latter method obtained NNLOPS accuracy using a reweighting procedure, and it was applied to some simple LHC processes, namely Higgs-boson production [848], the Drell-Yan process [849] and Higgs to bottom quark decays [850], and more complicated LHC processes, such as the two Higgs-strahlung reactions [851, 852], and the production of two opposite-charge leptons and two neutrinos ($W^+W^-$) [853].

Compared to NNLOPS, the MiNNLO$_{PS}$ procedure addresses more directly the requirement of NNLO accuracy and thus, besides not requiring any reweighting, can be more easily generalized to processes beyond massive color-singlet production. It has the following features:

- NNLO corrections are calculated directly during the generation of the events and without any additional a posteriori reweighting.
- No merging scale is required to separate different multiplicities in the generated event samples.
- The matching to the parton shower is performed according to the POWHEG method [499, 839, 854] and preserves the leading logarithmic (LL) structure of transverse-momentum ordered showers. For a different ordering variable, preserving the accuracy of the shower is more subtle. Not only does one need to veto shower radiation that has relative transverse momentum greater than the one generated by POWHEG, but also one has to resort to truncated showers [839, 855] to compensate for missing collinear and soft radiation.

This method has applied to the production of color singlet systems such as $Z\gamma$ [856, 857], $W^+W^-$ [858], $ZZ$ [859], $VH$ including the $H \rightarrow b\bar{b}$ decay at NNLOPS [860], and was extended to deal with the production of massive colored final states [861, 862], particularly top-quark pair production. The corresponding generator also handles the decay of the top quarks at leading order and approximates off-shell effects.

The MiNNLO$_{PS}$ method formulates a NNLO calculation fully differential in the phase space $\Phi_F$ of the produced color singlet $F$ with invariant mass $Q$. It starts from a differential description of the production of the color singlet and a jet ($FJ$) by means of the POWHEG matching technique [499, 839, 854] for FJ production, supplemented with a modified local $K$-factor $\bar{B}(\Phi_{FJ})$. The function $\bar{B}(\Phi_{FJ})$ is the central ingredient of MiNNLO$_{PS}$. It is derived using the observation that the NNLO cross section differential in the transverse momentum of the color singlet ($p_T$) and in the
Born phase space $\Phi_\ell$ is given by
\[
\frac{d\sigma}{d\Phi_\ell dp_\ell} = \exp[-S(p_\ell)] \left\{ D(p_\ell) + \frac{R_f(p_\ell)}{\exp[-S(p_\ell)]} \right\},
\]  
where $R_f$ contains terms that are integrable in the $p_\ell \to 0$ limit, and
\[
D(p_\ell) \equiv -\frac{d\tilde{S}(p_\ell)}{dp_\ell} \mathcal{L}(p_\ell) + \frac{d\mathcal{L}(p_\ell)}{dp_\ell}.
\]
$\tilde{S}(p_\ell)$ represents the Sudakov form factor, while $\mathcal{L}(p_\ell)$ contains the parton luminosities, the squared virtual matrix elements for the underlying $F$ production process up to two loops as well as the NNLO collinear coefficient functions. Explicit expressions can be found in [844, 845]. A crucial feature of the MinNLOps method is that the renormalization and factorization scales are set to $\mu_r \sim \mu_\ell \sim p_\ell$. Eventually, one obtains the following expression for the $B(\Phi_{FJ})$ function
\[
\tilde{B}(\Phi_{FJ}) \equiv \exp[-\tilde{S}(p_\ell)] \left[ B(\Phi_{FJ}) \left( 1 + \frac{\alpha_s(p_\ell)}{2\pi} \left[ \tilde{S}(p_\ell) \right]^{(1)} \right) + \mathcal{V}(\Phi_{FJ}) \right] + \int d\Phi_{rad} R(\Phi_{FJ}, \Phi_{rad}) \tilde{S}(p_\ell),
\]
where $D(p_\ell)^{(\geq 3)}$ corresponds to the $O(\geq \alpha_s^3)$ contributions in Eq. (9), $B$ and $R$ are the squared tree-level matrix elements for $FJ$ and $FJJ$ production, and $V$ is the virtual matrix element for $FJ$. The factor $F^{corr}(\Phi_{FJ})$ encodes the dependence on the full $FJ$ phase space, as discussed in detail in Sec. 3 of [844].

In the case of the production of colored final states, such as top-quark pair production, the starting point to derive the singular term in Eq. (8) is the more complex expression
\[
\sum_{c=q,g} \frac{[M_c^{(0)}]^2}{2m_t^2} \int \frac{d^2b}{(2\pi)^2} e^{ib \bar{c} \gamma_t e^{-S_c(\bar{c})}} \times \sum_{i,j} Tr(H_{c\Delta}) (C_{ci} \otimes f_i) (C_{ej} \otimes f_j),
\]
which describes the production of a pair of heavy quarks at small transverse momentum. Here $b_0 = 2 e^{-T_{\bar{c}}}$, $b = |\bar{b}|$. $S_c$ is the same Sudakov radiator which also enters the description of the production of a color singlet system at small transverse momentum. The first sum in Eq. (11) runs over all possible flavor configurations of the incoming partons $p_1$ of flavor $c$ and $p_2$ of flavor $\bar{c}$. The collinear coefficient functions $C_{ij}$ describe the structure of constant terms related to the emission of collinear radiation, and the parton densities are denoted by $f_i$ and are evaluated at $b_0/b$. The operation $\otimes$ denotes the standard convolution over the momentum fraction $z$ carried by initial-state radiation. The factor $Tr(H_{c\Delta}) (C_{ci} \otimes f_i) (C_{ej} \otimes f_j)$ has different expressions for the $q\bar{q}$ and $gg$ channels and has here a symbolic meaning. In particular, it has a rich Lorentz structure that we omit for simplicity, which is a source of azimuthal correlations in the collinear limit [597, 863].

All quantities in bold face denote operators in color space, and the trace $Tr(H_{c\Delta})$ in Eq. (11) runs over the color indices. The hard function $H_{c} = H_c(\Phi_{tt}; \alpha_s(m_t))$ is obtained from the subtracted amplitudes and the ambiguity in its definition corresponds to using a specific resummation scheme [575]. The operator $\Delta$ encodes the structure of the quantum interference due to the exchange of soft radiation at large angle between the initial and final state, and within the final state. It is given by $\Delta = V^\dagger D V$, where [597]
\[
V = \mathcal{P} \exp \left\{ -\int_{b_0/b}^{m_t^2} \frac{dq^2}{q^2} \Gamma_t(\Phi_{tt}; \alpha_s(q)) \right\}.
\]
The symbol $P$ denotes the path ordering (with increasing scales from left to right) of the exponential matrix with respect to the integration variable $q^2$. $\Gamma_t$ is the anomalous dimension accounting for the effect of real soft radiation at large angles, and $D = D(\Phi_t, \tilde{b}; \alpha_s(b_0/b))$ encodes the azimuthal dependence of the corresponding constant terms, and is defined such that $[D]_{\phi} = 1$, where $[\cdots]_{\phi}$ denotes the average over the azimuthal angle $\phi$ of $\tilde{p}_T$.

The strategy to arrive at a MiNNLOPS improved $\bar{B}$ function is the same as for the color-singlet case. We expand Eq. (11) taking care of not spoiling the NNLO counting and maintaining leading logarithmic accuracy to arrive at an expression in transverse momentum space that can be used to correct the $\bar{B}$ function in order to achieve NNLO accuracy. All details are given in Refs. [861, 862].

The MiNNLOPS method can currently be used to describe processes with generic color structure that, at the Born level, do not include light partons in the final state. The only requirement is the availability of the resummation of a suitable kinematic variable (such as, for instance, the transverse momentum of the heavy system) at the desired perturbative accuracy as well as the NNLO computation of the hard process. The next milestone is likely to be the matching for a process with a light parton in the final state, such as Higgs plus jet or Drell-Yan plus jet. Similarly, NLO EW corrections may compete with NNLO QCD ones and a joint inclusion of both is another future important goal. A crucial observation is that the current research activity in methods to improve the logarithmic accuracy of the shower to NLL for a variety of observables, and eventually to NNLL level, is likely to add new requirements for matched NLOPS and NNLOPS methods, which at the moment only preserve the accuracy of the shower at LL level.

**Progress towards fully differential matching**

Despite the great success of the methods presented above, an NNLO matching technique that provides the analog of MC@NLO or POWHEG is still lacking. Such a technique could be provided by the NLO matrix-element-corrected parton shower in VINCI. With the sectorization of the branching phase space, it becomes exceptionally simple to identify regions associated to strongly-ordered shower sequences and regions that would normally not be captured with a strongly-ordered shower, such as direct $n \rightarrow n+2$ branchings [795]. Since such higher-order branchings correspond to multiple, simultaneously unresolved partons, the associated splitting kernels have a close connection to higher-order subtraction terms in fixed-order calculations. In particular, they share the same infrared singularity structure. This feature is exploited in VINCI’s approach to NNLO matching, described in [864], which is the first NNLO matching scheme to be based on a direct correspondence between the parton shower and the hard matrix elements at NNLO. While it has so-far been limited to a proof-of-concept implementation for hadronic $Z$ decays, it is being actively developed. Work is in progress to generalize this result to processes of wider phenomenological interest.

### 4.3.4. Matching at $N^3LO$ precision

Calculations at third order in perturbative QCD are the most precise predictions available for hadron collider observables to date. In the recent past, such $N^3LO$ calculations have moved from analytic calculations of total cross sections to fully differential cross sections, partly obtained within numerical tools [80, 87, 159, 391, 654, 865–868]. Only very recently, this progress has been supplemented with a method to match $N^3LO$ calculations to parton showers [869, 870]. The aim of such developments is to produce event generators that yield physical results for inclusive observables, in phase space regions with well-separated partons, and, crucially, also in phase-space regions with multiple unresolved partons. The produced events can straightforwardly be combined with hadronization, and the modeling of multiple interactions between the constituents of composite
hadronic initial states. Thus, N^3LO+PS calculations will allow for the prediction of the (collinear) dynamics of QCD at unprecedented precision, and could thus provide an important baseline for high-precision measurements at future colliders.

The field of N^3LO+PS matching is still in its infancy, with only a single technique, the so-called TOMTE method, available to date. However, given the rapid progress in combining N^3LO fixed-order results with analytic resummation [866–868], the emergence of alternative methods in the near future is plausible. The TOMTE master formula (Eq. (24) of [869]) is process independent, and constructed with a simple procedure:

a) Add a physically meaningful real-emission pattern for m-parton states, created by reweighting fixed-order results with appropriate all-order shower factors.

b) Subtract what you have added (i.e. the real-emission pattern) from the next-lowest multiplicity (m − 1).

c) Add a physically meaningful, and appropriate, higher-order exclusive cross section for the (m − 1)-parton states.

d) Complement the exclusive (m − 1)-parton cross section with its m-parton real-emission pattern. This yields an (m − 1)-parton matched calculation that may serve as a “physically meaningful real-emission pattern” for the next-lower multiplicity (m − 2). Thus, repeat the procedure from point b) on, until the minimal multiplicity (at N^3LO precision) is reached.

The usage of exclusive higher-order cross sections is by choice, since it allows for a convenient separation of the “subtract” and “complement” contributions, which helps by introducing non-parametric shower bias into fixed-order expansions. Such biases arise since the subtractions are based on the specific implementation of unitarity in the parton shower. No such notion exists at fixed order, such that biases may arise if the subtractions are directly involved in producing exclusive fixed-order results from inclusive fixed-order cross sections, as will e.g. be the case for UNLOPS [829, 830, 871]. A similar effect in turn also suggests that biases could arise in UN2LOPS calculations [872, 873] for processes with Born contributions that vary substantially over phase space, e.g. vector-boson + jets production.

Since programs to produce fully differential N^3LO calculations are not public, the TOMTE method has only been studied with “toy calculations” for $e^+e^-\rightarrow$ jets and Drell-Yan lepton-pair production in hadron-hadron collisions, which allows for rigorous tests of its theoretical consistency and numerical feasibility. Sample distributions can be found in [869, 870].

4.4. Electroweak evolution

At a high-energy lepton collider, new particles can be produced through s-channel $\mu^+\mu^-$ annihilation at beam collision energy, with a mild spread due to initial-state radiation. Until such a threshold is discovered, the vector-boson-fusion processes dominate due to the collinear enhancement. As emphasized in [525, 874–880], the particles collinearly radiated from the collider beams should be treated as partons, with the large logarithm resummed in the distribution functions (PDFs). The (semi-)inclusive cross section can be factorized into the partonic cross sections convoluted with the corresponding PDFs, in analogy to the high-energy proton collider cases, cf. Eq. (1). The same effects will be important at very high energy hadron colliders, such as a potential FCC-pp.

Below the EW scale ($\mu_{EW} \sim M_Z$), only light particles, i.e., quarks, leptons, the photon and the gluon, behave as active partons. The PDFs evolve in terms of the DGLAP equations [173, 175, 176]
of QED and QCD groups. At an energy well above $\mu_{\text{EW}}$, all the Standard Model particles become essentially massless. As a result, the heavy particles, $W/Z/H/t$, also act as partons, causing PDFs to run according to the full Standard Model gauge group $SU(3)_c \otimes SU(2)_L \otimes U(1)_Y$. Across the threshold $\mu_{\text{EW}}$, a matching between these two energy regions is required, and one switches to the SM unbroken phase, with conditions $f_\gamma(x, \mu_{\text{EW}}^2) \neq 0$, $f_Z(x, \mu_{\text{EW}}^2) = f_{\gamma Z}(x, \mu_{\text{EW}}^2) = 0$. By solving the DGLAP equations, we can obtain the complete EW PDFs for a high-energy muon beam, with scales $Q = 3$ and 5 TeV shown in Fig. 2 (left). We see that the valence lepton sharply peaks at $x \approx 1$, while others peak at $x \approx 0$, reflecting the $1/(1-x)$ and $\log(x)$ behaviors, respectively. We also show the quark and gluon distributions, with $q = \sum_i q_i + \bar{q}_i$, which come from higher-order splittings. The longitudinal gauge boson ($W_L, Z_L$) does not run with scale $Q$, as a residual effect of the electroweak symmetry breaking. For completeness, we also show the predictions of a few representative Standard Model cross sections in Fig. 2 (right). As expected, the annihilation cross sections dominate when the energy crosses the threshold, and then decrease following their $1/s$ behavior. Instead, vector-boson fusion processes start dominating at high energies.

Electroweak PDFs resum the large collinear logarithms in initial-state radiations. Similarly, the final-state logarithms can be factorized and resummed in fragmentation functions (FFs) [881], or equivalently as Sudakov factors simulated with the electroweak parton showers (PS) [875]. This has been implemented in approximate form in a number of event generators [882, 883]. Recently, a complete angular ordered electroweak parton shower has become available in HERWIG 7 [202, 884]. The VINCIA parton shower also includes a full-fledged electroweak shower that models all possible collinear branchings in the Standard Model [208, 805]. Due to the chiral nature of the electroweak theory, the shower evolution is based on the helicity shower formalism [885] in which intermediate particles are assigned definite helicities. Further features include full mass dependence in the kinematics and dynamics, a treatment of neutral boson interference effects and a veto procedure to avoid double-counting from different hard processes. VINCIA also includes a sophisticated treatment of resonance decays, which are interleaved with the shower evolution. This is especially relevant in the context of an electroweak parton shower, which is able to produce highly-energetic resonances. A systematic comparison among the different generators would be useful to assess the systematics of electroweak evolution.
4.5. General-purpose and high-energy resummation and matching

There is a rich interplay between (semi-)analytic resummed calculations and Monte Carlo event generators. On the one hand, it is vital to have predictions of known formal accuracy for specific observables, to benchmark the more general, but limited in accuracy, event generators. On the other hand, general purpose event generators aim to provide fully exclusive physical predictions including non-perturbative effects, while still being based on perturbative inputs, and can hence guide the transition from parton to hadron level states also for analytic calculations. In practice, the computation of analytic predictions quickly becomes very challenging, in particular in cases with many colored particles in an event. In such cases, the framework of an event generator is ideally suited to incorporate a largely automated implementation of such calculations.

4.5.1. CAEASAR type resummation

A formalism for soft gluon resummation, convenient for automation, is provided by the CAEASAR approach [886]. The necessary ingredients for NLL resummation of suitable observables, and matching to reach NLL‘+NLO accuracy, is implemented as a plugin [700, 887] to the SHERPA [497, 696] event generator. It allows the resummation of the recursive IRC safe observables of the original CAEASAR formalism, as well as of event shapes including soft drop grooming in various settings [888, 889]. The latest addition are (groomed) jet substructure observables, in particular jet angularities, in hadronic production processes [702, 703]. The resummation of soft gluons around complicated color structures is automated using an interface to the matrix element generator COMIX [31]. Some components of CAEASAR like resummation, in particular in some cases the multiple emission effects [890] and, for example for jet observables, the non-global contributions [736], have to be evaluated numerically. Since those can be done once and then applied in several settings, their evaluation is currently left to separate codes. An additional benefit of using an event generator framework relies on the already automated capabilities of SHERPA to perform tasks like fixed order corrections, optimized phase space integration and the handling of interfaces to external resources like loop integrals and parton distribution functions. In a similar vein, aspects of resummation in SCET have been automated in [891, 892] based on the MADGRAPH [501] framework.

There are various matching schemes commonly used to combine fixed-order and resummed calculations to obtain distributions that are accurate both, at a given order in $\alpha_s$ and a certain (resummed) logarithmic accuracy that match or exceed the accuracy of the individual ingredients. A particular strength of the SHERPA implementation of CAEASAR resummation is the access to the fully differential, both in kinematics and in particular flavor, matrix elements from COMIX. This implies that both initial and final-state flavors are known at event level. Hence, flavor sensitive clustering algorithms like the one proposed in [650] (BSZ algorithm) can easily be implemented. With this at hand, the fixed order cross sections to be used in the matching can be separated into channels corresponding to the lowest order (Born) phase space, in an IR safe way. This is an important ingredient in matching schemes that allow to automatically achieve NLL‘ accuracy by matching NLL and LO (or NLO) calculations [893]. This type of clustering has been implemented and used for matching in the SHERPA resummation plugin for observables in color neutral- [700] and hadronic [889] initial states. A downside of this approach is that it defines a global flavor structure of an event, but not necessarily that of an object obtained from a different clustering strategy, like for example the leading anti-$k_t$ jet of the event. Ref. [703] avoided this problem in the context of calculations of jet substructure observables by iterative re-clustering the constituents of an anti-$k_t$ jet with the BSZ algorithm, thus defining its flavor in an IR safe manner. This can contribute to the topic of quark–gluon discrimination that is of more general interest, see for example [61, 645, 894–
FIG. 3: Left: Durham jet resolution scale $y_{56}$ describing the $5 \to 6$ jet transition, at NLO+NLL' compared to various simplified color treatments. Right: Les Houches angularity $\lambda_{1.5}$ of the leading jet in Z+jet production, including the effect of soft drop grooming. Data from CMS compared to the NLO+NLL' +NP prediction and a full SHERPA simulation.

A concrete example for the need of benchmarks with quantifiable accuracy are the efforts to include subleading color effects in parton showers [740, 741, 759, 774, 778, 780, 900–902], cf. Sec. 4.2.2. In several of the mentioned studies, the prime example was the Durham jet resolution scale $y_{n,n+1}$. While at low multiplicities, i.e. for $y_{23}$ the color structure is simple, insights can be gained by considering higher multiplicities, leading to more complicated color insertion operators in the Born amplitudes. In the left of Fig. 3, a resummed prediction for $y_{56}$ obtained with the SHERPA framework is shown [700]. The main plot illustrates the full NLL' +NLO result (red solid line) including the perturbative uncertainty (orange band) obtained from variations of renormalization- and resummation scales, as well as power corrections. This is compared to the calculation in the strict $N_c \to \infty$ limit (LC, blue solid line). As an intermediate step, closer to what traditionally is implemented in parton showers, the improved leading color (Imp. LC, green dashed line) scheme makes the necessary simplifications in the soft functions but evaluates the $SU(N_c)$ Casimir invariants and anomalous dimensions at the physical value $N_c = 3$, see App. A of [700] for details. Approximations at different accuracy are further discussed in [700]. These results will inform the construction of improved parton showers, see Sec. 4.2.

Resummed predictions can on the other hand largely benefit from event generator based studies of non-perturbative corrections. In [703], such a study was used to derive transition matrices, describing non-perturbative shifts simultaneously in the transverse momentum of a jet and in a jet substructure observable. For the Les Houches angularity [645, 903, 904], there is a major contribution in adding shifts in the angularity bins to the perturbative distribution, and a minor but significant effect of adding contributions from neighboring $p_T$ bins, which saturates when adding contributions from regions further away in $p_T$. Figure 3 (right) shows the final prediction obtained after folding the resummed, perturbative, predictions with these corrections (red solid line) in comparison to data obtained by the CMS experiment [905]. Additionally, the result of a full fledged SHERPA simulation at MC@NLO level is displayed. The wealth of data available, in this case just from a single experimental analysis, but covering multiple parameter choices in the observable- and jet definitions, in regards to soft drop grooming and final-state selection criteria
also demonstrates the need for automation of resummed calculations.

The current automation in the SHERPA resummation framework is limited to NLL resummation. This could be extended in the future however. The CAESAR approach has been generalized to cover NNLL accuracy in the ARES formalism [906] which has successfully been applied to two jet final states [907, 908]. These formulas could be automated in a similar way. Recently, first results for non-global logarithms at higher orders have become available [753, 754]. The resummation of the transverse momentum of color singlets has also been formulated in a very similar language in [587, 588]. Based on the SHERPA framework a first resummed calculation for the $q_T$ and $\Delta\phi$ distributions in $W$ and $Z$ boson production at N$^3$LL$'$ accuracy based on SCET has recently been presented [909].

### 4.5.2. High Energy Jets

Predictions based on a fixed-order evaluation of the hard matrix element give very precise results for cross sections and e.g. distributions in transverse momenta. However, there are regions of phase space where an expansion in $\alpha_s$ is slowly convergent. For example, consider the cross section for $2 \rightarrow 2$ scattering of partons in the region where the Mandelstam variable $s$ is much larger than $|t|$. At order $\alpha_s^{n+2} s$ there are terms which are of the form $\log^n(s/|t|)$. At energies accessible by the LHC the quantity $(\alpha_s \log(s/|t|))^n$ can be of order one. Logarithms of this type are called high-energy logarithms. At high-energy colliders they can be large and should in this case be summed to all orders to ensure stability of the perturbative predictions. This motivates an alternative classification of accuracy, where N$^m$LL refers to all terms in the perturbative series of the form $\alpha_s^{n+2} \log^m(s/|t|)$.

The LL contribution to QCD amplitudes, to all orders in $\alpha_s$, takes a simple factorized form [910–912]. Rather than describing the hard matrix element of a collision at the LHC via fixed-order perturbation theory we can instead take as our starting point matrix elements which are LL accurate. High Energy Jets (HEJ) is a framework that builds on this LL accuracy. However, HEJ utilizes Monte Carlo integration for phase space integration, which means minimal approximations to the amplitude need to be made, and no approximations to phase space. This in turn allows HEJ to make all-order predictions for not only asymptotically large energies, but also at the scales of energy accessible by the LHC and for arbitrary cuts and analyses.

To describe an inclusive cross section to LL accuracy it is required only to integrate additional real radiation over the so called Multi-Regge-Kinematic (MRK) region of phase space, where for momenta $p_a, p_b \rightarrow p_1, \cdots, p_n$ the outgoing momenta are strictly ordered in rapidity, $y$, while the transverse momenta $p_i$ are of the same finite magnitude. As an illustration, we give the squared amplitude for the scattering of distinguishable quarks $q$ and $Q$ to $n$ partons:

$$\left| \mathcal{M}_{qQ \rightarrow n}^{\text{LL MRK}} \right|^2 = \frac{4s^2}{N_C^2 - 1} \frac{g_s^2 C_F}{|p_1|^2} \frac{g_s^2 C_F}{|p_n|^2} \left( \prod_{i=2}^{n-1} \frac{4g_s^2 C_A}{|p_i|^2} \right) \left( \prod_{i=1}^{n-1} e^{2\alpha(q_i)(y_{j+1} - y_j)} \right). \quad (13)$$

The only real-emission corrections which are relevant to LL order are emissions of gluons within the rapidity span of the outgoing quarks. Virtual corrections exponentiate in this limit and are described by the Regge trajectory of the associated $t$-channel momentum $q_i$,

$$\alpha(q_i) = -g_s^2 C_A \Gamma(1 - \epsilon) \frac{1}{(4\pi)^{2+\epsilon}} \frac{1}{\epsilon} \frac{q_i^2}{(\mu^2)^{\epsilon}}. \quad (14)$$

The IR singularity here can be regularized by the procedure described in [913].
While expressions such as Eq. (13) are useful for probing the asymptotic limit of QCD, the kinematic approximations are too severe to be directly applied to the LHC. This motivates constructing a framework which maintains the logarithmic accuracy of Eq. 13 while relaxing many of the kinematic approximations used to obtain it.

At leading order, the amplitude for $qQ \to qQ$ scattering already has a factorized form without making any kinematic approximations. It is given as the contraction of two currents defined by the external quark lines. Using them as building blocks one can construct a framework which is LO accurate for this process without losing LL accuracy [914]. The leading-order amplitude for $qg \to qg$ contains $s$- and $u$-channel diagrams as well as a $t$-channel diagram, but it can be shown that for the dominant helicity configurations, the $qg \to qg$ amplitude can be written exactly in the same form as $qQ \to qQ$ with $C_F$ replaced by a momentum-dependent factor [915]. The final form of the LL squared amplitudes for pure-QCD processes is an extension of Eq. (14), with real-emission corrections described in terms of the Lipatov vertex [911, 914]. This framework can be extended to the production of a $W, Z$, or Higgs boson or same-sign $W$-pair production in association with jets [914, 916–919].

The HEJ framework may be systematically improved by increasing the logarithmic accuracy of the all-orders amplitudes. Leading powers in $s/|t|$ in matrix elements lead to leading logarithms after integration. Regge theory gives the scaling of matrix elements in terms of the spin of the particles exchanged in the $t$-channels of the planar Feynman diagrams that can be drawn for a given process when the legs are ordered in rapidity. A flavor/momentum configuration contributes at LL if it permits an exchange of a gluon in all $t$-channels. Beyond that, a flavor/momentum configuration contributes at $N^mLL$ if it permits an exchange of a gluon in all but $m$ of the $t$-channels (see Ref. [920] for further details).

The first NLL component to be included in HEJ was the description of a gluon emission where that gluon was more extreme in rapidity than one of the outgoing quarks [921]. In [920], the necessary pieces have been calculated to include all-order corrections to all configurations at 3 jets and above whose leading contribution is at NLL order. This also includes the potential emission of a $W$ boson from these pieces. This is a gauge-invariant subset of the full NLL correction to inclusive $2j$ or $W + 2j$ production.

The HEJ framework may also be systematically improved by matching to fixed-order calculations, in particular to NLO [920]. Requiring that the fixed-order expansion of HEJ agree with the fixed-order result up to $\alpha_s^3$ without spoiling the logarithmic accuracy of HEJ leads to the following matching term:

$$\frac{\sigma_{2j}^{NLO}}{\sigma_{2j}^{HEJ@NLO}} = 1 + \left( f_{2j}^{(3)} - h_{2j}^{(3)} \right) \prod_{n=0}^{\infty} (-1)^n \alpha_s^{(n+1)} \frac{f_{3j}^{(3)} + h_{2j}^{(3)}}{(f_{2j}^{(2)})^{(n+1)}},$$

where $f$ are the fixed-order coefficient functions and $h$ are the corresponding HEJ coefficients. In the limit of $s \gg |t|$ this ratio tends to one, where in particular, $f_{2j}^{(3)} \to h_{2j}^{(3)}$. Applying this term as a reweighting factor to the HEJ resummed result gives the desired NLO accuracy fully differentially in the two- and three-parton phase space.

### 4.6. Event generators for ultra-peripheral collisions

Ultra-peripheral collisions (UPCs) are a special class of hadronic interactions. They are photonuclear or two-photon interactions that occur when a nucleus emits a photon which interacts with the other nucleus, or with a photon emitted by the other nucleus [922, 923]. They typically require that the two nuclei do not interact hadronically (so the impact parameter $b > 2R_A$,
where $R_A$ is the nuclear radius. Some reactions that have been studied have been vector meson photoproduction (including the $\rho, \rho'$, $J/\psi, \psi'$ and $\Upsilon(1S)$), photoproduction of dijets, and two-photon production of dilepton pairs and light-by-light scattering [924]. Recently, photonuclear and two-photon interactions have also been observed in peripheral heavy-ion collisions.

UPC Monte Carlos should model the photon flux carried by protons or heavier nuclei, accounting for the geometric non-hadronic-interaction requirement; the photon $p_T$ spectrum is also important. The Monte-Carlo event generator STARlight [925] is commonly used for these simulations, to estimate cross-sections and kinematics, and to study detector acceptance. It can simulate a wide variety of final states, including vector meson photoproduction, two-photon production of dilepton pairs, and more exotic reactions like axion production [926].

For photoproduction, the photon flux is coupled with the cross-section for the specific process. Coherent photoproduction of vector mesons is of particular interest because the cross-sections are large - comparable to the hadronic cross-section with lead beams at the LHC [927], and because the final state is distinctive - usually a two-prong decay with total transverse momentum less than 100 MeV/c. Coherent photoproduction of vector mesons on heavy targets can modelled based on a Glauber or dipole calculation, using either calculations or data for photoproduction on proton targets. One complication with coherent photoproduction in UPCs is that we cannot know which nucleus is the photon emitter and which is the target; the two possibilities interfere destructively. The interference varies with the impact parameter, so calculations must carefully account for the geometry to correctly simulate the $p_T$ spectrum. This impossibility of uniquely identifying the photon source introduces a two-fold ambiguity regarding the photon energy [928]. It also complicates interpretation of the signal in terms of energy-dependent cross-sections.

For two-photon interactions, the photon fluxes from the two nuclei can be convolved, and multiplied by the cross-section for the desired two-photon process. In addition to STARlight, the UPCGen code may be used for this type of simulation [929].

Double-diffractive (double-Pomeron) interactions are also possible, and are dominant in proton-proton interactions. They may be simulated using the SuperChic 3 Monte Carlo code [930], which also includes some photon-mediated channels.

One additional complication for heavy ions is that $Z\alpha \approx 0.6$ ($Z$ is the nuclear charge), so many interactions involve multi-photon exchange. Simulations must account for the possibility of these additional photons as well [931]. STARlight can be used for this purpose, and the $n_0n$ afterburner [932] can also be employed to simulate neutron emission from the additional interactions.

### 4.7. Computing performance and portability

The Physics Event Generator Working Group (WG) of the HEP Software Foundation (HSF) has led the charge in studying the performance of event generators for the LHC physics program. A detailed description of their activities and HSF-related developments can be found in the review document [420], produced by the WG in 2021 for the second phase of the LHCC review [933–935] of computing for High-Luminosity LHC (HL-LHC), and in the published WG paper on the specific challenges in Monte Carlo event generator software for HL-LHC [418], which had been prepared during the first phase of the LHCC review in 2020 and 2021. The previous documents from the HSF Generator WG have also been submitted as standalone Snowmass White Papers [419]. In this section, we give an overview of this work and also briefly extend the discussion of event generators to other experimental facilities as well.
4.7.1. Profiling and benchmarking

Historically, event generators have been the fastest steps in the simulated data workflow for LHC experiments and, therefore, have not faced as much scrutiny as detector simulation and reconstruction. However, this has changed in recent years with experiments [835, 936], for some scenarios, projecting computing needs to exceed the expected resource budgets by several factors, with event generation comprising the largest, single component of the workflow for some experiments. Given this, CPU performance improvements can naturally have a large impact on the ability of the experiments to reach their physics goals.

Previous HSF Generator WG activities have led to the generator groups performing more in-depth profiling of the CPU costs and possible computational inefficiencies of their software. By clearly identifying some performance bottlenecks, this has already allowed major improvements in several generators. Several concrete examples are:

- the latest version of the SHERPA event generator configuration used by ATLAS is expected to be three times faster than the previous one [937] for one of the largest CPU-consuming processes, vector boson production in association with multiple jets, with no appreciable loss in the quality of the physics modeling
- helicity recycling in MADGRAPH5_aMC@NLO gives speed-ups of around a factor ~2 for many complex processes [938]
- an optimized program flow for weight variation calculations in SHERPA, leads to a factor of about 4 speed-up for the number of variation weights typically employed by ATLAS in representative processes [939]
- and a new interface to MCFM’s analytic one-loop amplitudes significantly speeds up the evaluation of one-loop amplitudes compared to automated tools [56].

In parallel, a more detailed study of the CPU costs of MC generation campaigns in the experiments is progressing in order to better understand how the event generators perform where it really matters, e.g., on the Worldwide LHC Computing Grid for LHC simulations. Establishing better mechanisms to collect CPU costs and generation efficiencies (e.g., due to sampling, merging or filtering) from the production systems of experiments would allow for an easier comparison between different experiments and different generators. It is also important that experiments share this knowledge, especially in published papers or public notes.

4.7.2. Efficient phase-space sampling

The choice of a phase-space sampling is one of the most important ingredients in determining the efficiency of unweighted event generation. Phase-space sampling may be especially inefficient for high-multiplicity physics processes, where many kinematic combinations can yield peaks. Some methods have been proposed and studied to improve the situation. For example, neural networks have been applied in SHERPA [432, 434] to optimize integration variables. Other improvements are new, physics-based algorithms in MADGRAPH5_aMC@NLO such as the use of multi-weight channels and optimizing the order of integration of the virtuality of \( t \)-channel particles [938], which may lead to speed-ups by factors ~2 to ~5 for typical LHC processes (and to much larger speed-ups by three or four orders of magnitude for some VBF processes). However, many of these improvements have not yet been carefully validated or used for large scale productions by the experiments.
4.7.3. Negative weights

As described in Sec. 3.4, negative weights result in a drastic decrease in statistical power. Considering $t\bar{t}$ and $Hbb$ production [940] as worst-case scenarios, the negative weight fractions are $r=25\%$ and $r=40\%$, respectively. This results in the need to generate 4 times and 25 times as many events to achieve the same statistical precision on MC predictions.

Several strategies have emerged to mitigate this problem. In particular, significant progress on improved NLO matching prescriptions has been achieved in both MadGraph5_aMC@NLO and Sherpa. The recent work on the MC@NLO-Δ technique [940] reduces the negative weight fractions from $\sim 21\%$ to $\sim 7\%$ for $W$-boson plus jet production, and provides even larger reductions for problematic processes like Higgs boson production in association with $b$-quarks, where the fraction reduces from $\sim 40\%$ to $\sim 30\%$. However, there is not yet a clear timeline for its use in a new production version of MadGraph5_aMC@NLO, partly because its implementation requires a strict coordination between MadGraph5_aMC@NLO and Pythia. Similar developments in Sherpa have led to a negative weight fraction reduction from $\sim 18\%$ to $\sim 9\%$ for $Z$-boson production in association with multiple jets [937].

By design, negative weights can almost be fully avoided in the Powheg NLO matching prescription [854]. The physics description of Powheg is different with respect to that of MC@NLO. Therefore, the predictions at the same level of accuracy formally may be different in Powheg and MC@NLO, and have different systematics [940]. Although, Powheg is available for a certain number of physics processes, Ref. [540] describes an interface between the Powheg-Box and MadGraph5_aMC@NLO that allows generic event generation from MadGraph5_aMC@NLO interfaced with Powheg to use Powheg NLO matching to avoid negative weights. Another prescription that can avoid negative weights is KrkNLO [815] which utilizes a different method than MC@NLO or Powheg. However, it has been rarely used at the LHC, and it is available only for a small number of processes. As mentioned in section 4.3.1, one can also envisage relatively modest modifications of the underlying matching procedures in order to eliminate otherwise irreducible sources of negative weights using the MAcNLOPS method [817].

It is important to note, however, that improvements in precision calculations, such as NNLO in QCD matrix element calculations, and new parton shower algorithms (e.g., DIRE) are expected to come with new sources and a different level of negative weights depending on the process. Therefore, despite the recent progress, negative weights will likely remain an issue that needs close attention.

4.7.4. Event weights for systematic uncertainties

Many analyses at the LHC depend on reweighted MC events for systematic uncertainty calculations. PDF, parton shower initial- and final-state radiation variations, and ME renormalization and factorization scale variations can be handled by computing alternative weights for the same physical event, saving CPU cycles. However, this cannot be done in some cases, such as for parton shower starting scale and underlying event tune variations (including color reconnections and intrinsic transverse momentum). This results in extra load in MC production systems of the experiments because of the additional CPU cycles to produce each sample with different parameters. Better flexibility in (re-)deriving scale and PDF weights can be obtained by writing more information to the event record (at least in Sherpa), but the CPU and storage implications of this have not yet been assessed.
4.7.5. Porting software to modern hardware: GPUs and vectorization on CPUs

Some aspects of event generators naturally offer an ideal workflow to exploit data parallelism on GPUs and vector CPUs, such as when the same calculations must be repeated in exactly the same way for different phase-space points (for instance, the matrix element calculation for different event kinematics). This makes it possible to process different events in parallel in lockstep, using either single instruction, multiple threads (SIMT) processing with no thread divergence on GPUs, or single instruction, multiple data (SIMD) vectorization on CPUs. Among others, two recent activities in this area are especially interesting.

One promising development is the ongoing work [941] on reengineering the matrix element calculation in MadGraph5_aMC@NLO for GPUs and vector CPUs. With respect to a single threaded non-vectorized CPU version on a modern Intel CPU, in double precision a throughput increase of a factor $\sim 4$ was obtained on a modern Intel CPU through SIMD vectorization compared to a single-threaded non-vectorized implementation for C++ double precision calculations. A throughput increase by two to three orders of magnitude was observed using an Nvidia V100 GPU. Both for CPU vectorization and V100 GPUs, an additional throughput increase by a factor $\sim 2$ was obtained by moving from double precision to single precision (at the cost of some numerical instabilities). These speed-ups were observed for the simple physics process $e^+e^- \rightarrow \mu^+\mu^-$, but seem to be confirmed by more recent preliminary studies for $gg \rightarrow t\bar{t}(g^*)$ processes, with up to three gluons in the final state. This work is making rapid progress and should lead to a new production version of MadGraph5_aMC@NLO in 2022, also thanks to a collaboration between theorists and software engineers which was largely promoted by the HSF generator WG.

Another promising development is a study of the known variants of the Berends–Giele recursion [942] for gluon matrix elements, assessing their strengths and weaknesses on various computing platforms as well as providing a comparison to existing general-purpose matrix element generators. This was presented in [943]. In a chip-to-chip comparison for similarly priced hardware, and focusing on the case of less than seven outgoing gluons, it was found that the best-performing GPU algorithm had evaluation times per event at least an order of magnitude smaller than the best CPU evaluation times. These results did not use any symmetries exclusive to the gluon-only case, and are representative of what can be expected from a full-fledged GPU matrix-element calculator for the Standard Model.

Other approaches to exploit GPUs for event generators have also been recently proposed, including some based on general purposed libraries such as TensorFlow [394, 944, 945]. Further R&D in porting and optimizing generators for heterogeneous computing architectures is essential to facilitate new and upcoming HPC resources and their unmatched parallelism. The GPU-based architectures of these resources will also be ideal for AI/ML approaches to accelerate and complement existing algorithms for MC event generation.

5. NEUTRINO EXPERIMENTS

This section is dedicated to event generators for neutrino-nucleus interactions, with a focus on accelerator-based experiments. Understanding these interactions is the main challenge to constraining and measuring the properties of neutrinos and exploring BSM signatures in neutrino experiments.

The extraction of fundamental neutrino parameters such as mixing angles, CP phase and mass ordering requires the knowledge of the incoming neutrino beam energy. While in all other high-energy and nuclear physics experiments the beam energy is known to a high precision, this is not the case for the neutrino beam energy, where only broad distributions are known. The beam energy has
to be reconstructed event-by-event from the observation of the final state of the reaction; the latter is — due to detector acceptance limitations — also only partially known. This is where generators are needed, and without them the fundamental neutrino parameters cannot be accurately measured.

Another complication arises from the fact that all presently running or planned experiments use nuclear targets. This requires not just the generation of the fundamental events, but also — in addition — a reliable description of final-state interactions in the target. The latter in turn requires the knowledge and implementation of nuclear physics structure and reaction theory.

To understand the importance of properly modeling neutrino-nucleus interactions, we can give a few key examples of the role of cross section uncertainties in experimental measurements. Regarding measurements of standard oscillation physics parameters, an interesting example of the importance of accurate cross section modeling can be found on how changes on the neutrino-nucleus interaction modeling has erased NOvA’s preference for non-maximal mixing \([946, 947]\). Looking to the future, we highlight that the DUNE collaboration has estimated that an uncertainty on signal interaction rates greater than 1% will substantially degrade the sensitivity to CP violation and the neutrino mass hierarchy \([15]\). Neutrino-nucleus modeling is also important for Hyper-Kamiokande — a water Cherenkov detector cannot distinguish electrons from photons. Due to that, neutral current \(\pi^0\) production is a significant background for the \(\nu_e\) appearance channel, which is crucial for the measurement of the CP phase, and therefore a proper modeling of the backgrounds will have direct impact on the sensitivity to CP violation. If we turn our attention to new physics searches, we note that the recent MicroBooNE analyses on the \(\nu_e\) interpretation of the MiniBooNE low energy excess are all dominated by cross section uncertainties \([948–950]\), which range roughly between 15-25%. The future SBND experiment, as the near detector of the SBN program, will collect an enormous sample of neutrino events. This will make neutrino event generators even more important in bridging high statistics near detector measurements to predictions in other detectors, such as DUNE, and in searches for new physics.

Nevertheless, 10 to 20% discrepancies between event generator predictions and data have been observed in double differential cross sections \([951]\) and exclusive observables such as proton multiplicity \([952]\). Similar disagreements are found when using neutrino event generators to describe neutrino-electron scattering data \([953, 954]\). It becomes clear that improving the description of neutrino-nucleus interactions is crucial for the success of current and future neutrino experiments. In the following, we review the experimental needs related to the description of neutrino-nucleus scattering, the current status of generators, generator tuning procedures, and future requirements of event generators to enable neutrino experiments to develop their full potential.

The programmatic aims and event generator requirements of current and next-generation neutrino facilities is reviewed in Sec. 5.1. An overview of the main physics ingredients needed to simulate realistic neutrino-nucleus interactions is presented in Sec. 5.2. Recent developments and priorities specific to commonly-used generator frameworks are summarized in Sec. 5.3. Special attention is given to simulations of and constraints from charged-lepton scattering on nuclei in Sec. 5.4, due to its strong potential to constrain model ingredients that can otherwise be challenging to disentangle through neutrino data alone. Section 5.5 focuses on several issues that need to be addressed urgently to realize the key physics goals, including upgrades to tuning and uncertainty quantification, as well as development of geometry/flux and theory interfaces.

### 5.1. Experimental needs and opportunities

Event generators need to make robust predictions over a wide range of neutrino beam energies, from hundreds of MeV to tens of GeV. Until recently, accelerator-based neutrino oscillation experiments have placed significant emphasis on simulating neutrino interactions for neutrino beam
energies $E_\nu$ around 1 GeV [955]. This is an energy region where quasielastic (QE) interactions are dominant, and 2-body kinematics allow for the reconstruction of the neutrino energy [956]. The significant impact of nucleon correlations within nuclei has lead to additional theoretical interest to this energy region [955, 956]. Among future projects, DUNE uses a wide-band energy beam ($E_\nu \sim 1 - 6$) GeV, while HyperK uses a narrow-band low energy beam ($E_\nu \sim 600$ MeV). DUNE, HyperK, and JUNO [957] also intend to measure atmospheric neutrinos with high-statistics; energies $\lesssim 20$ GeV are key to determining the neutrino mass ordering. As these projects move on to higher energy regions, precise simulation of neutrino interactions above the QE region is important.

5.2. Key physics components

In different energy regimes, different interaction models become more or less important. These models are quasielastic scattering (Sec. 5.2.1), meson exchange currents (Sec. 5.2.2), hadron resonance production (Sec. 5.2.3), and deep inelastic scattering (Sec. 5.2.4). The breakdown of the scattering cross section for the different processes versus the (anti-)neutrino energy is shown in Fig. 4. A discussion of the especially important, but poorly understood, matching between the resonance production channel and the deep inelastic scattering is outlined in Sec. 5.2.6. Details on the nucleon form factors applied to account for the non-point like nature of nuclei and nucleons can be found in Sec. 5.2.5. Furthermore, the modeling of hadron interactions as they escape the nucleus using cascade algorithms is covered in Sec. 5.2.8. Finally, the current status and recent developments in simulating non-standard interactions, which requires the simulation of leptonic final states at higher multiplicities, is discussed in Sec. 5.2.9. For additional details see the theoretical tools for neutrino scattering white paper [958].

5.2.1. Quasielastic Scattering

Quasielastic (QE) neutrino scattering on nuclei is the dominant interaction process for incident neutrino energies $E_\nu$ on the order of hundreds of MeVs. In this kinematic region, the lepton interacts with individual bound nucleons via a one-body current operator. The current operator is a sum of a vector contribution, depending on a combination of the proton and neutron electric $G_E^{(n,p)}$ and magnetic $G_M^{(n,p)}$ form factors; and an axial term, written in terms of the axial $F_A$ and induced pseudoscalar $F_P$ form factors.
QE electron scattering on nuclei can be used to constrain and validate neutrino scattering predictions, and data from experiments on light $A < 4$ nuclear targets have been used to extract the neutron charge and magnetic form factors as well as investigate possible medium modifications of the nucleon form factors.

Instead of the sharp peak in the excitation spectrum observed in true elastic scattering, the nucleon motion inside the nuclear medium yields a broad peak. The width of this peak provides a direct measure of the average momentum of nucleons in nuclei, and has been used to determine nuclear Fermi momenta.

Scaling of the inclusive cross section is another important feature of the QE region. This refers to the fact that the inclusive electromagnetic cross section divided by an appropriate function describing the elementary electron-nucleon elastic scattering process, no longer depends on two variables—the energy and momentum transfer $\omega$ and $q$—but only upon a single variable $y(\omega, q)$. Violations of scaling quantify the effectiveness of the Impulse Approximation (IA) picture of QE scattering.

Different approaches have been developed to account for quantum-mechanical effects in Final-State Interactions (FSI) in the quasielastic region. To correct the Impulse Approximation results, the real part of an optical nuclear potential is added to the free energy spectrum of the outgoing nucleon and the cross section is folded with a function accounting for rescattering effects. In the Relativistic Mean Field approach, FSI between the outgoing nucleon and the residual nucleus are accounted for by solving the associated Dirac equation using the same mean field as used for the bound nucleon. For more details on FSI see Sec. 5.2.8.

### 5.2.2. Meson Exchange Current

An important correction to QE scattering is the meson exchange current (MEC) that accounts for multi-nucleon correlations in the initial state. For electron QE scattering, this contribution is a direct consequence of current conservation. The inclusion of a nucleon-nucleon interaction term in the Hamiltonian describing the initial nuclear state requires the introduction of a two-body current operator to guarantee gauge invariance. The role of two body currents in electron scattering has been studied in connection with scaling violations in the longitudinal and transverse electromagnetic scaling functions in the quasielastic region [961, 962].

MiniBooNE measurements played a central role in directing theoretical interest towards the MEC by revealing the presence of additional nuclear processes in neutrino scattering. The discrepancy observed between the CCQE data—measuring one lepton and no pion final state—and different theory predictions including only the one body current contribution, suggested the occurrence of events with two particle-two hole final states induced by two-body currents not included in the theory calculations [963–965]. According to the definition above, these events cannot be distinguished from those with one particle-one hole final states. Therefore, they are often referred to as CCQE-like. The two-body current contribution to neutrino-nucleus scattering has been studied by different groups [965–967], and some differences are obtained by the different theoretical approaches.

Two of the most used models [966, 967] in generators include processes involving nucleons and $\Delta$ resonances, and therefore have applicability to neutrino energies only up to a few GeV. The effects of virtual pions are also included. The key challenges to modeling the MEC are the proper inclusion of two-nucleon correlations, binding energy, and in-medium corrections.
5.2.3. Resonance Production

In resonance production (RES), a neutrino probe interacts with a single bound nucleon, exciting it to any of a large number of baryonic resonances. These resonances decay into a final-state nucleon and mesons — pions, predominantly. Because of the beam energy, resonance production will be one of the dominant processes in the DUNE data [15].

Most neutrino generators describe resonance production through implementations of the Rein-Sehgal (RS) model [968]. The RS model is a generalization of the relativistic quark model of Feynman, Kislinger, and Ravndal [969], originally adapted to predict pion photoproduction using matrix elements. While the RS model quantifies the resonant process, there are also important non-resonant contributions to the same final states. Most neutrino generators combine the resonant RS piece with a smooth background function based on a rescaling of the Bodek-Yang DIS model [970–973] discussed in more detail in Sec. 5.2.4. Recent improvements to generators include the treatment of low lying resonances [974]. In addition, there is work by Kabirnezhad [975] to implement the Rein model that includes resonant and non resonant processes and their interference in a formalism that treats electron and neutrino processes equally.

A major challenge is to include all the information on in-medium corrections from analysis of earlier hadron and photon experiments. Another is to include all meson processes from non-resonant and resonant processes in a coherent way. This has been done by the Sato-Lee group [976] and that work is starting to move into the generators. A NuSTEC workshop [977] explored the situation in detail.

5.2.4. Deep Inelastic Scattering

Neutrino Deep Inelastic Scattering (DIS) is described using the parton model and perturbative QCD, and thus has overlap with the discussion in Sec. 6. The primary interaction is characterized by the scattered neutrino interacting predominantly with quark-gluon, \( i.e., \text{partonic} \) degrees of freedom within the target nucleus. These interactions occur incoherently via charge- or neutral-current exchange, and come into play beginning in the few-GeV region, ultimately dominating the neutrino-nuclear cross section at higher energies. Traditionally, QCD factorization theorems [167] permit the neutrino-scattering cross section to be decomposed into perturbatively-calculable Wilson coefficients and characteristic parton distribution functions (PDFs) of the struck nucleus. It should be stressed that this picture of neutrino interactions with individual partons at higher energies — a process that is itself the subject of substantial theoretical and phenomenological focus — becomes still more complicated at lower energies, particularly the few-GeV region of greatest relevance for DUNE. The reason for this is that a number of nonperturbative QCD effects, including the insufficiency of a purely leading-twist description [978] of the DIS interaction and the presence of target-mass effects [979–981], must be consistently and systematically incorporated. In addition, there is a phenomenological ambiguity concerning the threshold and onset of the DIS region as distinct from the resonance and shallow-inelastic scattering (SIS) regimes. Different neutrino generators generally abide by distinct kinematic definitions in terms of \( W^2 \) and \( Q^2 \) in their default settings. We discuss the issues associated with this resonance-to-DIS transition in greater detail in Sec. 5.2.6.

Currently, neutrino generators implement phenomenological models to provide an effective description of the neutrino DIS cross section. The prevailing model is that of Bodek and Yang (BY) [972], which computes the DIS cross section in terms of leading-order PDFs (GRV98) [982] rescaled via phenomenological factors to empirically describe available data at softer \( Q^2 \) and \( W^2 \). This approach is generally taken with a combination of PYTHIA [189] and dedicated string models.
for hadronization in event generation, see Sec. 2.4.

5.2.5. Form factors

In the interaction between a neutrino and a nucleus, we can distinguish three different levels: the quark, nucleon, and nuclear level. At the quark level, the neutrino interacts with the point-like quarks in the parton model. Calculations are carried out using the Standard Model Lagrangian or extensions including beyond-the-standard-model (BSM) physics. At the nucleon level and at four-momentum transfers comparable to the nucleon mass, the composite nature of the nucleon is represented by form factors. Since most current and future experiments require nuclear targets, we need to consider how the nucleons and the hadrons produced in the interaction behave inside the nucleus. This nuclear level requires input from nuclear physics. Thus, to extract a Lagrangian parameter, such as Standard Model or BSM coupling, from data, we need to “unfold” the data from the nuclear to the nucleon level, and then from the nucleon to the quark level.

Unlike the case for lepton-nucleon interactions, there are no rigorous, QCD-based factorization theorems to separate among each of these three levels in lepton-nuclear scattering, but this approach seems to be the most phenomenologically sound. It is sometimes not even explicitly stated when discussing the neutrino-nucleus interaction. We would like to isolate and control the effects coming from the quark, nucleon, and the nuclear level. Luckily, there has been considerable progress in the last 10 years in our theoretical and experimental knowledge of the nucleon form factors. To some extent these were motivated by experimental anomalies. For the proton electric form factor it was the “proton radius puzzle” [983], related to different values of the form factor slope at zero $q^2$ from different experiments. For the nucleon axial form factor it was the value of the axial mass reported by MiniBooNE [984].

The A1@MAMI experiment [985, 986] has provided high-precision data both for the electric and magnetic proton form factors at low momentum transfers of interest to the neutrino physics community. However, there are some tensions to the PRad@JLab experiment [987] at the level of the electric form factor and to the older dataset at the level of the magnetic form factor. These questions are going to be investigated with future measurements of electron- and muon-proton scattering. Now, modern fits for the nucleon vector form factors are largely determined by the measurements of the A1@MAMI.

Besides the experimental progress, an important theoretical improvement from the last 10 years was done regarding the parameterization of the form factors. Prior to 2010, several models were used ranging from the historical dipole model, to multi-parameter models based on assumed functional forms. In [988], it was first suggested to use the $z$ expansion for baryonic form factors, and further studies on its use were detailed in [989]. The $z$ expansion relies on the known analytical properties of the form factor. It is used extensively in flavor physics for meson form factors, where it is the universally accepted parameterization and is a common instrument for fits of the nucleon form factors.

These studies of $z$-expansion parameterization were combined with all available electron-nucleon scattering data [989], extended by atomic physics and neutron scattering constraints, and further optimized for the kinematics of neutrino oscillation experiments [990]. The resulting fit for all nucleon vector form factors is presented in the form of $z$-expansion coefficients with the corresponding covariance matrices and allows a rigorous error propagation to any experimental observables.

The nucleon axial form factor is extracted mainly from the deuterium bubble chamber data from the 1970s and 1980s with additional $\beta$-decay constraints on the normalization. Besides the partially lost expertise and unknown incoming neutrino fluxes, an updated model-independent $z$-expansion fit [991], which does not rely on flux predictions, was recently performed. This fit is also
suitable for the rigorous propagation of errors to experimental observables.

Lattice QCD calculations can be used to predict nucleon form factors and other few-body observables that can be used as inputs to nuclear many-body calculations, as detailed in the lattice white paper [958]. Results are often complementary to those obtained from experiment; for example, different flavor combinations of vector and axial form factors can all be calculated with similar computational resource requirements. Vector-current form factors are precisely determined by electron scattering experiments and provide validation for lattice QCD results. State-of-the-art nucleon electromagnetic elastic form factor calculations using approximately physical values of the quark masses can achieve few-percent uncertainties for \( Q^2 \lesssim 1 \text{ GeV}^2 \) and show good agreement with experimental determinations [992–996]. Nucleon axial-current elastic form factor calculations can achieve similar precision (and the range of \( Q^2 \) used in current calculations can be extended), and lattice QCD axial form factor results with fully controlled uncertainties and higher precision than experimental determinations will soon provide a valuable input to nuclear many-body calculations. Axial form factor calculations in particular face challenges from \( N\pi \) excited states that are found to have large axial-current transition matrix elements in chiral EFT [997, 998] and lattice QCD [996, 999, 1000] and therefore complicate extractions of nucleon elastic axial form factors. Calculations including careful treatment of these excited-state effects are found to pass consistency checks related to chiral Ward identities that were apparently violated in earlier calculations [996, 999, 1000]; however, there is tension between these lattice QCD results and phenomenological determinations of axial form factors from deuterium bubble-chamber data [1001]. Further refined lattice QCD calculations including additional ensembles and critical investigations of the systematic uncertainties in both lattice QCD and experimental form factor determinations will be critical for obtaining reliable axial form factor results with few-percent uncertainties over the next 5-10 years.

Lattice QCD can also be used to predict inelastic nucleon transition form factors such as \( N \rightarrow N\pi \), including the effects of the \( \Delta(1232) \) and higher-energy nucleon resonances. Calculations of \( N\pi \) scattering and \( N \rightarrow N\pi \) transition form factors are at a much more exploratory stage than calculations of nucleon elastic form factors, but work in this direction is ongoing [1002–1004]. Further, variational methods that can be used to reliably include \( N\pi \) states in transition form factor calculations can also be used to explicitly subtract their effects from nucleon elastic form factor calculations, and the development of resonant form factor calculations will proceed synergistically with that of elastic form factor calculations. Accurate and precise determinations of \( \Delta(1232) \) and other resonance production amplitudes will be essential for achieving few-percent total cross-section uncertainties for experiments such as DUNE where the neutrino flux is peaked close to the resonance region. Lattice QCD results for nucleon resonant form factors would provide complementary information to experimental neutrino scattering data [1005–1009], including for example detailed descriptions of the angular dependence of resonance production amplitudes, that could be used to inform nuclear many-body theories and event generators where nucleon-level resonant amplitudes enter as inputs [1010]. Although the computational costs of lattice QCD calculations increase exponentially with the number of nucleons included, it is also possible to compute nuclear matrix elements for few-nucleon systems directly from lattice QCD that can be used to inform models of meson exchange currents [1011–1013]. Exploratory calculations of resonant nucleon transition form factors, few-nucleon axial matrix elements and form factors, and also structure functions relevant to neutrino DIS are reviewed in a Snowmass paper [1014], will mature over the next few years and it will become increasingly important to develop robust pipelines connecting theory results for few-nucleon systems to neutrino event generators.
5.2.6. Resonance and DIS matching

For $E_\nu \sim 1 - 10$ GeV, different effects are important and must be combined into a sensible interaction model. This is referred to as the shallow-inelastic scattering (SIS) [1015] regime, and is characterized by $Q^2 \leq 1$ GeV$^2$ (not deep, but “shallow”) and $W$ greater than the pion production threshold (“inelastic”). The theory behind SIS is interesting in itself, and includes inelastic processes with higher baryonic resonances, quark-hadron duality, and nuclear DIS.

At this time, no neutrino event generator accounts for the interference effects from the overlap of all states that would be needed to simulate SIS correctly. Instead, neutrino interactions are treated at a nucleon level and added incoherently. Various corrections, most notably nuclear corrections, are applied subsequently. The interaction models are also connected to avoid discontinuity in simulation. However, it is extremely challenging to simulate neutrino interactions smoothly in all kinematic variables. First, the high-$W$ region of RES is dominated by higher baryonic resonances. However, none of these are identified by neutrino scattering experiments and models have not been validated in this region. Second, RES and DIS are treated incoherently, although they are related by quark-hadron duality [1015]. The Bodek-Yang model [971], based on electron scattering data, attempts to merge these two processes, but, again, it is not fully validated by neutrino data. For nuclear targets, we also expect modification of the PDF which is again well understood for electron scattering but not for neutrino scattering. Consequently, these theoretical problems need to be addressed before we can implement the models in event generators.

5.2.7. Hadronization at Low Energies

Neutrino experiments have detectors that are fully active with $4\pi$ coverage. This allows the measurement of exclusive final state, and presents a challenge to event generators. Hadron production is based on phenomenological models such as the Lund string model [1016]. However, the assumptions behind the models do not clearly match the typical invariant mass in the RES-DIS transition region ($< 3$ GeV). For this reason, the AGKY model was developed for GENIE, based on the charged hadron multiplicity extracted from data and applying the KNO scaling law [224]. The predicted multiplicities are smoothly connected to PYTHIA 6 [189] for the high-$W$ region. In this way, continuous topological cross-sections are drawn in all of phase space. Figure 5 shows the $\nu_\mu p$ normalized topological cross-sections simulated by GENIE v3 [1017] and NEUT v5.4 [1018] compared with bubble chamber data [1019]. There are visible discontinuities where the low-$W$ hadronization models based on the KNO scaling switches to PYTHIA (note, NEUT uses PYTHIA 5). These discontinuities originate from using the string model at very low $W$ ($< 3$ GeV). The dispersion from the string model is narrower than that predicted from KNO scaling based on low-energy bubble chamber data. It may be possible to tune the string model for this low $W$ region [1020], but, again, this is likely beyond the expected applicability of the model. Alternatively, this discontinuity can be avoided by moving this transition to a much higher $W$ region where the string model is well validated. In general, matching hadron final-state predictions from neutrino event generators to data is challenging. Efforts to predict high-multiplicity data from high-resolution neutrino experiments [1021–1024] has recently begun.

5.2.8. Final-State Interaction Models

An important aspect of neutrino interactions is that hadronic states, produced in the primary collision, must propagate through the nuclear environment to be detected. To model these interactions completely, the interference of all interaction mechanisms yielding the same final state must
FIG. 5: Data-MC comparisons for normalized topological cross-sections for muon neutrino - proton scatterings. The left is from GENIE v3 (tune G18_02a_02_11a) [1017] and the right is from the NEUT v5.4.0.1 [1018]. Data are from the Fermilab 15’ bubble chamber [1019]. MC simulations show large non-physical discontinuities of topological cross-sections and these simulations suggest event-by-event predictions of hadronic final states are extremely challenging using current methods.

be included. In practice, this is not computationally feasible. Two approaches to solve this problem have been developed: intranuclear cascades and hadronic transport equations. For a discussion of hadronic transport at higher energies see Sec. 2.5.2.

5.2.8.1. Intranuclear Cascade In intranuclear cascades, particles are assumed to propagate classically through the nucleus between consecutive scatterings upon background nucleons [1025–1028]. The interactions are traditionally modeled using free-space elementary cross sections [1029] with modifications to account for Pauli blocking and non-relativistic in-medium effects [1030, 1031]. Although these methods are simple, they describe a wide variety of data with hadron and electromagnetic beams.

An IAEA study [1032] examined inclusive cross sections for neutron and proton scattering off nuclei at a variety of energies, and more recent studies can be found in [1033–1035]. In addition to nucleon-nucleus scattering, the papers also investigated the proton transparency. This is a new and interesting observable for traditional neutrino event generators to study. A comparison between available algorithms in neutrino event generators for transparency can be found in Fig. 6. Both studies found that current FSI methods based on hadron-nucleon scattering are able to model both total reaction cross section and transparency data for nuclear targets sufficiently for existing data. The authors of [1035] found that, in their intranuclear cascades, the transparency is sensitive to a variety of factors such as nucleon-nucleon correlations and formation zones. Nevertheless, a different approach developed in [1034] found that the transparency is strongly affected by the modeling of formation zones and only mildly sensitive to correlations. To investigate the different conclusions, a detailed study is required. Further comparison to data, particularly for exclusive and differential observables, is needed for this to become a standard validation tool. However, these datasets are currently unavailable or not precise enough to distinguish the differences among models. For additional details on how each generator implements the intranuclear cascade, see Sec. 5.3.

5.2.8.2. Hadronic Transport Models Hadronic transport models were originally developed to simulate the dynamical evolution of nucleus-nucleus collisions in heavy-ion experiments [1036–1040]. These transport models attempt to solve the Kadanoff-Baym equations [1041, 1042]. Because these equations are exceedingly complex, approximations are made, such as gradient expansion, which leads to the Boltzmann-Uehling-Uhlenbeck equations. This set of truncated semi-
classical kinetic equations is used to describe the dynamics of hadronic systems explicitly in phase space and time in the GiBUU event generator [264, 412, 1043, 1044]. Hadronic transport algorithms have been benchmarked against nucleus-nucleus and hadron-nucleus scattering data in [1043, 1045].

5.2.9. BSM and Higher multiplicity SM processes

Neutrino experiments have traditionally focused on only charged ($\nu_l A \rightarrow lX$) and neutral ($\nu_l A \rightarrow \nu_l X$) current final states in their analyses. However, with the statistics available at current and future short-baseline experiments [11, 12] and future long baseline experiments [9, 1052], the ability to study other leptonic final states are of extreme interest. Additionally, the simplest interpretation of the low energy excess from the MiniBooNE experiment [1053–1058] are either disfavored by global analyses [1059–1061] or by recent constraints from the MicroBooNE experiment [948, 949, 1062–1064]. Many models have been proposed to explain the excess [1065–1085], including some that lead to a higher multiplicity of final-state leptons. Nevertheless, none are implemented into current event generators. Furthermore, next generation experiments will require an efficient pipeline to go from a new physics theory to simulated events to enable a robust new physics search program similar to that at the LHC.

Regarding higher multiplicity final-state leptons, within the Standard Model, neutrino trident production has only been observed to be nonzero at the $3 - 4\sigma$ level [1086–1088]. The statistics obtained at next generation experiments should be sufficient to have a $5\sigma$ discovery of neutrino tridents [1089, 1090]. Furthermore, the trident process is sensitive to new neutral current processes [1091, 1092]. However, event generators do not currently have this process implemented. This prevents an accurate simulation of the Standard Model prediction, especially after including experimental cuts. It is therefore necessary that generators begin to expand beyond simulating only single lepton final states.

Currently, neutrino event generators generally do not implement BSM physics models (NuWro, NEUT, GiBUU), with only limited exceptions (e.g., a recent GENIE implementation of boosted dark matter and dark neutrinos [407]). In this latter example, the events are generated as a $2 \rightarrow 2$ process, with subsequent on-shell decays afterwards. When taking such an approach, it is important to ensure that all spin-correlations are taken into account. For example, these spin
correlations are important for separating Dirac from Majorana heavy neutral leptons [1093–1096], and for studying \( \tau \) neutrino charged current interactions [1097–1101]. At this moment, the effort involved in incorporating a BSM model into a neutrino generator is a critical limiting factor in detailed searches at current experiments; as such, there is strong interest in formulating more flexible and generalizable approaches.

A first prototype generator (ACHILLES) was developed in [369] using the UFO interface [368] within the COMIX event generator [31] (for additional details on the UFO file format see Sec. 2.8). This framework leverages the fact that new physics first appearing at neutrino experiments will most likely not modify the nuclear physics significantly and that the matrix element can be factorized into a leptonic current and a hadronic current. This allows us to use the tools developed for arbitrary tree level process calculation at the LHC and the most advanced nuclear physics models, without having to drastically modify either component. Additional details can be found in the discussion of the ACHILLES generator (Sec. 5.3.5).

5.3. Neutrino generator frameworks

In this subsection we describe active projects for neutrino event generators. We list the generators that cover the full phase space in alphabetical order, followed by developing generators.

5.3.1. GENIE

Significant recent activity in GENIE has been devoted to implementing improved models of quasielastic and 2p2h interactions. The historical and default QE model is based on a calculation by Llewellyn-Smith [1102]. Two more modern treatments have been implemented, each usable for a wide variety of target nuclei. The Valencia QE model is based on a local Fermi gas representation of the nuclear ground state and adds corrections for Coulomb effects and long-range nucleon-nucleon correlations, the latter using a Random Phase Approximation (RPA) approach [966]. In a second new QE model, SuSAv2, the nuclear responses are computed using scaling functions based on Relativistic Mean Field (RMF) theory [1103, 1104]. Both of these new QE models have a corresponding implementation of charged-current 2p2h scattering based upon similar physical assumptions. In the case of SuSAv2, the QE and 2p2h channels may also be simulated in a consistent way for electromagnetic scattering [1105, 1106]

In addition, several other theoretical descriptions of QE scattering on specific nuclei are in advanced stages of development. First is the Short-Time Approximation (STA), an \textit{ab initio} calculation that uses quantum Monte Carlo methods to evaluate lepton-nucleus scattering cross sections [1107]. The STA approach has significant strengths, including the ability to predict kinematic distributions for a two-nucleon final state and to treat interference between one- and two-nucleon contributions to the cross section correctly. However, it is computationally expensive, requiring many CPU hours to achieve precise results. A first STA implementation in GENIE, able to reproduce the model predictions for inclusive electron scattering on \(^4\)He, relies upon interpolation of tables of precomputed nuclear responses [1108]. Efforts to extend the technique to simulate the hadronic final state (while preserving proper correlations with the sampled lepton kinematics) are underway. Second is an implementation of the Hartree-Fock Continuum Random Phase Approximation (HF-CRPA) calculations developed primarily by a group at Ghent University [1109–1111]. These provide a more realistic description of nuclear structure compared to standard GENIE models, leading to sizable differences in the theoretical predictions for small energy and momentum transfers.
For high-energy neutrino scattering (of particular interest for the upcoming FASERν facility or neutrino telescopes), the High-Energy DIS (HEDIS) package was recently interfaced and incorporated, thereby extending GENIE DIS capability beyond the default Bodek-Yang model noted in Sec. 5.2.4. The HEDIS framework is based on charge-current DIS structure functions computed from arbitrary PDFs at NLO QCD accuracy. These QCD-based approaches to DIS need to be extended to softer kinematics near and in the RES-DIS transition region relevant for DUNE, discussed in Sec. 5.2.6.

GENIE v3.2 [407] features 4 FSI models: hA, hN, INCL++ [1112] and Geant4. The hA model, which is the long-standing default, is an effective data-based effort that provides a good description of a wide variety of hadron-nucleus data. The hN model is very similar to what is standard in NuWro and NEUT. The hN, INCL++ and Geant4 models have stronger nuclear medium corrections and additional FSI particles with better theoretical basis, and provide a better description of kinematic observables involving low energy hadrons [407]. Comparisons of GENIE, NuWro, and NEUT predictions to hadron-nucleus scattering data and hadron transparency reveal interesting deviations [1035] for low energy protons and pions with energy near the $\Delta(P_{33}(1232))$ resonance, a region that is very prominent in neutrino interactions. There is a strong need for pion transparency data which is only studied for high energy pions of energies well above the $\Delta$ resonance.

Continued model exploration and development will be an ongoing priority within GENIE and the larger GENIE user base in the coming years. These development efforts will extend along the areas discussed above, and can also be expected to involve a growing concentration on the few-GeV region in preparation for LBNF/DUNE. This involves particular focus on DIS and shallow-inelastic scattering, which require a sustained program of model development and refinements to the underlying theory. In a broader model-development context, the input of charged-lepton data as discussed in Sec. 5.4.2 is expected to play a significant role in guiding model selection and subsequent tuning.

The neutrino flux and geometry interfaces and the wealth of mature and extensively tested drivers implementing these interfaces constitute one of the most well-known and desirable GENIE features. There is a strong community desire to reuse the GENIE experimental interfaces to test alternative physics generators. This drove the implementation of an “Event Library” interface [1113] and the development of a generic EvtLib GENIE generator. The purpose of the EvtLib generator is to read from an external library of cross sections and pre-computed final particle kinematics (most likely computed using an alternative neutrino generator). For each interacted neutrino selected by GENIE, the generator will use the appropriate cross section from the file, and then use the kinematics from the library entry with the closest-matching energy. Within the limits of the library statistics, this will then reproduce the physics of the external generator, but making use of the flux and geometry handling of GENIE. The details of the event library file structure are described in the code and in the manual [1114].

5.3.2. GiBUU

The Giessen model is an extensive general theory framework to describe nuclear collisions, from relativistic heavy-ion collisions to neutrino-induced reactions on nuclear targets. The treatment of final-state interactions (FSI) is built on quantum-kinetic transport theory [1115] and as such can be used as a generator, called GiBUU, for the full final state of a reaction. The underlying theory is described in detail in [264]; this article also contains the details of the actual implementation of theory and its parameters in the code. The code is being updated from year to year and its source-code is freely available [1116].

GiBUU is not only a neutrino generator, but has been used for an analysis of a wide class
of nuclear reactions. Its origins go back to the description of relativistic heavy-ion reactions and to $p + A$ and $\pi + A$ reactions. The same handling of final-state interactions was then used for investigations of particle production in $\gamma + A$ and $e + A$ reactions. The treatment of final-state interactions has thus been checked in wide kinematic regimes. The code also allows for off-shell transport and is thus suited to deal with nucleon spectral functions not only in the initial state but also in the final state. GiBUU’s treatment of collisions relies on a local interaction rate \cite{1117}; it does not use mean-free-paths for the handling of collisions.

5.3.3. \textit{NeUT}

The following section is largely reproduced from \cite{1118}, and the interested reader is directed there for more details of the model and implementation choices made in \textit{NeUT}.

\textit{NeUT} is primarily a neutrino–nucleus scattering simulation program library and provides a complete model capable of predicting the observations for a wide range of neutrino scattering experiments. \textit{NeUT} is capable of simulating neutrino–nucleon and coherent neutrino–nucleus interactions in a number of reaction channels over a neutrino energy range from 100 MeV to a few TeV. Additionally, \textit{NeUT} incorporates initial- and final-state nuclear effects for interactions with nuclei from boron to lead. One of the most important nuclear effects is the re-scattering of hadrons, which are produced in the primary neutrino–nucleon interaction, as they propagate out of the nuclear medium. This re-scattering can result in hadron absorption, extra hadron production or knock-out, or distortion of the nuclear-leaving particle kinematic spectra. The \textit{NeUT} hadron propagation model has also been used to simulate low-energy pion–nucleus scattering, both to tune the model to the experimental data \cite{1119} and to simulate pion propagation in neutrino-scattering experimental simulations. Finally, \textit{NeUT} can also simulate various nucleon decay channels to support experimental searches for the process.

Current modeling improvements include the implementation of the state-of-the-art CCQE and multi-nucleon model by Amaro \textit{et al.} \cite{1120}, and single pion production models by Kabirnezhad \cite{975} and by Sato \textit{et al.} \cite{1121}. The implementation of a rudimentary QE-only electron-scattering simulation in \textit{NeUT} is underway. This will enable improved and extended validations of the implemented physics that is most critical to T2K analyses.

\textit{NeUT} currently depends on a version of CERNLIB that has not been maintained since 2005. Building and distributing the library for modern compilers and operating systems takes time away from more important development efforts. \textit{NeUT} relies on CERNLIB for reading configuration files, random number generation and some common mathematical operations, and PYTHIA v5.72 \cite{1122} for simulating SIS and DIS interactions. PYTHIA versions 5 and 6, written in FORTRAN, are also not maintained by their authors. Resolving the dependency on PYTHIA v5 is not trivial, due to the removal of the ability to generate final-state lepton kinematics in later versions. Removing the dependency on CERNLIB is a high priority for near-future maintenance.

Because of the in-house nature of \textit{NeUT} development and analysis usage, it is not yet open source. This is undesirable. Exposure to more users and use cases will result in code, interface, and physics improvements. However, the lack of human resources render it difficult to support \textit{NeUT} as a more general tool. Work has begun, in collaboration with other neutrino interaction simulation stake-holders, to define, test, and implement a new community-designed event format and event generation API \cite{404}. These critical future developments will be implemented in \textit{NeUT} as they become defined and mature.
5.3.4. NuWro

NuWro [1123] is a Monte Carlo neutrino event generator developed by the theory group at the University of Wroclaw in 2005. NuWro is focused on the needs of accelerator-based neutrino experiments, i.e., the \( \sim 1 \text{ GeV} \) energy region, but can be used in the energy range from \( \sim 100 \text{ MeV} \) to \( \sim 100 \text{ GeV} \). NuWro models neutrino interactions in the impulse approximation. In this scheme, any simulated event is a two-step process with an initial (hard) neutrino scattering off a bound nucleon (or a pair of nucleons) followed by final-state interactions (FSI) of knocked-out nucleons, hyperons and produced pions. Together with various supplemental nuclear effects, this simple picture can reproduce many experimental results for both inclusive [1124–1126] and exclusive [1033, 1127, 1128] cross sections measurements.

5.3.4.1. Initial nuclear state  
Charged-current quasielastic scattering (CCQE) is the dominant interaction channel within the scope of NuWro development interests. Prominently, the hole spectral function (SF) approach described in papers of Benhar [1129, 1130] is available for carbon, oxygen, calcium, and iron. Additionally, in the same framework, one can also perform simulations using an approximate solution for the argon nucleus. The most profound feature of the SF approach is that it contains a contribution from nucleon short-range correlated (SRC) pairs giving rise to a characteristic large momentum tail in the nucleon momentum distribution. In that case, interactions only occur on one target nucleon, with the other being merely a spectator (but also affected by FSI effects). Within this picture, following the recipe from Ref. [1131], it is possible to go beyond the plane-wave impulse approximation and effectively include the distortion of the final nucleon wave function by an optical potential. The aforementioned effective spectral function, proposed in Ref. [1132], is a convenient approximation to include the essential features of a hole spectral function, like realistic target nucleon momentum distributions.

Finally, NuWro contains a few other solutions that address different aspects of nuclear modeling. An alternative approach that attempts to account for the SRC effects on top of a Fermi gas is the Bodek-Ritchie model [1133]. It is also possible to describe target nucleon using density- and nucleon momentum-dependent potentials [1134]. In the case of LFG and CCQE interactions, long-range correlations calculated with the RPA technique can be optionally included [1135].

5.3.4.2. Hard interaction models  
The quasielastic interactions are described using the Llewellyn-Smith [1136] formalism with several options for vector and dipole axial vector form factors. For antineutrinos, there is a possibility to produce hyperons with a mechanism similar to CCQE.

The NuWro approach to single-pion production uses a model optimized for the \( \Delta(1232) \) resonance peak region. \( \Delta \) is the only resonance explicitly included, with nucleon-\( \Delta \) form factors taken from Ref. [1137]. The additional non-resonant background contribution is modeled as a fraction of the DIS dynamics, extrapolated down to the pion production threshold. This contribution is added incoherently to the \( \Delta \)-excitation model, as described in Ref. [1138]. In the region of \( W \in (1.3, 1.6) \text{ GeV} \), NuWro employs a linear interpolation between the RES and DIS pion production cross sections. Additionally, for nuclear target reactions, the \( \Delta \) self-energy is included as an approximation based on Ref. [1139], and the effect of the finite \( \Delta \) lifetime is included, as discussed in Ref. [1123]. Finally, the angular distribution of pions resulting from \( \Delta \) decays follows the values of density matrix elements reported by ANL and BNL experimental studies [1140, 1141].

In the DIS region, NuWro uses the Bodek-Yang prescription [970] for the inclusive cross section. Hadronic final states are generated using PYTHIA 6 [189] fragmentation routines [189], with modifications described in Ref. [1142]. NuWro performance has been optimized to reproduce experimental results for charged hadron multiplicities, see Ref. [1143]. For DIS events, formation zone effects are included [1123].

Simulation of \( 2p2h \) events can be done using several models for the overall contribution to the
cross section and kinematics of final-state leptons. For the charged current reaction, the default is the Valencia model [1144, 1145]. Other options include the transverse enhancement model [1146], Marteau-Martini model [1147–1149] and SuSAv2 model [1150]. A novelty is an option of using the phenomenological $2p2h$ model of Ref. [1126], which is tuned to reproduce the inclusive T2K and MINERvA CC0π cross section data. As for the hadronic part, NuWro uses a model proposed in Ref. [1151]. The Valencia and SuSAv2 $2p2h$ models were implemented using five tabulated nuclear response functions for carbon and oxygen nuclei. Extrapolation to heavier targets is possible using methods similar to those proposed in Ref. [1152].

Besides the most significant reaction channels, NuWro also models purely leptonic neutrino-electron interactions [1153] with a much smaller cross section than neutrino-nucleon scatterings but non-negligible in specific kinematic regions.

5.3.4.3. Final-state interactions

NuWro cascade model employs the algorithm proposed by Metropolis et al. [1026, 1154], with several new physical effects and updated hadronic cross sections. Hadrons in the cascade are treated in a semi-classical approach propagating in straight-line steps using the standard non-interaction probability formula. Pauli blocking is implemented locally using information about nucleon density. The cascade terminates when all the moving hadrons leave the nucleus or do not have enough kinetic energy and are stuck in nuclear potential. The remnant nucleus is generally left in an excited state, but its de-excitation is not modeled.

In Ref. [1033], the nucleon part of the NuWro cascade has been studied and benchmarked on the nuclear transparency data collected from $(e,e'p)$ scattering experiments. The essence of the model lies in nucleon-nucleon cross sections, which replicate the PDG dataset [1155], the fraction of single-pion production adjusted to the fits found in Ref. [1156], and the center-of-momentum frame angular distributions of Ref. [1157]. For nucleon-nucleon elastic interactions, in-medium modifications are taken from Ref. [1030], while for inelastic reactions the model from Ref. [1158] is adopted. Short-range correlation effects are included by reducing the nuclear density near every hadron-nucleon interaction point [1159, 1160] with a compensating factor applied at larger distances [1033].

For pions in the $\Delta(1232)$ region, pion-nucleon cross sections are described with the Salcedo-Oset [1031] model. At larger pion energies, free pion-nucleon total cross sections are taken from experimental data, and differential cross sections are provided by the SAID model [1029].

5.3.4.4. Electron scattering

The electron scattering module (eWro) is available for QE interactions and nuclear models described above. Computations are done exactly as for neutrinos with interaction vertex and intermediate boson propagator replaced by what follows from the Standard Model for electromagnetic interactions. Axial form factors are set to zero, and vector form factors are accordingly modified. The default option is that outgoing electrons are selected from a piece of spherical angle. The SF model in NuWro 21.09 performs remarkably well for certain quasielastic-dominated kinematics setups in inclusive electron scattering experiments compared to Fermi gas models.

There are plans to extend this procedure to pion production, but it requires a replacement of the existing model, which is constructed for neutrino interactions only.

5.3.4.5. Flux and detector geometry

While performing experimental neutrino interaction analyses, one can incorporate NuWro output into detector simulations by using realistic neutrino fluxes and detector geometry described with GEANT 4. The framework has proven successful in handling the experimental environment of detectors such as ND280 (T2K) and MicroBooNE.
5.3.5. **ACHILLES**

ACHILLES is a lepton-nucleus event generator focused on modularity. The ultimate goal of the generator is to provide a flexible framework allowing for quick implementation of new nuclear models and leptonic processes. The primary interactions are then interfaced to a novel impact parameter based cascade to create fully exclusive events. The details of these two components are briefly discussed below, along with the future directions for the generator.

**Primary Interaction Modeling** In the ACHILLES event generator, the differential cross section is expressed in terms of the contraction of a leptonic current with a hadronic current, instead of using tensors. A major advantage of expressing the cross section in terms of currents instead of tensors is in handling interference effects. These effects may be important in BSM scenarios in which the dominant contribution arises from the interference term between the Standard Model process and the new physics. Furthermore, this factorization provides a flexible interface to quickly change either the nuclear model or the leptonic process independently. By separating these two components, ACHILLES is able to interface sophisticated nuclear models currently available in neutrino event generators with robust BSM generation tools developed for efficient computation of arbitrary physics models at the LHC. The BSM generation is handled via an interface to the COMIX event generator [31] and the UFO file format [368]. Additionally, ACHILLES provides a complete $n$-body phase space with appropriate energy conservation modifications to correctly account for the nuclear medium. One major complication in interfacing with the UFO file format is in the handling of the nuclear form factors. To simplify the requirements on the user, ACHILLES assumes that all physics models can be expressed as a linear combination of the photon vector form factors ($F_1$ and $F_2$) and a universal axial form factor ($F_A$). Additional details on how this interface is implemented can be found in [369].

**Impact Parameter Cascade** Traditional cascade algorithms rely on propagating particles according to the mean free path based on an estimate of the local nuclear density and nucleon-nucleon cross sections. This approach neglects the correlations between nucleons within a nucleus. There have been some attempts to address this through modifications of the nuclear density. ACHILLES takes a different approach to handling the cascade propagation via the generation of nuclear configurations. These configurations can either neglect the correlations by using a mean field approach, or capture the correlations through the use of calculations in a quantum Monte-Carlo [1160–1163].

Since all the nucleons are given a fixed starting position, using the density to calculate a mean-free path is not possible. Therefore, a new method of propagation is used, which is inspired from the multiple parton interaction models used at the LHC [196]. At each time step, a probability for the propagating particle to interact is calculated, and an accept-reject test is used to determine if such an interaction occurs. Two proposed implementations of the probability distribution have so far been investigated. These are the cylinder and Gaussian interaction probabilities. The cylinder probability mimics interactions of billiard ball like particles with a radius proportional to the nucleon-nucleon cross section, while the Gaussian probability is directly inspired from the multiple particle interaction models used for LHC generators [196]. Additionally, Pauli blocking is used with a local Fermi momentum to ensure Fermi-Dirac statistics are obeyed. Furthermore, to account for multiple coherent scatterings, a formation zone is used to define a period of time in which a particle may not re-interact [1164]. For additional details see [1034].

**Ongoing Developments** Currently, only quasielastic scattering and coherent scattering are implemented in the generator. The quasielastic scattering is based on the spectral function formalism of [1165, 1166], and the coherent scattering has two form factor options [1167, 1168]. The ACHILLES generator is currently in the process of implementing the spectral function approach to all remaining interaction regions. This will allow the generator to simulate the full flux range required by the current and next generation experiments. Additionally, pions are being implemented into the
cascade to account for proper propagation of nucleons at higher energies.

5.4. The importance of electron-nucleus scattering data

The abundance of electron scattering data, and the similarities between electron-nucleus and neutrino-nucleus cross sections, provides a rich testing ground for validating neutrino event generators. Here we discuss at a high level the impacts that electron-nucleus scattering has on improving neutrino event generators. For additional details, the reader is referred to the dedicated Snowmass white paper titled: “Electron Scattering and Neutrino Physics” [1169].

5.4.1. Neutrino-nucleus event generators and electron scattering data

The primary goal of the accelerator-based neutrino program is to extract the oscillation parameters from the reconstructed energy spectra of collected events. The process heavily relies on neutrino cross sections implemented in Monte Carlo generators, especially for experiments employing the calorimetric reconstruction method, such as DUNE. Specifically, the generators are invoked to model the contributions of sub-threshold particles, particles for which identification could not be performed, and especially neutrons, which are a major missing energy channel [1170, 1171].

While detailed near-detector studies play an essential role in tuning the cross sections, they by themselves may not be sufficient to resolve all physical ambiguities. In fact, the intricacies of the energy reconstruction problem have already impacted past oscillation results, even in the presence of a near detector [946, 947, 1172]. In its quest to robustly measure the subtle effects of the CP-violating phase and the mass hierarchy from the difference between the oscillations of neutrinos and antineutrinos, DUNE will need to face even more challenging accuracy requirements for the cross sections underlying the oscillation analysis.

At the kinematics similar to that of DUNE, the MINERvA Collaboration performed dedicated studies of neutrino cross sections. The collaboration demonstrated that existing Monte Carlo generators were not able to consistently explain all of the collected data, no matter which generator or which tune was used [1173–1175]. Particularly dire problems were observed for pion production, where measurements for different channels within the same experiment could not be reconciled. The origin of this issue is difficult to pinpoint [1174]. This is a consequence of the complexity of the problem [953]: flux-averaging greatly diminishes differences between different interaction channels at the inclusive level, different interaction mechanisms yield the same final states, only nuclear cross sections are available with the desired precision, and scattering involves multicomponent vector and axial currents.

In Ref. [953], it has been proposed to diagnose Monte Carlo generators by taking advantage of the similarities between electron and neutrino interactions [1176], which differ predominantly at the primary vertex. Electron-scattering measurements feature monoenergetic and adjustable beams, cross sections that are higher by many orders of magnitude, and feasible targets ranging from complex nuclei to deuterium and hydrogen. As long as the cross sections for neutrinos and electrons are calculated consistently in the generators, and they are (over)constrained by precise electron data, the uncertainties of Monte Carlo simulations employed in neutrino physics can be reduced to those stemming from the axial contributions, to be constrained by the near-detector measurements.

To illustrate the advantage of the precisely controlled kinematics, quoting the results of Ref. [953] in Fig. 7 we compare the predictions of the Monte Carlo generator GENIE—employed by MINERvA—with electron scattering data. The beam energies, \( \sim 2.2 \) GeV, are selected to correspond to the peak of the DUNE flux. Consistently with the findings of MINERvA [1174], various
issues are observed for pion production. The Δ peak is heavily underestimated. The contribution of higher resonances is overpredicted. Additionally, the calculated position of the Δ peak is shifted with respect to the argon data. As neutrino results mix contributions of different energy transfers, due to flux integration, such issues are difficult to diagnose.

Surveying the broad kinematics of DUNE for different targets, the analysis [953] identified the origins of the issues in GENIE and offered suggestions for possible improvements. Among others,

- the issue of the Δ strength can be traced back to the cross sections for individual nucleons, calling for an improved pion production model, as can be seen by comparing Figs. 7a and 7b,
- the double-counting of the cross section in the region of higher resonances occurs as a consequence of adding the cross sections for resonant and deep-inelastic pion production, as shown in Fig. 7b,
- the implementation of the deep-inelastic scattering requires a revision, as GENIE overestimates the H data that the underlying model describes by construction by as much as 60%–110%,
- to correct the position of the Δ peak, one should reexamine its implementation in the nuclear framework, as well as take into account the effect of final-state interactions.

The problem of modeling the transition between resonant pion production and deep-inelastic scattering is universal between generators, and common for all transitions between different interaction mechanisms that lead to the same final states (see Sec. 5.2.6). Due to the lack of a consistent theoretical approach on the market, in such situations generator developers need to resort to ad hoc prescriptions, which lead to discontinuities or regions of double-counting, such as those presented here for pion production in GENIE. To meet the stringent accuracy requirements of the cross sections for DUNE, it is, therefore, essential to stimulate theoretical developments aiming to consistently treat all relevant interaction mechanisms.

To guide and validate these developments, the neutrino community has an urgent need for more electron-scattering data at the kinematics relevant for DUNE, especially for argon and for exclusive cross sections, the accurate knowledge of which is of fundamental importance for the calorimetric reconstruction of neutrino energy [1170, 1171]. One of such proposed experiments is LDMX at SLAC [1176], the other is e4nu, as described below.
The extraction of oscillation parameters by neutrino experiments [1180–1182] relies on the comparison between the event rates for a given neutrino flavor relatively close to the neutrino production point to those at a significant distance away as a function of the reconstructed neutrino energy. The yield at each point of the neutrino energy spectrum is obtained using the measured neutrino-nucleus interactions in the corresponding detectors. This approach demands very small uncertainties on the underlying neutrino-nucleus interactions that are implemented in neutrino event generators. Unfortunately, neutrino-nucleus cross sections are extremely small and accelerator-produced neutrino beams cover wide ranges of energies. A fairly small number of data sets is available [955] for validation, which is further limited due to the low statistics and the wide spread of the relevant neutrino fluxes.

The reported uncertainties on the oscillation parameters are dominated by cross-section related sources [1180, 1181]. Those uncertainties can be significantly constrained by validating electron-nucleus interaction predictions on data. Since electrons and neutrinos are both leptons, their interactions with the atomic nuclei are very similar. Neutrinos interact via vector and axial-vector currents, while electron interactions take place via purely vector currents.

Electron scattering has two major advantages over neutrino scattering. First, electron beams are monoenergetic, while neutrino beams cover a broad energy range, allowing tighter constraints on the kinematics. Second, electron-nucleus cross sections are orders of magnitude greater than the equivalent neutrino counterparts, leading to much smaller statistical uncertainties.

Therefore, we can use electron-nucleus scattering to identify regions of inaccurate modeling in neutrino event generators by comparing data and event generator predictions for different targets, beam energies, topologies and kinematics. Here we will focus on the results from the $e4\nu$ [1106] collaboration, and in particular the comparison between the data they obtain and GENIE.

While GENIE does a reasonable job describing inclusive electron-nucleus quasielastic scattering, it appears to dramatically overpredict inclusive electron scattering cross sections in the resonance and DIS regions for both electron-nucleus and electron-deuteron scattering [1105]. This points to errors in the GENIE description of the vector part of the elementary electron-nucleon cross section. GENIE reproduces 1.16 GeV zero-pion $(e,e')$ and $(e,e'p)$ electron scattering moderately well (see Fig. 8). Different models in GENIE (e.g., SuSAv2 and G2018) make different predictions. The G2018 model introduces a 20 MeV error into the reconstructed $E_{\text{cal}}$ beam energy.

However, this agreement is significantly worse at higher electron energies, where GENIE dramatically overpredicts the cross section for events reconstructing to energies much less than the incident energy. The disagreement appears to be driven by GENIE overpredicting resonance and DIS cross sections. This is particularly important because only 25-50% of events reconstruct to the correct incident energy. See Ref. [1106] for more details.

We can also use monoenergetic electron beams to test the accuracy of the incident energy reconstruction algorithms commonly used across neutrino experiments. The two main algorithms are for inclusive scattering, assuming a QE interaction:

$$E_{\text{QE}} = \frac{2M_N\epsilon + 2M_NE_l - m_l^2}{2(M_N - E_l + k_l \cos \theta_l)} \quad (16)$$

where $E_l$ and $\theta_l$ are the energy and angle of the scattered lepton and $\epsilon$ is a binding energy term, and for semi-exclusive scattering using the outgoing proton (and other hadron) and lepton energies:

$$E_{\text{cal}} = E_l + T_p + E_{\text{binding}} \quad (17)$$
FIG. 8: (left) The 1.159 GeV $C(e,e')_{\pi 0}$ cross-section plotted as a function of the reconstructed energy $E_{QE}$, and (right) the 1.159 GeV $C(e,e'p)_{1p0\pi}$ cross-section plotted as a function of the reconstructed energy $E_{\text{cal}}$, for data (black points), GENIE SuSAv2 (solid black curve) and GENIE G2018 (dotted black curve). The colored lines show the contributions of different processes to the GENIE SuSAv2 cross-section: QE (blue), MEC (red), RES (green) and DIS (orange). Error bars show the 68% (1σ) confidence limits for the statistical and point-to-point systematic uncertainties added in quadrature. Error bars are not shown when they are smaller than the size of the data point. Normalization uncertainty of 3% not shown. Figure adapted from [1106].

We can also use electron scattering to test the usefulness of single transverse variables (STVs). The perpendicular missing momentum is $P_T = P_{Te} + P_{Tp}$ (where $P_{Te}$ and $P_{Tp}$ are the three-momenta of the detected lepton and proton perpendicular to the direction of the incident lepton). At $P_T \leq 200$ MeV/c almost all events reconstruct to the correct cross section and GENIE describes those events well. At intermediate $P_T$ (200 $\leq P_T \leq$ 400 MeV/c) only a small fraction of events reconstruct to the correct beam energy and GENIE estimates the cross section of events that reconstruct to lower energies. At large $P_T$ ($P_T > 400$ MeV/c), none of the events reconstruct to the correct beam energy and GENIE significantly overestimates the cross section of events that reconstruct to lower energies. This shows that neutrino experiments can use $P_T$ to select events that reconstruct to the correct energy and that GENIE needs further modeling improvements for large $P_T$.

As more electron-nucleus scattering data becomes available and is published, more specific areas of improvement in the event generators will be identified. The next $e4\nu$ analysis will be primarily examining the $1p1\pi$ channel, in order to focus on the RES and DIS aspects of event generators. Far more data is currently being taken with the CLAS12 detector at Jefferson Lab to help improve the underlying modeling and tune free parameters in neutrino event generators [1183].

5.5. Future Generator Requirements

Currently, the neutrino event generator community has started conversations on a plan to reach the needed precision for the current and future experiments. To meet these goals, it is necessary to develop complete error budgets for theory calculations. The systematic uncertainties should include estimates from all approximations taken, uncertainties on non-tunable parameters, and an appropriate range for tunable parameters. Providing this information should complement the work on improving global tunes of neutrino interaction models to contain a robust uncertainty from this procedure. There have been two workshops discussing the future of neutrino event generators, and culminated in a white paper summarizing the importance of developing community tools [404].
community has focused on a number of important tools that would be of significant impact. These include a geometry and flux driver, common output formats, and a theory-generator interface. While this is a good start in addressing the needs of the community, there is still much work to be done. This will require continued workshops and meetings similar to the Les Houches meetings held biannually by the collider community.

Furthermore, while the issue of confronting voluminous generator code is a substantial problem by itself, it is further complicated by the diverse base of developers and users; these include, in the former case, arrays of Monte-Carlo experts who lead coding efforts and theorists who produce models for implementation. Unlike the LHC community, these two groups tend to be mutually exclusive. Bringing these two distinct groups together can lead to inhomogeneities that must be managed on implementation. At the human level, these features require better organization of efforts. Beyond enhanced coordination, there is also a need to further diversify the neutrino-generator developer community. This entails expanding the theoretical model-building community with HEP theorists who carry insights related to certain BSM scenarios or cross section methods typical of event generation for hadron colliders. Analogously, core generator development would greatly benefit from input and involvement of computer science and HPC specialists.

5.5.1. Neutrino generator uncertainty quantification and tuning

Precise theoretical predictions of neutrino scattering cross sections on Ar are essential to achieve the maximum sensitivity of DUNE and maximize its potential to discover new physics. Total cross-section uncertainties of 2% are assumed in sensitivity studies described in the DUNE Conceptual Design Report, and a decrease from 3% to 1% cross-section uncertainty is estimated to lead to a factor of two decrease in the total exposure required to achieve $5\sigma$ discovery of CP violation [15]. Neutrino-oscillation parameters are extracted from the energy distribution of the oscillated neutrinos, which has to be reconstructed from the hadronic final states observed in the detector and, in the case of charged-current transitions, from the kinematics of the outgoing lepton and hadrons. Current oscillation experiments report significant systematic uncertainties associated with the assumptions made in the neutrino-nucleus interaction models. For example, the NOvA experiment reports a cross-section and FSI uncertainty of 7.7(8.6)% and a total systematic uncertainty of 9.2(11)% for signal (background) events [947]. Propagating the uncertainty of the nuclear physics models employed in event generators would at present require generation of multiple sets of events. To reduce the computational cost of the simulation, existing Monte Carlo events are typically reweighted. This procedure only allows a subset of model uncertainties to be gauged, for example because events in unpopulated regions of phase space cannot be re-weighted into existence. Precise estimates of the uncertainty associated with the theoretical calculations are not available at the moment. Promising strategies to pursue in the future include using different interactions obtained within Chiral Effective Field Theory to describe the nuclear wave functions and including in the nuclear calculations elementary matrix elements obtained from LQCD, when they become available.

It is vital for the future success of neutrino event generators, that all nuclear models implemented contain a complete error budget. If physics parameters are not fully determined from theory, these need to be exposed for tuning along with an appropriate range of validity [415].

Next-generation uncertainty quantification will permit a better understanding of how to tune models to experiment, and will be another significant focus. As discussed above, many model types must be grafted together — an aspect which introduces a variety of potential parameterizations from both nucleon-level and nuclear models; understanding both model and parametric uncertainties (including potential correlations) in this context is highly nontrivial, and requires
dedicated tools. We expect further development of frameworks like the Professor package or involving Bayesian techniques aimed at disentangling uncertainties for future global analyses and comprehensive tunes. In addition to next-generation computational tools, the charged-lepton data and associated analyses discussed in Sec. 5.4 will play a valuable role in error quantification by providing important guidance to generator tunes.

Problems with tuning arise when different, unrelated theoretical models for different elementary processes are being implemented. Examples are the treatment of QE scattering and of MEC contributions that are obtained from different assumptions on the nuclear ground state. Another example is pion production and absorption which should be linked by time-reversal invariance but are often tuned independently from each other [412]. As a result, significant coordination between theoretical model-builders and generator developers will be necessary to guarantee consistent implementations of models and their subsequent parametric optimization during comprehensive tunes.

5.5.2. Flux and Geometry Driver

Neutrino experiments are unique in the field of high energy physics, in that the hard interaction occurs inside the detection material. These detectors are made of a collection of different elements. In order to accurately simulate the events, the interaction vertex has to be placed correctly and the nucleus has to be selected based on the material. Furthermore, the neutrino flux is unique in that it is both broad in size and energy distribution (relative to collider beams for example). This leads to complications in properly modeling the incoming energy and direction of the initial neutrino.

Currently, each generator implements their own method of handling the flux and geometry requirements of neutrino experiments. While including effects from the flux are straightforward, the plethora of different file formats provided as official fluxes from the experiments add additional complications. When discussing the flux driver, we focus on a tool to provide a common interface to take in all official flux files and pass the needed information on to the generators. Here, the geometry driver is responsible for properly placing the hard interaction vertex within the detector, but not responsible for modeling geometry considerations pertaining to acceptance of final-state particles. This raises two major issues for current and future experiments. First, this is an unnecessary duplication of effort that consumes person power. Second, this creates a large barrier for theorists (who are traditionally not involved with event generator development) to quickly compare their results to experimental data. This drastically increases the time for model improvements to be compared to experimental data, due to the time scales involved with implementations in generators. The idea behind developing a common tool for these components would be similar in spirit to how the LHC handles PDFs through the use of LHAPDF [386]. The ultimate goal would be to relegate the common experimental setups into a community maintained program instead of all generators reimplementing identical handling of this input data.

Within the community white paper [404], two options to address this issue emerged:

• GENIE provides a model in which user hooks are provided to the flux and geometry drivers within the GENIE build system. The other generators are then responsible for the development of the interface to GENIE. This would be considered part of the GENIE incubator process, in which each new addition is reviewed and validated by the GENIE collaboration before being made publicly available. Additionally, this would require an MOU between GENIE and any other generator using the interface defining responsibilities and licensing. An initial implementation of a general interface of event libraries from alternate generators to GENIE flux and geometry tools has recently been included. It is described in Sect. 5.3.1 and Ref. [1114].
• The community develops an independent flux and geometry driver. This would duplicate
work that is already available in current generators, but would be made completely public
for all current and future generators going forward. Some work has already been done on
developing prototypes for this tool, but nothing has been made public yet. However, due
to the interplay between geometry and cross section calculations, decisions need to be made
on the scope and interface for the tool. A major issue with this approach boils down to
determining the party responsible for maintenance of the tool.

For further discussions on requirements for the flux and geometry driver see Sec. 2.2 of [404].

5.5.3. Common Output Format

Rather than observing a common standard, each generator currently has its own custom event
format. NUISANCE can convert all popular event formats to a consistent structure, but this is frag-
ile and requires close coordination with the event generator authors. A common event generator
output format would allow for a single point of change and maintenance. Developing a common
output format was also a major focus of [404]. The advantages of developing a common output
format were given as: enabling the sharing of experimental tunes and uncertainties more straight-
forward, facilitating hand-offs between generators to study the impact of different components in
more detail, and creating a straightforward method of reading in the events to external tools (such
as detector simulation and analysis tools).

It was proposed to investigate if the HEP 3 [385] format would be able to handle the needs of
the community. A major advantage to this approach would be that maintenance of the tool would
be a shared burden across the entire HEP field and not only the responsibility of the neutrino
generators. A few complications specific to neutrino generators in the development of a common
output format are:

• Appropriately delineating between different primary process definitions (i.e., the definition
  of the DIS region in each generator).

• Preserving the nuclear options used in calculating the primary process

• The frame in which the momentum are defined

• Methods of recording the status of the event at boundaries of different models (i.e., hadroniza-
  tion, FSI, unstable particle decays).

The other option proposed was to leverage the work done by the NUISANCE collaboration to
develop a method of outputting their internal representation. The advantage of this approach is
that NUISANCE has already developed the conversions for the neutrino generators, and would
require only minimal work. The major disadvantage is that this would not be a great long term
solution due to the maintenance involved for each minor change of an event generator output
format.

For a more detailed discussion on these issues see Sec. 2.3 of [404]. Also, for more details on
the HepMC3 file format and how this relates to generators for other experiments see Sec. 3.1.

5.5.4. Theory-Generator interfaces

Precise theoretical calculations of neutrino scattering cross sections on target nuclei are essen-
tial to the success of the experimental program at short- and long-baseline neutrino oscillation
facilities. In the last decade there has been tremendous progress in the field of nuclear methods made possible by the increasing availability of computing resources and the development of new algorithms. Despite this remarkable progress in the development of new theoretical models, they are not routinely used in neutrino experiments. This is primarily due to a software development bottleneck: typically several years are required for a completed theory calculation to be implemented and fully vetted in a neutrino event generator. As a consequence of this long developmental bottleneck, nuclear models in event generators tend to be outdated or over-simplified. While there has been much work on shortening the implementation timeline through the use of interpolation tables [1108] and separating the leptonic and hadronic currents from each other [369], a general procedure for interfacing event generators with state-of-the-art calculations needs significant developments. Possible additional avenues to address this interface include factorizing the events at each stage of the simulation and developing a universal interface [404].

A general interface should address a few key requirements in the development process. Firstly, the interface should be general enough to handle all current and future interaction models. This involves defining a method to handle arbitrary multiplicity for incoming and outgoing particles. For the incoming particles, currently predictions either have a two particle (QE, RES, DIS) or a three particle (MEC) initial state. In terms of final-state particles, the multiplicity needs to be flexible to not only handle the hadronic current, but also to accommodate arbitrary leptonic currents for BSM processes. Secondly, the interface should appropriately handle the propagation of uncertainties through the calculation (additional details on uncertainty quantification can be found in Sec. 5.5.1).

To facilitate faster implementation of theoretical models, there is a need to produce flexible and generalizable interfaces; these would substantially defray the cost of incorporating new models into the generator, a process which typically entails implementing individual models in an ad hoc fashion. The burden represented by this current need involves not only a significant encumbrance in human effort, it also imposes a significant limitation on the number and types of models that might be included for event generation; this in turn impacts our ability to explore potential model uncertainties and biases due to the restriction to a relatively smaller model collection.

Surrogate models for computationally expensive, but state-of-the-art, nuclear calculations are necessary for in including them in event generators. Nuclear calculations that fall into this category are the QMC [1184] and the Short-Time approximation [1107]. One such approach was to tabulate the calculations in some standardized format to be read in by event generators [1108]. Event generators would then interpolate these tables to generate events. The choice of variables used for tabulation depends on the calculation under consideration, and can lead to complications if flexible variable combinations are not appropriately standardized. However, there are a few major disadvantages to this approach. Firstly, a table will be needed for each nucleus, neutrino scattering process, and neutrino energy. Additionally, many of the tables are fully inclusive in the hadronic final state, limiting their predictive power at neutrino experiments. Finally, extending the tables to include a sufficient number of variables to completely describe the hadronic final state will result in memory management issues.

Similar to what was developed for the collider-oriented theory community [383], a common output format for intermediate states for each stage of the simulation can be provided. This would enable a theorist to calculate a series of events for their new model and supply them to an event generator for final-state interactions, etc. However, there are many issues that are unique to the nuclear environment in which these interactions take place that need to be addressed.

Developing a common interface to theory calculations would also allow for theorists to directly attach their model to the event generators. Although this seems ideal, there are many complications preventing a simple implementation. One of the major complications in directly using code provided by theorists is that an agreed upon standard for passing physics parameters across the interface
needs to be developed. This also will involve choosing which party is responsible for handling physics components, such as form factors, and maintaining consistency with other parts of the code. Additionally, a method of ensuring that all interactions for a given neutrino flux are covered without double counting cross sections needs to be developed. Furthermore, a method to ensure that all nuclear models used in a calculation are consistent with the others, this can be complicated if a user is mixing and matching theory calculations from different authors. Traditionally, the nuclear codes are developed in Fortran, while the generators are developed in C++. Thus, any interface should provide a general use Fortran wrapper instead of forcing a rewrite of the nuclear code. Finally, in developing this interface, it will be important to keep the leptonic current and hadronic current separate. This would enable theorists to focus either on the nuclear components or investigate modifications to the leptonic process without having to be an expert in the opposite field. A beginning implementation of what such an interface could look like has been developed in [369].

For a more detailed discussion on these issues see Sec. 2.5 of [404].

6. ELECTRON-ION COLLIDER

Although the building blocks of the nucleon have been known for decades, a comprehensive theoretical and experimental understanding of how the quarks and gluons form nucleons and nuclei, and how their strong dynamics determines the properties of nucleons and nuclei, has been elusive. Most of the information about the nucleon’s inner structure has emerged from the study of deep-inelastic scattering (DIS) in lepton-hadron scattering experiments [1185–1187], activity which has established QCD as the theory of the strong interaction. In DIS, a high-energy lepton scatters off a hadron and excites that hadron to a final state with much higher mass. Information on the quark momentum density can be determined by detecting the scattering electron and the additional hadrons produced in the reaction. Correspondingly, information on the gluon density is derived from logarithmic scaling-violations when analyzing DIS data at a range of virtualities [1188], or through the photon-gluon fusion process [1189]. Information on structure and dynamics beyond a picture of hadrons as collections of fast-moving partons can be obtained by measuring correlations of the struck quark and the further remnants of the hadron. In some cases, the high-energy lepton diffractively scatters (\( ep \rightarrow epX \)), leaving the hadron intact, with no further signature of hadronic products [1190, 1191]. Such processes offer another context to examine QCD, especially at low \( x \).

Dual advances in perturbative QCD and computation have laid the foundation to imaging quarks and gluons and their dynamics in nucleons and nuclei. The theoretical accuracy of modern perturbative QCD calculations has recently been advanced to NNLO and beyond (see Sec. 4.1), including implementations of heavy-quark mass dependence and thresholds [1192–1194] in general-mass schemes [1195, 1196]; these advances enable lepton-hadron scattering as a discovery tool via precision measurements and the observation of new particles, both on its own or in strong synergy with hadron-hadron facilities.

This section describes the science case of the U.S.-based Electron-Ion Collider (EIC) and its connection to the HEP science program; it also summarizes the status of R&D on MC event simulation tools for the EIC. The EIC targets the exploration of QCD to high precision, with a particular focus on unraveling the quark-gluon substructure of the nucleon and of nuclei. It will be designed and constructed in the 2020s, with an extensive science case as detailed in the EIC White Paper [1197], the 2015 Nuclear Physics Long Range Plan [1198], an assessment by the National Academies of Science [1199], and the EIC Yellow Report [1200]. The Yellow Report has been important input to the DOE CD-1 review and decision. It describes the physics case, the resulting detector requirements, and the evolving detector concepts for the experimental program at the EIC;
These aspects of the EIC program were developed within the Yellow Report alongside a wide array of community-driven impact studies as we note below. In 2021, the host labs for the EIC, Brookhaven National Laboratory and Jefferson Lab, issued a call for detector collaboration proposals. Three proto-collaborations, ATHENA, CORE, and ECCE, followed the call and developed a detector concept that addresses the White Paper and NAS Report science case and meets the requirements from the Yellow Report.

The status report and plans are also relevant for other envisioned high-energy colliders such as the Large Hadron electron Collider (LHeC) and the Future Circular Collider in electron-hadron mode (FCC-eh) [1201, 1202].

6.1. Importance of the EIC physics program

The physics extracted from the EIC is applicable to the important systematic uncertainties at the LHC and neutrino experiments. These measurements will provide precise data on the hadronic and nuclear bound states involved in hadron-hadron collisions and neutrino-nucleus interactions. In particular, understanding the validity of factorization theorems and probing their kinematic boundaries [1203, 1204] amounts to crucial tests of QCD and is essential to improving the interface between high-accuracy perturbative QCD calculations and non-perturbative inputs.

For pp collisions at the LHC, this systematic limitation most clearly appears in the form of the PDF uncertainty on many standard-candle observables of particular relevance for BSM searches. For instance, the inclusive Higgs-production process proceeds predominantly (at the level of 90%) through gluon fusion, $gg \rightarrow H$, such that uncertainties in the gluonic content of the proton can impede the realization of higher precision in detailed studies of Higgs production and decay. This message extends to a number of other high-interest HEP quantities, including those in the electroweak sector such as gauge-boson masses, e.g., $M_W$, or the Weinberg angle, $\sin^2 \theta_W$ [1205, 1206].

Analogously, on the side of neutrino scattering phenomenology as discussed in greater detail in Sec. 5, uncertainties come from an array of sources, including incomplete knowledge of the PDFs, especially for the few-GeV region wherein there can be a nontrivial interplay of power-suppressed corrections due to high-twist or target-mass corrections. Beyond this, it will be necessary to achieve a better understanding than presently available for nuclear PDFs (for instance, relevant to the DUNE program, which will conduct $\nu^{40}\text{Ar}$ scattering) as well as elastic quantities like the axial form factor of the nucleon, which is crucial to the quasi-elastic cross section simulated in the primary interaction of neutrino generators.

The EIC will undertake a systematic program to investigate each of these inputs, and, in so doing, can be expected to profoundly influence precision in HEP. These points are reviewed in greater detail in another Snowmass contribution devoted to intersections between the EIC program and HEP phenomenology [1205].

The kinematic coverage of the EIC follows from the wide range in GeV-scale energies. It will span, $20 \leq \sqrt{s} \leq 140$ GeV, which will permit explorations of the transition region between interactions dominated by perturbative and non-perturbative QCD dynamics [1200, 1206]. As such, the EIC will play an important role as a machine for precision QCD, with a wide-reaching program with implications for both Energy and Intensity Frontier activities.

The EIC science program entails the comprehensive tomography of the nucleon and of nuclei. It will furnish high-precision data capable of deepening our understanding of the quark-gluon structure of nucleonic matter and its bulk properties that emerge from the underlying QCD dynamics [1207–1211]. This will provide extensive information on the collinear PDFs of the nucleon and nuclei as well as a variety of other distributions and form factors, including transverse-momentum dependent (TMD) distributions [1212–1216] and generalized parton dis-
tributions (GPDs) [1211, 1217–1222]. For the collinear PDFs, the EIC will be sensitive to the unpolarized PDFs of the nucleon [1200, 1223, 1224] as well as of both light [1225] and heavy nuclei [1226]; information on the spin-dependent PDFs will be accessible [1227] for the nucleon and lighter ions, such as d and \(^3\)He. It should be stressed that these objectives of the EIC program are of a strongly cross-cutting nature with respect to many of the other generators and physics programs discussed in this white paper; this owes mainly to the fact that non-perturbative physics inputs are a recurring element of event generator frameworks, as discussed in Secs. 2.2 and 2.4.

The EIC will extract this information through a diverse set of DIS measurements as discussed at greater length in a dedicated Snowmass white paper [1205]. These consist of measurements of the DIS reduced cross section over a wide range in \((x, Q^2)\), carried out using both neutral- and charge-current interactions. By merit of their large kinematic coverage, these inclusive cross section measurements can act as an empirical lever arm to better constrain scaling violations and, with them, the gluon content of the nucleon and nuclei. Similarly, access to a variety of processes in terms of charge- and neutral-current interactions can serve as a powerful discriminant to aid flavor separation.

In addition to the inclusive measurements, an extensive battery of EIC phenomenology related to final-state tagging, semi-inclusive hadron production [1228], deeply-virtual Compton scattering (DVCS) [1229], DIS jet production [1230], and other basic QCD processes can provide still further access to PDFs and related tomographic information. In addition to constraints to hadronic and nuclear structure, the EIC measurements discussed above will allow incisive tests of the QCD factorization theorems that underlie the separation of short- and long-distance physics that is essential to modern event generation, as discussed in Sec. 2.2.

### 6.2. Status of Event Generators

The EIC User Group collected information on the community’s specific software tools and practices in a survey after the submission of the Yellow Report and another survey after the submission of the detector collaboration proposals. Everyone involved in the simulation efforts and related physics and detector studies was invited to participate in the surveys. Part of each survey was a question about the event generation tools being used for EIC simulations. The answers show three main categories of event generator usage:

1. For detector studies, the \texttt{GEANT4} particle gun is used to create primary particles that then undergo physics interactions and produce secondary particles, all for a given detector geometry.

2. For general detector and physics studies, the general-purpose event generators \texttt{HERWIG}, \texttt{SHERPA}, and in particular \texttt{PYTHIA} are being widely used. These generators are currently not well adapted to simulate \(eA\) collisions and polarization effects and are mainly used for \(ep\) studies. The EIC community has started to validate \texttt{HERWIG}, \texttt{PYTHIA}, and \texttt{SHERPA} for the DIS process based on a selection of the results from the HERA experiments H1, HERMES, and ZEUS [1231]. Part of these results have been added as \texttt{RIVET} analyses [398, 399], see Sec. 3.2. The EIC-specific development on general-purpose event generators is summarized in Sec. 6.3.

3. For specific physics studies and detector studies, the EIC community has developed a large number of specialized event generators. According to the survey, prominent examples are \texttt{BeaGLE} (cf. Sec. 6.3), \texttt{eSTARlight} [1232], \texttt{IAGER} [1233], and \texttt{Sartre} (cf. Sec. 6.3). The event generators from the HERA community, \textit{e.g.}, \texttt{ARIADNE} [181, 1234] or \texttt{RAPGAP} [1235],
are challenging to install and to support on modern computing systems and not widely used even though they are able to describe the HERA measurements well. The only exception is DJANGOH [1236] as the only available generator with a merging of higher order QED and QCD effects that has been well studied. The development of some of the specialized event generators is described in Sec. 6.3.

6.3. Ongoing Research and Development

For the science program of the EIC, event generators must be able to simulate the collision of spin-polarized electrons with spin-polarized light ions (p, d, 3He) and unpolarized heavy ions (up to uranium) at high precision and combine higher order QED effects, e.g., radiative effects, and higher-order QCD effects. Ideally, these would be general purpose event generators that can be validated and tuned for various processes and experiments. This section summarizes the R&D of the event generator community to fulfill these requirements. It also describes the construction of two domain-specific event generators by the EIC community, BeAGLE for the simulation of collisions of electrons with light ions including the nuclear response and Sartre for saturation studies. Worth adding is an established R&D project from the heavy-ion community. JETSCAPE is an event-generator for ultra-relativistic heavy-ion collisions that is developed by a collaboration of physicists, computer scientists, and statisticians from 13 institutions [322, 350, 1237, 1238]. For more details on JETSCAPE see Sec. 2.6.4. XSCAPE will be an extension of JETSCAPE that will allow the simulation of eA based on CGC and parton propagation models.

6.3.1. General-Purpose Event Generators

The use of general purpose event generators for the EIC is important in order to take advantage of physics models that are able to describe various processes beyond DIS and to use the wealth of data collected at other experiments for global validation and tuning. The three main generators, HERWIG, PYTHIA, and SHERPA, are currently only able to simulate ep but not eA collisions in general. Many improvements are therefore needed for the EIC.

The transition region between DIS, photo-production and Vector Meson Dominance (VMD) [1239, 1240] has to be modeled. This is especially problematic for eA, as any Glauber calculation will need to consider the quark degrees of freedom of the (virtual) photon when modeling the number of wounded nucleons in the γ−N process. An example implementation is Angantyr, an extension of PYTHIA for multiparton interactions to heavy ion collisions and eventually lepton-hadron collisions, as described in detail in Sec. 2.6.1. The Glauber calculation, as implemented in, e.g., PYTHIA 8/Angantyr [244], also suffers from currently only relying on a standard Woods-Saxon geometry for nuclei. Recent developments in ab initio calculations based on Nuclear Lattice Effective field theories [1241] ought to be utilized for the small geometries foreseen at the EIC.

Also, experience from the description of pA collisions at the LHC [281] shows that the fluctuations in the nucleon wave functions are important to consider in a Glauber calculation, and especially for DIS large effects from the fluctuations in the photon are expected [287], cf. Sec. 2.2.2.

Another lesson learned from the LHC is that there are collective effects even in pp collisions, e.g., flow and strangeness enhancement, and these are so far not very well modeled by the general purpose event generators [299], cf. Sec. 2.4 and 2.6. Whether these will be important also at the EIC remains to be seen, but it is necessary to have good models that can show the effect.

Finally, spin-dependent effects are only partially included in parton showers (see Sec. 4.2.2 for the current status) and hadronization models (see Sec. 2.4). For the latter only a first implemen-
tation based on the string and $^3P_0$ model exists that is able to describe the Collins effect and the production of vector mesons in the fragmentation of polarized quarks [1242, 1243].

6.3.2. BeAGLE

The Benchmark eA Generator for LEptoproduction (BeAGLE) Monte Carlo model simulates inelastic scattering in $eA$ collisions, including the nuclear response [1244]. The current version is BeAGLE 1.1.4. It has been used extensively in recent years to enable the design and optimization of the integrated interaction and detector region, in particular the far-forward detection for $eA$ physics at the EIC [1200]. The future development of this code is uncertain primarily due to lack of manpower and reliable funding.

BeAGLE is a hybrid model that uses the DPMJet [1245], PYTHIA 6 [189], PyQM [1246], FLUKA [1247, 1248] and LHAPDF 5 [1249] codes to describe high-energy lepton-nuclear scattering. Overall, steering and optional multi-nucleon scattering (shadowing) is provided in BeAGLE as well as an improved description of Fermi momentum distributions of nucleons in the nuclei (compared to DPMJet). DPMJet is not designed for light nuclei, so substantial changes were made for the case when the nucleus is a deuteron [1250]. The geometric density distribution of nucleons in the nucleus is provided primarily by PyQM, while the quark distributions within that geometry are taken from the EPS09 nPDF [1251]. BeAGLE allows the user to provide “Woods-Saxon” parameters, including non-spherical terms, to override the default geometric density description. The parton-level interactions and subsequent fragmentation is carried out by PYTHIA 6. The optional PyQM module implements the Salgado-Wiedemann quenching weights to describe partonic energy loss [1252]. Hadronic formation and interactions with the nucleus through an intranuclear cascade is described by DPMJet. The decay of the excited nuclear remnant is described by FLUKA, including neutron and proton evaporation, nuclear fission, Fermi breakup of the decay fragments and finally de-excitation by photon emission.

The ability to model the nuclear response is a particularly unique feature of this code, especially the modeling of the excited nuclear remnant and its decay, including photonic de-excitation. The authors intend to preserve the best features of this code/model into the future, but the exact path forward is unclear due to the fact that the code is in FORTRAN and links to other FORTRAN codes (e.g., PYTHIA 6 rather than PYTHIA 8 [247]).

Medium-term, BeAGLE can be used as an afterburner to another primary model, e.g., Angantyr, to apply the nuclear breakup model to the spectator nucleons. A similar approach has already been used to study the physics of tagged Short-Range Correlations [1253]. The Generalized-Contact-Formalism (GCF) generator [1254] simulates the hard interaction between the electron and a pair of nucleons and leaves the rest to BeAGLE as is. Longer-term we need to migrate to C++ and PYTHIA 8 and probably move in one of two directions: 1) engage more completely with FLUKA (PEANUT) using it for the intra-nuclear cascade as well as the nuclear response or 2) model the nuclear remnant decay with an open-source code such as ABLA [1255] or GEMINI++ [1256]. The open-source approach may require further development, for instance implementing photonic de-excitation. As discussed above, funding/manpower issues are currently limiting our ability to implement many of these improvements.

6.3.3. Sartre

Sartre is a specialized event generator [1257, 1258] for exclusive diffractive vector meson production ($\Upsilon, J/\psi, \phi, \rho$) and DVCS in $e+p$ and $e+A$ collisions based on the dipole model [1259]. It
is able to generate coherent and incoherent events treating longitudinally and transversely polarized photons separately. It can also describe Ultra Peripheral Collisions (UPC) in $p+p$, $p+A$, and $A+A$. The most common nuclei are included. The heart of Sartre is an implementation of the impact parameter dependent dipole model $b_{\text{Sat}}$ (also known as IPSat) [1260–1262]. Saturation is introduced in the $b_{\text{Sat}}$ model through an exponential term in the scattering amplitude. In order to study the impact of saturation on the production cross-section a non-saturated version of the $b_{\text{Sat}}$ model, called $b_{\text{NonSat}}$, is realized in addition by linearizing the dipole cross-section. Sartre is thus the only event generator that allows for the comparison of saturated and non-saturated scenarios. The model $b_{\text{Sat}}$ and $b_{\text{NonSat}}$ parameters are determined through fits to HERA data [1263].

To calculate and generate the total cross-sections including the essential fluctuations, rather complex integrations have to be performed for each phase-space point (in $e+A$ around 1000 4D integrals each) rendering an on-the-fly calculation while generating events impractical. Therefore, the moments of the amplitudes are calculated and stored in large lookup tables. Sartre thus consist of two parts: an event generator part and a table generator part. Most users will only use the former. The availability of lookup tables is limited to few vector mesons and nuclei.

Sartre is not a stand-alone program but a set of C++ classes and C functions that form the API. A set of example main programs is provided to allow for a rapid start. Work is currently in progress to implement parton-level fluctuations that will allow to generate incoherent events also in $e+p$. In the long term it is planned to expand Sartre to also generate inclusive diffractive events.

### 7. FORWARD PHYSICS FACILITY

The main LHC experiments are principally focused on physics associated with large momentum transfer $Q^2$. However, the majority of interactions occur with momentum transfer at the GeV-scale, producing a large flux of mesons in the far-forward direction. To give an example, the HL-LHC will produce about $10^{18}$ pions, about $10^{17}$ kaons and about $10^{15}$ D-mesons within 2 mrad of the beam axis [1264]. Due to these large rates, even light and weakly coupled particles can be produced abundantly. Indeed, the LHC produces an intense, strongly collimated and highly energetic beam of neutrinos of all three flavors in the far forward direction. In addition, yet undiscovered new light states, such as the dark photon, could be produced in large numbers as well [1265].

To exploit this physics opportunity, several new experiments will start their operation in the upcoming Run 3 of the LHC, starting in 2022: FASER$\nu$ [1266, 1267] and SND@LHC [1268, 1269] will detect thousands of LHC neutrinos with TeV energies, while FASER [1270–1272] will search for light long-lived particles predicted by models of new physics. For the high luminosity era of the LHC, several larger experiments are proposed. These would be housed in the Forward Physics Facility (FPF) which is a new dedicated cavern placed about 620 m downstream from the ATLAS interaction point [241]. Both the existing experiments operating during LHC Run 3 and the experiments housed in the FPF will significantly extend the LHC’s physics potential by i) searching for signatures of BSM particles, including the decay of long-lived particles, the scattering of dark matter and millicharged particles; ii) studying the interactions of neutrinos of all three flavors in the TeV energy range; iii) using the neutrino flux as a probe of forward particle production with many implications for QCD and astro-particle physics.

MC event generators will be an indispensable part of the forward physics program, since they are used to describe particle production, propagation and interactions. In the following, we describe the current status, ongoing efforts and requirements on MC development for the FPF. For additional details on the FPF program, see the dedicated white paper [16].
7.1. Hadronic Interaction Models

Cosmic ray event generators are an ideal tool to simulate hadronic interactions at the FPF. Cosmic rays are charged particles that enter the atmosphere with energies up to $10^{11}$ GeV and beyond where they produce large cascades of high-energy particles (see also the contribution to Snowmass 2021 on ultra-high energy cosmic rays [1273]). The development of these so-called extensive air showers is driven by hadron-ion collisions under low momentum transfer in the non-perturbative regime of QCD where hadron production can not be derived from first principles. Instead, effective theories and phenomenological models must be used in order to describe the air shower development, most importantly hadronic interaction models, which can introduce large uncertainties in simulations [1274, 1275].

These models need to describe interactions at energies and toward forward rapidities beyond those of current colliders, including various types of projectiles (e.g. nuclei, protons, mesons) and targets (e.g. nitrogen, oxygen). Commonly used hadronic interaction models in air shower physics are Sibyll [1276–1278], QGSJet [1279–1282], EPOS [1283–1285], and DPMJet [1245, 1286–1289]. All of them are accessible via the interfaces CRMC [1290] or impy [1291], for example. Due to their focus on multi-particle production in the far-forward region, hadronic interaction models are ideal to simulate particle fluxes at the FPF. In turn, the FPF is the perfect facility to perform dedicated tests of these models, which will help to improve the modeling of high-energy particle interactions in extensive air showers.

All hadronic interaction models for air showers are based on Gribov-Regge field theory (GRFT) [1292] which uses Pomerons, color-neutral objects that can be exchanged between partons, to relate the inelastic cross-section to the particle production using a unique amplitude for the Pomeron exchange. The Pomeron amplitude defines the evolution of the model in terms of the energy and impact parameter and it can generally be derived using two different approaches (for details see e.g. [1275]): (i) in the soft+hard approach, the amplitude is the sum of a purely soft and a purely hard Pomeron based on external parton distribution functions; (ii) in the semi-hard approach, the Pomeron is the convolution of a soft and a hard component based on DGLAP equations [173–176]. In both cases, the Pomeron model also determines the treatment of non-linear effects of the cross-section at high energies, such as screening or saturation. However, GRFT typically only conserves energy at particle production but not for the calculation of the cross-section [294]. An exception is EPOS, where energy sharing is consistently used, leading to a multiplicity distribution which is in better agreement with data than classical GRFT [1285]. Because GRFT models are based on the Pomeron amplitude, parton distribution functions (PDFs) are not an important element in hadronic interaction models. The leading-order PDFs can be interpreted as the momentum distributions of the partons inside the nucleon. Pomerons can be connected to partons either based on external PDFs and mini-jet calculations of hard scatterings (soft+hard approach), or the PDFs are given by the Pomeron amplitude (semi-hard approach). While EPOS and QGSJet use custom PDFs in the semi-hard approach, Sibyll uses the GRV parameterization [1293] and DPMJet uses CT14 [1294] as external PDFs.

Due to the nature of extensive air showers, hadronic interaction models need to support nuclear collisions. DPMJet uses the classical Glauber approach [280, 1295], while Sibyll uses a semi-superposition model where a collision of a nucleus with $A$ nucleons on a nucleus with mass $B$ nucleons is approximated by $A \times p – B$ collisions. Here, each nucleon carries an equal fraction of the energy and the $p – B$ cross-section is based on the Glauber model [1296]. EPOS and QGSJet use an extended GRFT, where the reduction of the nucleon-nucleon cross-section with respect to $p – p$ collisions is modeled with higher-order Pomeron interactions [294, 1281, 1283].

Diffractive collisions contribute up to about 25% to the inelastic cross-section at the TeV scale and they are thus important for air shower simulations and physics at the FPF. Interactions where
only a few GeV are transferred, \textit{i.e.} \textit{low-mass diffraction}, are handled with \textit{Good and Walker theory} \cite{1297} and the particles are simply excited and hadronized. However, if the momentum transfer is large enough to produce new particles or a jet, \textit{i.e.} \textit{high-mass diffraction}, the resulting elasticity is much lower. In \textit{EPOS}, all diffraction types are computed with a special diffractive Pomeron which is added to the semi-hard Pomeron amplitude. Diffractive beam remnants are usually hadronized through resonance decay or via string fragmentation.

The final hadronization of the excited system is crucial in order to reproduce the correct multiplicities in hadron collisions. All \textit{GRFT} models are based on a cylindrical topology of the Pomeron which produces two strings carrying the color field between the beam remnant and the partons. The strings are hadronized based on different schemes, such as Lund \cite{225} (\textit{DPMJet}, \textit{Sibyll}) or Area Law \cite{294, 1298} (\textit{EPOS}), which are tuned to different data. \textit{QGSJet} uses a custom hadronization scheme \cite{1282}. However, the parameter tuning to data is more important than the details of the underlying hadronization scheme that is used. For an in-depth overview and further discussions on hadronic interaction models, see \textit{e.g.} Refs. \cite{1274, 1275}.

At the FPF, hadronic interaction models are the primary tools to simulate the production of light hadrons due to their focus on the forward region. In addition, the models, \textit{DPMJet} and \textit{Sibyll}, include charm production and they can be used to simulate the production of charmed hadrons, although those could also be described perturbatively, as discussed below. Hadronic interaction models are therefore a necessary ingredient both to predict the fluxes of neutrino, but also new BSM particles, that are produced in their decays.

As described in the discussion above, there are currently sizable uncertainties associated with the predictions of hadronic interaction models. On the one hand, this makes measurements at the FPF, in particular those of neutrino fluxes, an interesting physics objective by itself that can help us better understand forward particle production. On the other hand, this also induces systematic uncertainties for many other measurements, such as that of the neutrino interaction cross section. For these applications, it is essential to not only have a reliable prediction for the neutrino flux itself, but also to quantify the associated uncertainties.

While hadronic interaction models constitute a sophisticated modeling of microscopic physics, they also contain a sizable number of phenomenological parameters that have been tuned to data. One approach, that is used in both LHC and astroparticle physics, is to use the spread of generator predictions to obtain an estimate of the associated uncertainties. While this approach captures some differences due to both tuning and underlying modeling, it is unclear on how to interpret the results statistically. An alternative approach that has been proposed to address this problem is to use tuning uncertainties \cite{1267, 1299}. Here, not dissimilar to the way PDF uncertainties are defined, multiple additional tunes are obtained which deviate from the central tune in such a way that they are representative of a given confidence level. Similar to the ATLAS A14 tune \cite{410}, a dedicated forward physics tune including tuning uncertainties based on forward LHC data, for example from LHCf, could be used to quantify the neutrino flux uncertainties.

### 7.2. Charm Production

Predictions for neutrino fluxes at the FPF rely sensitively on the rates of forward light hadron and $D$-meson production. The latter can be evaluated in perturbative QCD, though its modeling is affected by various challenges such as large missing higher order uncertainties and the treatment of charm quark fragmentation. The production of charm quarks can be evaluated at NLO in the QCD expansion, either at fixed-order in the three-flavor-number scheme (3FNS) or in a general-mass variable-flavor-number scheme (GM-VFN) \cite{1300, 1301} such as FONLL or ACOT which accounts for potentially large mass logarithms in the collinear limit. Recently, the NNLO calculation for $B$-
meson production at the LHC has been presented [1302], though its applicability to the charm case requires further work. Given that charm production in the forward region is sensitive to the small-\(x\) region down to \(x \simeq 10^{-7}\) for the FPF acceptance, accurate calculations may require accounting for BFKL small-\(x\) resummation effects [1303], already relevant for the HERA kinematics [1304, 1305], or for eventual non-linear QCD dynamics such as those describing gluon saturation.

Furthermore, a precise modeling of charm quark fragmentation into \(D\)-mesons is key for the neutrino flux predictions. One can treat charm hadronization analytically, via semi-perturbative heavy quark fragmentation functions [1306], or by means of Monte Carlo hadronization models, such as those employed in the frequently-used POWHEG matched to PYTHIA 8 simulations. In addition, robust predictions for charm production in the forward region require state-of-the-art determinations of the proton PDFs: given that HERA data stops at \(x \simeq 3 \cdot 10^{-5}\), without additional constraints in the small-\(x\) region PDF uncertainties become huge. It has been shown that by tuning PDFs, and in particular the gluon, to reproduce the LHCb charm production measurements one can obtain reasonably precise PDFs [1307–1309] that are required for FPF neutrino flux predictions.

An important caveat is that the lack of available data in the FPF kinematics forces us to rely on the extrapolation of existing models for \(D\)-meson production predictions, which will need to be carefully validated once data becomes available. In addition, fully exploring the FPF physics potential would benefit from the availability of an integrated event generator that implements the various options described above for the modeling of charm production, hadronization, and decay which could be directly interfaced with the experimental software describing the FPF instrumentation and detectors.

7.3. Particle Propagation

A large fraction of muons and neutrinos at the FPF come from the decay and interaction of particles far from the interaction point (IP) [1310]. To obtain accurate muon and neutrino fluxes at the FPF, we must propagate particles from the IP and include their interaction with the intervening material and magnetic fields. Between the IP and the FPF (which is located 617m downstream from the IP), there is approximately 400m of accelerator complex in line-of-sight. The accelerator contains a variety of very strong magnets used to circulate the two proton beams that is not simply in one direction, but has return fields in the yokes of the magnets. To accurately predict the fluxes, a radiation transport model is required.

BDSIM [1311] (which is based on GEANT 4 [365]) and FLUKA [1312] are two codes that are commonly used for this purpose. GEANT 4 and FLUKA are capable of propagating many subatomic particle species through matter and are conventionally used for detector and radioprotection simulations. BDSIM is a specialized code to create accelerator models in GEANT 4 based on ‘optical’ descriptions of accelerators (a set of magnetic strengths). The 3D GEANT 4 model it creates can piece together the detailed geometry of tunnels, magnets and infrastructure required for an accurate model of the FPF. GEANT 4 is regularly developed and validated by a wide array of specialists and represents the state-of-the-art radiation transport simulations for simulating physics experiments.

Such 3D radiation transport models are crucial to understanding the environment of the FPF. They are fundamentally required to quantify systematic uncertainties such as the effect of magnetic fields, varied accelerator optics throughout the LHC Run, as well as those of the generators and particle decayers. GEANT 4 provides decay channels for many particles, but interfaces are available to pre-assign decay products at the generator level. With the far-forward nature of the FPF, such tools as BDSIM, GEANT 4 and their interfaces to standard MC generators (e.g. via HEPMC 3 [1313]) will be key for the FPF.
Radiation transport simulations can be computationally expensive but fantastic infrastructure exists at CERN and worldwide to accommodate this. The highly detailed model created of the LHC [1314, 1315] and HL-LHC for FASER and the FPF can also act as input to much more computationally efficient tools such as the one introduced in Ref. [1310].

7.4. Neutrino Event Generators

Monte-Carlo event generators modeling neutrino interactions will play a key role in the planning and interpretation of the FPF experiments. They will be needed at each step of the experiments, in predicting neutrino interaction event rates, the kinematics of final-state particles, and their subsequent interaction with target material in the detector (tungsten, argon, etc.) for all three neutrino flavors over a broad spectrum of neutrino energies. Furthermore, event generators will help in estimating systematic uncertainties associated with neutrino interactions that will be vital in disentangling eventual new physics signals. For a more detailed discussion on neutrino event generators, see Sec. 5.

There exist several general-purpose neutrino MC event generators - GENIE [407], GiBUU [264], NEUT [1118], NuWro [1138], and FLUKA [1316] - most of them are widely used by the accelerator neutrino community, neutrino facilities at Fermilab in the US and J-PARC in Japan, and are therefore optimized for accelerator neutrino energies (100s MeV to a few GeV). This said, some of these tools include functionalities relevant for the description of high (GeV to TeV energies) and ultra-high (PeV and beyond) neutrino energies, such as GENIE via its HEDIS module.

Neutrinos at the FPF carry energies well above those of accelerator neutrinos and their interactions are hence dominated by deep-inelastic scattering, unlike for accelerator neutrinos where DIS is typically a subleading channel. Therefore, neutrino event generators for the FPF would need to account for underlying physical mechanisms relevant for the description of DIS interactions: i) proton and nuclear parton distributions and their associated uncertainties [1317], ii) higher-order QCD corrections (to the PDFs and DIS coefficient functions), iii) heavy quark mass effects (charm, bottom, and top), iv) contribution from low-$Q$ region where pQCD is not applicable, v) subleading scattering channels such as coherent scattering, resonant DIS, and quasielastic scattering. For instance, state-of-the-art pQCD calculations with modern proton and nuclear [1318, 1319] PDFs and heavy quark mass effects [1320] as well as the contribution of subleading channels are already implemented in the GENIE/HEDIS framework [1321]. In this respect, neutrino generators for the FPF need to combine low-energy nuclear physics with non-perturbative models and perturbative QCD calculations in order to fully describe neutrino interactions with the target material at the FPF experiments. One key challenge is to carefully account for transition regions, keeping consistency between different regions and avoiding double-counting. For instance, a smooth modeling of the transition between the low-$Q$ (non-perturbative) and high-$Q$ (perturbative) regions of the neutrino DIS structure function is essential for the FPF program, see Sec. 5.2.6 for additional details.

Another relevant aspect are hadronic and nuclear final-state effects. The FPF neutrino detectors, in particular an emulsion detector with its high spatial resolution, will have the ability to resolve the kinematics of the final state, for example the multiplicity and energies of charged particles. This in turn is sensitive to the modeling of the parton shower, hadronization and interaction of both partons and hadrons when passing through the dense matter of the target nucleus. As discussed in Ref. [265] and Ref. [1322], there are a variety of open questions associated with the latter, including i) the modeling hadronization inside cold nuclear matter; ii) the description of formation time and formation zones; iii) the validity of color transparency; iv) and the importance of final-state interactions (FSI) and the baryon avalanche effect.
Finally, uncertainties associated with the modeling of neutrino interactions need to be well controlled for both precision SM and BSM measurements. Therefore, ideally, FPF measurements would adopt multiple event generators and different implementations of the underlying physics assumptions described above to systematically analyze their impact on FPF measurements, quantify systematic uncertainties and when possible compare the predictions to data. To this end, the data collected by FASERν and SND@LHC during LHC Run 3 will also be valuable to help constrain the interaction physics in generators. Furthermore, these generators need to have a common interface and output format, ideally an established one like HepMC or LHET, to allow them to be easily incorporated into the experimental analysis frameworks.

7.5. Tools for BSM

In addition to SM measurements with neutrinos, the FPF will perform a variety of searches for new particles predicted by models of physics beyond the SM. This includes searches for i) long-lived particles which have a microscopic lifetime and decay a few hundred meters away from the collision point, ii) stable particles, such as dark matter, which can scatter in the FPF neutrino detectors, and iii) milli-charged particles which are characterized by anomalously low energy deposits. On the one hand, if these particles are sufficiently light, they can be efficiently produced in the decay of light and heavy hadrons. Similar to the case of neutrino production, this requires a reliable modeling of forward hadron production as described by hadronic interaction models for light hadrons and perturbative calculations for heavy hadrons. On the other hand, particles with heavier masses can be produced directly in the hard interaction, which can be modeled with established LHC tools such as Pythia or MadGraph [501]. In this case, an accurate description of the particle kinematics, such as the new particles transverse momentum distribution, would be an important input.

An additional application for MC generators in the context of BSM physics searches at the FPF is the modeling of long-lived particle decays. Since searches at the FPF mainly aim at light new particles, their decays can typically not be described by perturbative QCD. Instead, different approaches are required to obtain a realistic description of the particles lifetimes, decay branching fractions and decay kinematics. For example, it has been shown that fits to low energy scattering data can be used to predict the dark photon decay widths into various hadronic channels [1323]. An implementation of these results in common MC tools would be a valuable input for related experimental efforts.

In order to facilitate BSM physics studies in the far-forward region of the LHC, the FORESEE [1264] package was developed as a dedicated tool for phenomenological simulations. It relies on the hadron fluxes provided by above mentioned MC generators, and allows to obtain the forward fluxes of new particles from their decays. The package can also be used to obtain the expected sensitivity reach associated with new physics models for different FPF experiments and signatures. In addition, the ACHILLES event generator [369] provides a method to simulate arbitrary non-colored vector BSM interactions upon nuclei. This will provide methods of simulating the detection of both new (semi-)stable particles interacting within the detector as well as new physics coming from the neutrino sector.

8. LEPTON COLLIDERS

This section focuses on questions that relate to the simulation of events specifically at lepton colliders. Historically, the DORIS/PEP/PETRA, SLC, TRISTAN and LEP experiments provided testing grounds for some of the earliest development of Monte Carlo event generators, and this
experience was crucial in demonstrating the importance of such work. Although many of the methods developed during that period remain applicable to future lepton colliders, not all of the solutions are capable of meeting the experimental demands of new machines. These include exquisite tests of the Standard Model, at 10ppm precision for the TeraZ collider [23] or at future Higgs factories. The physics program of future Higgs/EW/top factories contains the measurement of Higgs couplings in a model-independent way to the mostly per-mil level, the $W$ mass at 1-2 MeV (while the experimental precision could be much better) and the top mass to a precision of 20-70 MeV [18–22, 24, 25]. Furthermore, these machines will be able to search for dark matter candidates and other invisible particles with masses essentially up to the kinematic limit of the collider. To meet this challenge it will be necessary to model QED and photon radiation as precisely as possible. Also at high-energy (linear) lepton colliders most of the effects described in Sec. 4 are highly relevant as well. In addition, the production at lepton colliders is dominated by a multitude of different, interfering electroweak channels. Hence, signal and background samples for lepton colliders are very inclusive in the final states, determined by the number of elementary fermions in the MC sample compared to stacks of $X+\text{jets}$ at hadron colliders. This section discusses some of the special aspects that do not apply to all high-energy colliders, but are of particular importance to lepton colliders. QED initial-state radiation is also addressed in a separate Snowmass white paper [201].

The importance of Monte Carlo event generators for data analysis has been established in previous lepton collider experiments. Here we will briefly review the main reasons for that and also compare the role of the MC programs to semianalytic (SAN) calculations in which phase space integration is performed partly analytically and partly numerically. The most widely known SAN codes were ZFITTER [1324] and TOPAZ0 [1325]. All programs based on strictly collinear PDFs for the ISR also fall into this category because the photon transverse momenta are integrated over, and analytical formulas for the total longitudinal momentum are used. Semianalytic calculations can be quite sophisticated and encapsulate a lot of higher order leading and subleading effects, see for instance [1326–1328]. A serious limitation though is that they cannot deliver sub-percent precision for many important observables like cross sections of the low angle Bhabha process or $W$-pair production. Even for the muon-pair production process there is no SAN code which could provide predictions for the most important event selection, i.e. a collinearity cut-off. The hybrid solution used in LEP data analyses was to use ZFITTER results and correct them using Monte Carlo predictions. However, such a solution is not precise enough at future lepton colliders, especially at the 10ppm precision level targeted by TeraZ [23].

The standardization of tools is likely important in view of a future lepton collider. For Higgs factories, a common software framework, EDM4HEP is being developed [1329], that is based on a common event data model from the generator over the detector level simulation towards reconstruction and analysis. This event data model is encoded in the event format LCIO [1330].

8.1. Collective beam-beam interactions and beam transport

In hadron collisions, the energies and longitudinal momenta of the scattered partons in any given event are not known and cannot be reconstructed fully from the observable components of the final-state particles’ four momenta. Lepton colliders could overcome this problem, if the energy of each colliding lepton in a bunch was known precisely. Unfortunately, the physics of colliding beams causes a spread of the energy of colliding leptons that cannot be ignored in precision measurements.

This spread is either caused by collective effects involving a macroscopic number of particles in a bunch (beamstrahlung) or by distortions of the bunches as they pass through the beam optics. Ab-initio calculations of this spread are thus outside of the scope of even the most comprehensive of
Monte Carlo event generators for high energy collisions. Fortunately, all these effects are independent of the scale of individual hard scattering events and can therefore be parameterized without introducing a dependence on a factorization scale. On the other hand, initial-state radiation (ISR) depends on the hard scattering scale $Q^2$ and must be described by the event generator for the hard scattering, even if it can be approximated in a first step by a universal lepton energy distribution function $D(x,Q^2)$. Only in this region can the description be improved by hard matrix elements, resummation and parton showers without inducing a double counting of contributions (cf. Secs. 8.2 and 8.3).

Beamstrahlung \cite{1331–1334} rose to prominence with the advent of $e^+e^-$-linear colliders (LC). Since the bunches meet only once, a very high luminosity per bunch crossing is needed. This requires the use of dense bunches with very high space charges. In this case, the leptons in one bunch are deflected by the strong electromagnetic field generated by the opposing bunch. While this deflection focuses the bunch and increases the luminosity for oppositely charged bunches significantly, it also leads to electromagnetic radiation, called beamstrahlung, that reduces and spreads out the beam energy.

In addition, the energy distribution of particles in the bunch before it enters the interaction region can often not be described with sufficient accuracy by a simple Gaussian. Instead, the transport of the bunches through the acceleration structures and, in the case of circular colliders, the result of repeated passages through the interaction regions must be taken into account.

8.1.1. Input to Monte Carlo Event Generators

For a given collider proposal, with specific beam optics and bunch shapes at the interaction point, bunch crossings can be simulated using particle-in-cell methods from plasma physics, e.g. with the programs CAIN \cite{1335} or GUINEA-PIG \cite{1336}. The results of such simulations appear to be sufficiently reliable to extract polarization dependent joint probability densities $D(x_1,x_2)$ as a function of energy fractions $x_i = E_i/E_{\text{design}}$. The joint densities are in general correlated and can not be factorized into a product of densities for each beam.

The densities $D(x_1,x_2)$ can then serve as input for the particle physics simulations that are used for gauging the physics potential of future lepton colliders and detectors. For maximum flexibility, this input should be provided both as functions $D(x_1,x_2)$ and as efficient generators of pairs of non-uniform random numbers $(x_1,x_2)$, that are distributed according to $D(x_1,x_2)$.

The output of GUINEA-PIG is a finite set of $(x_1,x_2)$-pairs. It is not guaranteed that an arbitrary subset will have the same distribution as the full set. In addition, high precision simulations might require a larger number of events than there are pairs in a given set. For both reasons, it is preferable to model the distribution of the $(x_1,x_2)$-pairs instead of using the set of pairs as a stream of random numbers. Also, well constructed parameterizations save considerable disk space compared to huge sets of pairs for a large number of different designs.

In the analysis of experimental data, these simulation results will be replaced by measurements of reference cross sections that depend on the beam energy spectra.

8.1.2. Existing Programs

8.1.2.1. CIRCE In the case of early designs for TeV-scale linear colliders, a factorized ansatz

$$D_{p_1p_2}(x_1,x_2) = d_{p_1}(x_1)d_{p_2}(x_2),$$

(18)

where the $p_i$ denote the flavor and polarization of the colliding particles, was sufficient. Motivated by the theoretical description \cite{1331–1334}, the program CIRCE \cite{1337} used as a sum of an
unperturbed $\delta$-peak and a $\beta$-distribution with integrable singularities, i.e.

$$d_{e\pm}(x) = a_0 \delta(1-x) + a_1 x^{a_2}(1-x)^{a_3},$$  \hspace{1cm} (19)

$$d_\gamma(x) = a_4 x^{a_5}(1-x)^{a_6}.$$  \hspace{1cm} (20)

In the absence of polarization dependence, each collider design was therefore parameterized by seven real numbers $a_0, \ldots, a_6$. These numbers were derived with a least-squares fit from histogrammed results of GUINEA-PIG. They were distributed as FORTRAN common blocks and as tables for event generators written in C++. This simple parameterization was extensively used in the simulations that formed the basis of the TESLA TDR [1338, 1339] and competing designs.

8.1.2.2. \textit{CIRCE2} The parameterization of Eq. (8.1.2.1) was however inadequate for the energy distributions at a laser backscattering $\gamma\gamma$ and $\gamma e$ collider that was studied as an option for TESLA [1340]. In addition, the wake field acceleration at CLIC [21, 1341] produces an energy spread that can not be described by a convolution of Eq. (8.1.2.1) with a Gaussian.

In order to address these shortcomings, a successor \textit{CIRCE2} was developed. \textit{CIRCE2} gives up the factorization, $\delta$-peaks and integrable singularities of Eq. (8.1.2.1) in favor of two-dimensional step functions $D(x_1, x_2)$ that can describe arbitrary shapes and correlations using a technique similar to the \textit{Vegas} algorithm [436, 1342] to spread out the bin contents as evenly as possible. In addition, the distributions can optionally be smoothed by a Gaussian filter. There is also support for mapping integrable singularities before histogramming the output of GUINEA-PIG, though this has not been necessary during extensive applications for CLIC. \textit{CIRCE2} is available both as part of WHIZARD (cf. Sec. 8.4.3) as well as a separate FORTRAN package, which can also be linked with C++ programs.

8.1.2.3. \textit{MadGraph5_aMC@NLO} In order to be able to combine beamstrahlung and ISR analytically, the Monte Carlo event generator \textit{MadGraph5_aMC@NLO} [558] uses a parameterization that generalizes and improves on (8.1.2.1). This reproduces the results of GUINEA-PIG simulations of single bunch crossings well. For details, see [558].

8.1.2.4. \textit{KKMCee} The Monte Carlo Event generator \textit{KKMCee} [211] uses the \textit{FOAM} algorithm [1343, 1344] to describe the output of GUINEA-PIG and combines this with a Gaussian beam energy spread.

8.1.3. Benchmark Beam Distributions

As described above, the preparation of beam descriptions requires intimate knowledge of the design of the entire collider: acceleration, beam transport and interaction region. Codes for the simulation of bunch crossings, e.g. GUINEA-PIG, are public. However, in addition to a few beam optics parameters, they also need the output of simulations of acceleration and beam transport. For this, expert input from accelerator physicists is necessary.

In the case of the CLIC TDR, accelerator physicists provided quality controlled GUINEA-PIG output files for 24 different design options. For each, \textit{CIRCE2} beam descriptions were produced, cross checked and made available for the particle physicists performing simulations. A similar approach is under way for the ECFA Higgs Factory studies.

This effort should be extended to the other lepton collider projects and to maintain a curated set of beam descriptions on a public server. There is no need to track all minute optimizations of collider parameters, but major changes should result in the production of a new set, while keeping the old sets for reference.
8.2. Collinear factorization in $e^+e^-$ collisions

The computation of $e^+e^-$ cross sections in perturbative QED leads to the emergence of logarithms of the ratio $m^2/E^2$, where $m$ is the electron mass and $E$ a scale of the order of the hardness of the process, such as the collider energy. Owing to the smallness of $m^2/E^2$, these logarithms must be resummed. Different techniques can be used to this end, relevant to different classes of logarithms. Here we focus on effects that are due to the collinear and/or soft radiation off incoming particles, whereby resummation is achieved by means of collinear factorization. The cross section for a generic production process in $e^+e^-$ collisions is written as follows:

$$d\Sigma_{e^+e^-}(P_{e^+}, P_{e^-}) = \sum_{kl} \int dy_+dy_- B_{kl}(y_+, y_-) d\sigma_{kl}(y_+P_{e^+}, y_-P_{e^-}).$$

The function $B_{kl}$ collects all effects due to beam dynamics (cf. Sec. 8.1), and is determined heuristically by means of MC simulations. The indices $k$ and $l$ identify the particles that emerge from said dynamics; predominately, they are equal to electrons/positrons and photons, with the dominant contributions resulting from those particles whose identity is the same as that of the corresponding beam. Finally, the short-distance cross section $d\sigma_{kl}$ is written in a collinear-factorized form:

$$d\sigma_{kl}(p_k, p_l) = \sum_{ij} \int dz_+dz_- \Gamma_{ij}(z_+, \mu^2, m^2) \Gamma_{kl}(z_-, \mu^2, m^2) \times d\hat{\sigma}_{ij}(z_+p_k, z_-p_l, \mu^2).$$

Here, $i$ and $j$ are parton indices, denoting the objects that emerge from multiple-emission phenomena, dominated by collinear and soft dynamics, perturbative in nature (in QED), and that initiate the actual hard scattering. The cross section associated with the latter is denoted by $d\hat{\sigma}_{ij}$, and is assumed to be computed with massless electrons. All electron-mass effects are accounted for by the quantities $\Gamma_{\alpha/\beta}$ (the PDFs), that describe the collinear dynamics mentioned above and that are responsible for resumming the large logarithms of $m^2/E^2$ – the resummation is technically achieved by solving the RGE for the PDFs; these are nothing but the DGLAP equations [173–176]. Importantly, the role of these PDFs is quite similar to that played by their QCD counterparts in hadronic collisions, cf. Sec. 2.2. However, at variance with the latter the QED PDFs are perturbatively computable.

Until recently, all simulations adopting the collinear factorization framework of Eq. (22) employed PDFs accurate to LL+LO [1345–1347]. In view of the precision targets of foreseen $e^+e^-$ colliders, this constitutes a problem. In particular, a LL+LO description renders it formally impossible to define an uncertainty associated with the description of the collinear dynamics. This includes, but is not limited to, the fact that in this context the coupling constant $\alpha$ is arbitrary: one can make more or less educated choices for it, but cannot quantify the systematics that such choices entail. Furthermore, a LL+LO description is not adequate to properly take the running of $\alpha$ into account; this is important, in view of the fact that as one moves away from c.m. energies of the order of the weak-boson masses fixed-$\alpha$ schemes such as the $\alpha(m_Z)$ or the $\alpha$ ones become increasingly problematic.

In a series of recent papers [1328, 1348, 1349] the issues mentioned above have been addressed and solved, thanks to the extension to the NLL+NLO accuracy of the PDFs. These results, as well as those relevant to the description of the beam dynamics, have also started to be included [558] in the automated machinery of MADGRAPH5_aMC@NLO [501], which is thus being upgraded to a full-fledged $e^+e^-$ simulation tool. Electron PDFs feature an integrable singularity at $z \rightarrow 1$: it is therefore essential to have a detailed analytical understanding of this region, which is provided in [1328, 1349]. Among the various systematics that can be reliably assessed based on these works, the choice of a collinear factorization scheme is particularly important. The $\overline{\text{MS}}$ and the $\Delta$
schemes were used in [1328] and [1349], respectively (the latter being physically analogous to the more familiar DIS). The solutions relevant to the $z \to 1$ region are:

\[
\Gamma^{(\text{MS})}_{\mu^{-}}(z, \mu) \xrightarrow{z \to 1} \frac{e^{-\gamma \xi_1} e^{\xi_1}}{\Gamma(1 + \xi_1)} \xi_1(1 - z)^{-1+\xi_1} \\
\times \left\{ 1 + \frac{\alpha(\mu)}{\pi} \left[ (L_0 - 1) \left( A(\xi_1) + \frac{3}{4} \right) - 2B(\xi_1) + \frac{7}{4} \\
+ (L_0 - 1 - 2A(\xi_1)) \log (1 - z) - \log^2 (1 - z) \right] \right\},
\]

\[
\Gamma^{(\Delta)}_{\mu^{-}}(z, \mu) \xrightarrow{z \to 1} \frac{e^{-\gamma \xi_1} e^{\xi_1}}{\Gamma(1 + \xi_1)} \xi_1(1 - z)^{-1+\xi_1} \\
\times \left[ \frac{\alpha(\mu)}{\alpha(\mu_0)} + \frac{\alpha(\mu)}{\pi} L_0 \left( A(\xi_1) + \log (1 - z) + \frac{3}{4} \right) \right],
\]

where $\mu_0$ is a scale of the order of the electron mass, assumed to be the starting point of the RGE evolution, and $L_0 = \log \mu_0^2 / m^2$ – thus, $L_0$ is a very small number. The difference between Eqs. (23) and (24) is striking: apart from a common prefactor (which, incidentally, has the same functional form as the LL+LO PDF), the $\text{MS}$ solution has $\log^k (1 - z)$ terms which are absent in the $\Delta$ scheme. While this may seem surprising at first, one needs to bear in mind that PDFs are unphysical quantities. The fact above suggests the presence of significant numerical cancellations between the PDFs and the short-distance cross sections in the context of $\text{MS}$-based computations, which simply do not occur in the $\Delta$ scheme. Ultimately, from the physics viewpoint this must not matter, because differences between the two schemes will affect observables only at the NNLL+NNLO level, and are thus expected to be at the 0.1% level. Still, the more physical nature of the $\Delta$-scheme result is appealing because it should entail a better numerical stability for any given statistics, and because it could pave the way to incorporating, at least partially, NLL effects into shower-based MC approaches. Investigations of these matters, as well as detailed phenomenological predictions for key production processes, are being considered.

A photon radiated from a beam lepton may interact with a photon from the other beam resulting in an effective $\gamma \gamma$ collision. The collision energy and the virtualities of the photons will vary and, especially due to latter, these events provide a rich spectrum of different kinds of processes. Only in the case of sufficiently high virtualities can these photons be considered as purely point-like particles. In this case, it is relatively straightforward to model the collisions of two photons using the (collinear) photon spectra from the EPA. High-virtuality photons will, however, have non-negligible transverse momentum and, in the case of two photon interactions, the relative angle of this $p_T$ will vary and alter the invariant mass of the two-photon system with respect to the purely collinear momenta from the EPA. For accurate simulations, it is therefore necessary to construct the full kinematics of the photons and correct for this effect.

When the virtuality of the photon becomes small, $Q^2 \lesssim 1 \text{ GeV}^2$, the (quasi-)real photon may fluctuate into a hadronic state. Even though such fluctuations are suppressed by a factor of $\alpha$, the large hadronic cross sections can make the processes with such resolved photons even the dominant ones especially for observables sensitive to lower values of $p_T$. Similarly, as in the case of photoproduction in lepton-hadron collisions, the resolved photons contain a hadron-like part, often modeled with VMD [185–187], and a perturbatively calculable part from a point-like splitting to quark-antiquark pairs. The VMD part models the photon as a linear combination of different vector mesons-states (usually up to $\phi$ or $J/\Psi$) but can be extended also to higher-mass (continuum of) states in generalized VMD [1350]. All these are usually included in the
DGLAP-evolved photon PDFs but often only the sum of all contributions is provided. Thus, to generate collisions of two resolved photons require all the same machinery as for any hadron-hadron collisions including initial- and final-state showers and multiparton interactions (MPIs) adapted for the different structure of the DGLAP equations [1351–1353].

The tricky parts in modeling collisions between two photons are properly combining all the different possible contributions and to avoid double counting them. Here the virtuality of the photon plays the main role: the hadron-like part of the PDFs should vanish rather rapidly when the virtuality reaches the vector-meson masses but the point-like part may survive to somewhat higher virtualities. Only well above these scales can the photon be considered purely point-like. Even in this case, there is a risk of double-counting when the target photon is resolved as such processes can be considered as DIS-type, where the lepton scatters off from a quark by exchanging a virtual photon, or direct-like, where photons act as initiators for the hard scattering. To some extent, the different contributions can be classified by ordering the different scales present in the scattering process. An example of such a model was implemented in PYTHIA 6 [189, 1354] consisting of six different components separated by scales and with parameterized suppression factors to minimize the remaining double counting. The model worked reasonably well but the predictive power was somewhat limited to energies at which the parameters were derived.

8.3. Soft photon resummation and matching to N^LO

It is generally recognized that the work of Yennie-Frautschi-Suura (YFS) of Ref. [210] was the first complete analysis of the infrared structure (IR) of QED and showed the cancellation of all soft (infrared) singularities between the real and virtual contributions of photons to all perturbative orders, for any scattering process with an arbitrary number of external particles. More discussion on the gauge invariance in the YFS analysis was added in [1355]. Let us underline two important points in the YFS analysis. First, in the original YFS paper the Lorentz invariant phase space, without any approximation for many real photons, is present in the early stage of the analysis. However, it is masked by the fact that it was quickly translated to an abstract Mellin space. Moreover, most examples of real photon phase space integration were done using some approximations. At the time (1961), it was unthinkable that the multiparticle phase space integration could be performed numerically without any approximations. Second, in the YFS paper it was proven not only how IR singularities cancel, but also how to calculate in a systematic way non-IR contributions perturbatively order-by-order, and how to recombine them with the basic distributions resummed to an infinite order.

Altogether, what was quoted for a long time as a main YFS result, was the semi-inclusive result of the Born cross section multiplied by a simple exponential factor representing resummation over an infinite number of real and virtual photons, with the total energy of all real photons limited by some small cut-off – without higher order non-soft contributions and without real hard photons. The real breakthrough in the mid 1980’s in exploiting the full advantage of the hidden treasure of the YFS resummation scheme was with the advent of the Monte Carlo technique, which allowed for an inclusion of an arbitrary number of hard real photons without any approximation. The first MC implementation was provided for initial-state radiation (ISR) near the Z resonance [1356] and was extended and generalized beyond the original YFS scheme over the next decade in many other programs. Even in the relatively simple case of the final version of the YFS2 MC [1357] for ISR (used as part of KORALZ [1358]) it was necessary to go beyond the original YFS scheme, because of the presence of the narrow Z resonance. The next important implementation of the YFS scheme was the BHLUMI[1359] program for the low-angle Bhabha process. Here the main problem to be solved was the new MC algorithm of generating the multiple hard photon phase in the presence of
a strong $t$-channel peak. A further milestone was the inclusion of the final-state radiation (FSR) in the YFS3 MC, which was incorporated into KORALZ [1360]. Other, technically similar MC programs implementing YFS resummation were KORALW [1361], YFSWW [212, 1362] for $W$-pair production and BHWIDE [1363] for the wide angle Bhabha process. They are reviewed in detail in [1364, 1365].

The above MC programs implement the so-called exclusive exponentiation (EEX) scheme, which is quite close to the original YFS work (albeit with some improvements for the narrow resonances), in which separation of the divergent infrared virtual and real contributions and order by order calculation of the non-soft parts is done at the level of the matrix element squared. In the MC implementations of EEX the non-soft QED perturbative corrections were always complete up to first order. Dominant second and third order QED effects were also included. The EEX scheme was also adopted in other MC projects (SHERPA, WINGAC) and is described in Sec. 2.3.2.

In the EEX scheme it was quite difficult to resum consistently and efficiently to infinite order the contributions from the IR-divergent interferences between ISR and FSR, especially in the presence of a narrow resonance. The inclusion of the complete (transverse) spin effects in the EEX scheme was also practically infeasible. These problems were addressed in an extension of the original YFS scheme, dubbed the coherent exclusive exponentiation (CEEX). In CEEX, the separation of the IR parts and order-by-order calculations of the non-soft contributions is performed at the amplitude level instead of spin-summed amplitude squared, while IR cancellations are still performed at the amplitude squared level. The CEEX scheme was proposed in Refs. [1366, 1367] and is implemented in the KKMC program [1368].

Electroweak $O(\alpha^1)$ corrections can be added to the CEEX spin amplitudes as multiplicative form factors multiplying coupling constants in the Born-like amplitudes according to [1368]. They have been implemented in KKMC with the help of the DIZET code [211]. The Born-like amplitudes $\beta_0^{(2)}$ (see e.g. Sec. 2.3.2) in fact include non-soft $O(\alpha^2)$ QED corrections and are obtained according to Eq. (27) in Sec. 8.3. The only place in the SM corrections for $e^+e^- \rightarrow \mu^+\mu^-$ where pure EW 1-loop corrections coexists with IR divergent QED corrections are two $\gamma - Z$ boxes. The IR part of these boxes is removed in the above Eq. (27) of Sect. 8.3. More details can be found in [1366]. The pure EW part including, non-soft QED corrections is cleanly separated from the leading IR-divergent QED part (initial-final state interference), which is resummed to infinite order, already at the amplitude level. An additional subtraction/resummation of the IR finite but numerically sizable $\sim \ln^n(\Gamma_Z/M_Z)$ corrections is performed at the same time [1366].

In section 3.4 of [23], it is sketched how the above technique will work in disentangling the QED IR divergent part from two loop and three-loop diagrams, which involve heavy EW bosons and photons simultaneously. In particular this discussion covers the case of the two-loop example of the $WW$ box diagram, with the $W^+$ and $W^-$ lines connecting the incoming electron line and the outgoing muon line, and with the insertion of an additional photon in all possible combinations between the charged particles.

The CEEX scheme of soft photon resummation has a number of important advantages over the more common EEX scheme described in Sec. 2.3.2: (i) thanks to the use of spin amplitudes [1369] for massive fermions it was possible to implement full spin density matrix (longitudinal and transverse) for the incoming $e^\pm$ beams and outgoing $\tau^\pm$. This is important because tau pairs from the $Z$ decay are polarized and the decays of tau leptons are sensitive to spin polarization effects. (ii) KKMC implements complete $O(\alpha^2)$ QED photonic corrections (no lepton pairs and multiperipheral diagrams). These are much more compact at the amplitude level than at the amplitude squared level, due to proliferation of the interference terms in the latter case. (iii) In the presence

---

3 Except numerically small IFI pentaboxes, see [1367].
of the narrow Z resonance, initial-final interference corrections in the soft limit require summation over all photon partitions between the initial and final-state emitters, at the amplitude level. This additional soft resummation for narrow resonances was discussed in [1370], with the real photon phase space integrals performed in an approximate way. In the CEEX framework of KKMC the same additional resummation could be implemented at the amplitude level, and the multiphoton phase space integration is exact. (iv) Electroweak corrections are included at $O(\alpha^4)$, while QED non-soft corrections are included up to $O(\alpha^2)$. The flexibility to add pure EW corrections at one or two orders lower than the QED corrections is a feature which persists also at higher orders. It is very valuable in high precision calculations for future electron colliders, because QED corrections are generally much larger than electroweak ones. (v) A recent proposal addresses the incorporation of unstable charged particles like $W^{\pm}$ into the CEEX method [1371, 1372]. This includes photon emission from the unstable resonance, the so-called non-factorizable interferences between production and decay.

Using the notation of [1367], the CEEX total cross section for the fermion pair production process at an electron collider, $e^-(p_a) + e^+(p_b) \rightarrow f(p_c) + \bar{f}(p_d) + \gamma(k_1), \ldots, \gamma(k_n)$ reads as follows

$$\sigma^{(r)} = \sum_{n=0}^{\infty} \frac{1}{n!} \int d\tau_n(p_1 + p_2; p_3, p_4, k_1, \ldots, k_n) \times e^{2\alpha B_4(p_a, \ldots, p_d)} \frac{1}{4} \sum_{\text{spin}} |\mathcal{M}_n^{(r)}(p, k_1, k_2, \ldots k_n)|^2,$$

where $\mathcal{M}_n^{(r)}$ are the CEEX spin amplitudes, $d\tau_n$ is the standard LIPS, the virtual form factor $B_4$ is factorized (exponentiated) and the real emission spin independent soft factors $s$ are also factorized out. The momenta $p_1, \ldots$ of the fermions are denoted collectively as $p$. The spin amplitudes read

$$\mathcal{M}_n^{(r)}(p, k_1, k_2, k_3, \ldots, k_n) = \prod_{s=1}^{n} s(k_s) \left\{ \beta_0^{(r)}(p) + \sum_{j=1}^{n} \frac{\beta_1^{(r)}(p, k_j)}{s(k_j)} + \sum_{j_1 < j_2} \frac{\beta_2^{(r)}(p, k_{j_1}, k_{j_2})}{s(k_{j_1})s(k_{j_2})} + \sum_{j_1 < j_2 < j_3} \frac{\beta_3^{(r)}(k_{j_1}, k_{j_2}, k_{j_3})}{s(k_{j_1})s(k_{j_2})s(k_{j_3})} \right\},$$

such that the subtracted amplitudes $\beta_j^{(r)}$ are IR-finite. In the $O(\alpha^2)$ ($r = 2$) implementation of KKMC we define

$$\beta_0^{(2)}(p) = \mathcal{M}_0^{(2)}(p) = \left[ e^{-\alpha B_4(p)} \mathcal{M}_0^{(2)}(p) \right]_{O(\alpha^2)},$$

which includes QED and EW virtual corrections. In the future implementation of the $O(\alpha^2)$ EW corrections, they would also enter into to the $2 \rightarrow 3$ non-soft components:

$$\beta_1^{(2)}(p, k_1) = \mathcal{M}_1^{(2)}(p, k_1) - \beta_0^{(1)}(p)s(p, k_1), \quad \mathcal{M}_1^{(2)}(p, k_1) = e^{-\alpha B_4(p)} \mathcal{M}_1^{(2)}(p, k_1)_{O(\alpha^2)}.$$
8.4. Event generators for lepton colliders

Various simulation frameworks are available for lepton colliders. In the following, we list a few which have specialized on this type of simulation (in alphabetical order).

8.4.1. **MCULE**

In its current version, MCULE [1373, 1374] is a Monte Carlo integrator for fully differential fixed-order calculations of QED processes. It builds on methods developed for higher-order QCD calculations and adapts them to QED with massive fermions. In many cases this results in a simplification. In particular, in the absence of collinear singularities the simple YFS [210] infrared structure of QED was exploited to adapt the FKS method [33, 557] and develop an efficient subtraction method FKS[1375] to deal with infrared singularities in phase-space integrations, in principle at all orders in a perturbative expansion in the electromagnetic coupling \(\alpha\). However, keeping non-vanishing fermions masses introduces additional (typically small) scales to the problem. This results in serious complications, in particular regarding the evaluation of loop amplitudes and the numerical stability of phase-space integrations.

So far, several QED processes have been implemented in MCULE at NNLO in \(\alpha\), most notably Møller scattering [1376] and photonic corrections to Bhabha scattering [1377]. Diphoton (\(e^+e^- \rightarrow \gamma\gamma\)) and dilepton (\(e^+e^- \rightarrow \ell^+\ell^-\) with \(\ell\) being either \(\mu\) or \(\tau\)) production are in preparation. Since Bhabha scattering is particularly relevant for lepton colliders, we will use it to describe the MCULE approach.

It should be stressed that as it stands, the MCULE result is not useful for high-energy lepton colliders. At least two extensions are required. First, electroweak effects need to be included. Second, dominant corrections beyond NNLO have to be added, in particular initial-state radiation. While first steps to implement these in MCULE are being taken, these points will be discussed elsewhere. Here we focus on the impact and calculation of the complete NNLO QED corrections of order \(\alpha^2\) relative to the Born term. Such a calculation is possible with today’s techniques. It will at least substantiate error estimates of current Monte Carlo tools, or – depending on the required accuracy – lead to additional corrections to be taken into account.

The fully differential photonic NNLO corrections are split into double-real, real-virtual and double-virtual. For the double-real corrections, the complete (eikonal subtracted according to the FKS scheme) tree-level amplitude squared for \(e^+e^- \rightarrow e^+e^-\gamma\gamma\) is integrated over the phase space. All interference terms are kept and no soft-photon or massless-fermion approximation is made.

The full one-loop amplitude for \(e^+e^- \rightarrow e^+e^-\gamma\) that is needed for the real-virtual corrections has been obtained with OPENLOOPS [52, 569]. This involves box and pentagon one-loop diagrams with non-vanishing but typically small fermion masses. The delicate numerical issues are resolved thanks to the stability of OPENLOOPS combined with next-to-soft stabilization [1377]. For the latter, the analytic result in the soft limit at subleading power in the photon energy [1378] is used to ensure a numerically stable evaluation of the matrix element over the full phase space.

The two-loop amplitudes for \(e^+e^- \rightarrow e^+e^-\gamma\gamma\) with massive fermions required for the double-virtual part are not yet known. Starting from the massless amplitudes [1379] the massive amplitudes can be reconstructed [1380–1382] up to terms that are polynomially suppressed by the (small) mass. This induces an error that parametrically is of the order \((\alpha/\pi)^2 m^2/Q^2\) where \(m\) is the electron mass and \(Q\) another scale of the process. Of course, the one-loop amplitude squared is also required and treated the same way.

In order to get a first impression on the importance of the full NNLO corrections we have compared to an approximate result obtained by truncating the parton shower implemented in
BABAYAGA [1383] to one additional emission beyond the full NLO result. For a particular scenario with a center-of-mass energy of 1020 MeV the full NNLO coefficient is about 15% larger than the parton shower. This results in a difference of 0.07% for the total cross section, well within the error estimate of [1383]. As stated above, these numbers cannot simply be taken over for the high-energy scenario. However, they indicate that it is worthwhile to make use of the developments in the calculation of higher-order corrections and include complete NNLO corrections whenever high accuracy is required.

8.4.2. Sherpa

The Sherpa Monte Carlo [497, 696] is a fully equipped hadron-level event generator capable of simulating collisions in many different collider environments, starting with the incident particle beams up until the final stable leptons, photons and hadrons that hit the detectors. To this end, Sherpa factorizes the individual physics processes according to their characteristic scales, starting with the beam spectra resolving the incoming particle bunches into the colliding particle species, followed by resolving their substructure through PDFs and initial-state parton showers, culminating in a description of the hard interaction at fixed order (LO, NLO, or NNLO in some cases) in perturbation theory. The scattering products are then further evolved with final-state parton showers. If the interacting particles possess a substructure, multi-parton interactions are modeled in a similar fashion. The final partonic ensemble is then hadronized [252], and the initial primordial hadrons are decayed into (meta-)stable hadrons that reach the detector to be measured.

Of special importance at lepton-colliders are the beam spectra, describing the distribution of momenta and particle species within the incident bunches. In addition to a standard monochromatic beam, Sherpa offers descriptions of photon momentum distributions in electron bunches through either laser backscattering, where the initial lepton beam sources highly energetic photons through Compton scattering [192, 1338, 1384], or the equivalent photon approximation (Weizsäcker–Williams method), where the beam particles act as quasi-classical sources of collinear quasi-real photons [1385–1387]. An interface to Circe [1337], which parameterizes the $e^\pm$, and $\gamma$ beam-spectra based on the collider geometry, is anticipated (cf. Secs. 8.1.2.1 and 8.1.2.2). The thus generated electrons or photons can then either directly enter the hard interaction or be further resolved.

To model the momentum distribution of incident electrons, Sherpa offers two different approaches. The first approach uses LL+LO QED PDFs for the electrons, that are solutions of the DGLAP evolution equations, cf. Sec. 8.2. It can be combined with a traditional QED parton shower [207] to generate exclusive kinematic distributions for the collinear photons. In the second approach, the emission of soft photons is resummed to all orders using the Yennie-Frautschi-Suura (YFS) formalism [210]. In this method, photon emissions are considered in fully differential form, get generated explicitly, and the treatment of their phase space is exact. At the same time, the substructure of photons can be resolved using, e.g., the dedicated photon PDFs of [1293, 1388], upon which the produced partons enter a traditional QCD and QED evolution through a parton shower.

The hard scattering interaction is then described at LO, NLO and, in some cases, at NNLO in QCD [498, 810, 827, 1389] accuracy, matched to the parton shower [715, 718]. NLO EW will be offered in the near future within the YFS soft-photon resummation.
8.4.3. WHIZARD

WHIZARD is a multi-purpose event generator framework for very general high-energy physics simulations for all types of colliders and fixed-target experiments, that allows a high level of flexibility [30].

For hard-scattering processes, WHIZARD provides its own (tree-level) matrix-element generator, OMEGA [1390], which is based on recursion relations and the color-flow formalism [1391] for QCD. This framework supports as hard-coded models the SM in different variants and the most studied BSM models. It has a general interface to FEYNRULES [1392] and UFO [368], cf. Sec. 2.8 and supports Les Houches accord input files [1393]. Loop-matrix elements for next-to-leading (NLO) QCD and EW processes can be accessed through dedicated interfaces to one-loop providers (OLP) like OPENLOOPS, GOSAM and RECOLA, cf. Sec. 4.1.

For all processes within all models, Feynman diagram selection is possible, however should be treated with care due to possible gauge-invariance violations. Processes can be factorized into production and decays by using the decay features of WHIZARD, also consecutively in decay chains. All decays of a resonance at a given final-state multiplicity can be auto-generated. In resonant processes, intermediate resonances can be specified as polarized, e.g. for the study of specific longitudinal or transversal EW gauge bosons like in multi-EW boson production and vector-boson scattering [1394–1397].

WHIZARD ships with its own scripting language, SINDARIN, which allows arbitrary cuts to be defined on the hard matrix elements, as well as selections for the event generation. The hard matrix elements can be convoluted with a large number of parton distribution functions, structure functions or beam spectra: these include hadron-collider proton PDFs via LHAPDF externally or from a selected set of internally shipped PDFs, effective W/Z approximation for the content of EW bosons inside quarks or leptons, the effective-photon approximation (EPA), also known as Weizsäcker-Williams approximation. The latter is provided in different variants, depending on the application for low-energy γγ → hadron background simulations or for high-energy particle production.

For lepton collisions, electron/muon PDFs are provided at LL accuracy and are currently being extended to NLL. WHIZARD supports several options for structured lepton beams: Gaussian beam spreads, individually adjustable for each beam, beam spectrum files read in as tables of pairs of energy values and an approximation to GUINEA-PIG spectra via its beamstrahlung generators CIRCE [1337] (cf. Sec. 8.1.2.1) and CIRCE2 (cf. Sec. 8.1.2.2). WHIZARD allows initial-state particle of all kinds to be polarized, both for scattering as well as for decay processes. For scattering processes, the polarization of both beams can be arbitrarily correlated by specifying a spin density matrix. In addition, polarization fractions can be given. Initial-state beams can be asymmetric (like in flavor factories or HERA), and crossing angles can be defined.

As the program has always had a strong focus on weak production processes of multi-fermion final states, at lepton colliders it contains a phase-space parameterization that is flexible enough to adapt to many different (interfering) resonant production channels. This builds upon an adaptive multi-channel Monte Carlo integration encoded in the VAMP subpackage [1342]. In recent years, there have been several attempts to make the MC integration much more efficient by using highly parallelized computing architectures: using Multi-Processing Interface (MPI), speed-ups of several tens up to roughly a hundred can be achieved [705]. Also, OMEGA can produce very small expressions for the matrix elements in the form of a so-called virtual machine, which are as efficient as compiled code [1398].

Turning to high-precision calculations at next-to-leading order in the SM, WHIZARD has a complete implementation for NLO QCD and electroweak (as well as mixed) corrections for hadron and lepton colliders, based on its implementation of the FKS subtraction scheme, standard and
resonance-aware. In the same setup as for scattering processes, NLO decays can be calculated. The automated implementation has been validated for hadron and lepton colliders and allows to calculate processes at NLO (QCD) for rather high final-state multiplicities, e.g. $e^+e^- \to \ell\ell\nu\nu b\bar{b}H$ or $e^+e^- \to jjjjjj$ [1399, 1400]. The program provides a default framework to produce arbitrary differential distributions, using the concept of event groups with an analysis like e.g. RIVET [398, 399]. Electroweak corrections for lepton colliders can be calculated already for massive leptons, while the infrastructure for corrections for massless leptons is being validated right now. The NLL electron PDFs are being implemented, and first results for this are expected within 2022. To define infrared-safe quantities, WHIZARD provides jet clustering with a FastJet interface as well as photon recombination. To define fixed-order NLO cross sections in a 4- or 3-flavor scheme, the user can specify $b$-jet, $c$-jet and light jet clustering.

In order to generate complete events, WHIZARD provides its own parton shower, specifically a $k_T$-ordered parton shower, as well as, an analytic, virtuality-order (QCD) shower [1401]. In addition, WHIZARD ships with the final FORTRAN version of PYTHIA (6.427) [189] which is specifically tuned to LEP2 hadron data, and with a dedicated interface to PYTHIA 8 [247]; the latter allows to directly communicate between the event records of WHIZARD and PYTHIA.

For inclusive jet samples at LO, WHIZARD can apply the MLM merging algorithm, while for NLO matching between fixed-order and the parton shower, a general, process-independent version of POWHEG matching is available for QCD [1402]. POWHEG matching for EW corrections is in preparation, while for mid-term planning also alternative matching and merging schemes are envisioned. In order to reconcile multi-fermion final states, e.g. $e^+e^- \to jjjjj$ with parton showering and hadronization, WHIZARD is able to find and quantify contributions from underlying resonant subprocesses, and then provide pseudo-shower histories to the final state weighted by the relative cross sections of these underlying processes. This is important to correctly model hadronic correlations in the final states, and also inclusive observables like the total number of final-state neutral and charged hadrons as well as photons.

One of the most important tasks for precision physics at future Higgs factories will be a modeling of QED and photon radiation as precise as possible. For the normalization of QED cross section, a resummation based on collinear factorization gives very precise results. As mentioned above, this is possible in WHIZARD at LL level and will be available at NLL level soon. Specifically for the assessment of experimental/systematic uncertainties, an exclusive simulation of photon radiation is necessary. WHIZARD can of course produce explicit photons from matrix elements; on the other hand, the energy loss from LL electron PDFs in the collinear approximation is collected in a single photon per beam. A heuristic approximation is possible to generate a $p_T$ distribution for these photons, which can also be applied to recoiling charged leptons from Weizsäcker-Williams/EPA [1385, 1386, 1403]. The photon distribution is generated using a logarithmic scaling, while the event of the hard scattering (with subsequent parton shower and hadronization) is boosted accordingly. It has been shown that for both signal and background in monophoton dark sector searches (where this distribution plays a key role), this heuristic approach agrees very well with exact matrix-element calculations [1404, 1405]. While collinear resummation results in very accurate predictions for cross sections of (inclusive) processes with initial-state radiation, combining the highest possible precision of resummation with exclusive photon radiation is achieved using the YFS formalism [210]. The WHIZARD team is working on the implementation of this formalism for general processes. Furthermore, WHIZARD will also get its own QED parton shower, which will be available as a relatively slim stand-alone shower for pure QED, and potentially also as an interleaved shower together with the QCD shower.

WHIZARD has special support for the top threshold to model the process $e^+e^- \to t\bar{t} \to bW^-\bar{b}W^+$. This process allows for the determination of the top mass with the highest possible theoretical precision. Analytic calculations using an NRQCD EFT approach can include NNNLO cor-
8.5. Heavy flavor production and decay

The production of excited heavy mesons and baryons, and their subsequent decay, have always been a particular focus of the $e^+e^-$ collider physics program, especially at flavor factories. Heavy-quark fragmentation differs from its light-quark counterpart, and to some extent is more straightforward due to the appearance of a high mass scale.

Decay cascades of unstable hadrons down to the stable ground states are modeled in several event generators [251, 351, 696] using the same two basic ingredients. First, branching ratios are taken from experimental measurements for known decay channels or simulated inclusively through parton shower and hadronization models for the unmeasured ones. Second, decay kinematics are generated according to matrix elements including form factors, which are typically fitted from effective field theories or measurements. Dedicated implementations for particular phenomenological effects are available in some of the generators, two of which are exemplified in the following.
An interesting question is whether the polarization of the initial heavy quark may be detected after hadronization, either in a polarization of the final ground state or in anisotropies in the decay products of the excited hadron. The result should hinge, in part, on a non-perturbative parameter that can measure the net transverse alignment of the light degrees of freedom in the fragmentation process [1410]. The effect can be simulated in the HERWIG framework through the combination of various physics models [1411]:

(a) Passing through the polarization of heavy hadrons at the end of parton shower by employing a prescription of the heavy-quark effective field theory (HQEFT) that allows for the detection of a net polarization of the initial heavy-quark, either in a polarization of the final ground state or in the decay products of the excited heavy mesons and heavy baryons [1410, 1411],

(b) improving the strong and radiative decay modes of the excited heavy mesons, i.e. charm and bottom mesons,

(c) re-tuning HERWIG’s cluster hadronization model by the use of all existing production rates of heavy hadrons, and

(d) improvement of the kinematic behavior of the cluster hadronization model, especially with respect to the treatment of light high-energy clusters.

Figure 9 shows first results, demonstrating the immediate effects of these modifications in the predictions of the experimental data from BELLE [1409].

8.5.2. Mixing

Another interesting phenomenological aspect is the mixing of neutral mesons (e.g. $D^0$, $B^0$, $B_s$) and in particular its connection to CP violation, which has been studied in detail at flavor factories. The SHERPA framework allows a modeling of these effects in several ways:

(a) Explicit mixing of neutral mesons in the event record, optionally with CP violation in the mixing, i.e. $|q/p|^2 \neq 1$,

(b) Direct CP violation in decays, i.e. rate differences between the decay $i \to f$ and $\bar{i} \to \bar{f}$, implemented through separate branching ratio tables for particles and anti-particles,
(c) CP violation in the interference between mixing and decay amplitudes, for decays into final states common to both particle and anti-particle.

An example of the latter can be seen in Fig. 10 for the rate asymmetry between $B^0 \to J/\psi K_S$ and $\bar{B}^0 \to J/\psi K_S$ decays in $\Upsilon(4S) \to B^0 \bar{B}^0$ events assuming $y \equiv \Delta\Gamma/(2\Gamma) = -0.05$. 
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