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Abstract
The Compact Linear Collider (CLIC) is a multi-TeV high-luminosity linear e+e− collider under development by
the CLIC accelerator collaboration, hosted by CERN. The CLIC accelerator has been optimised for three energy
stages at centre-of-mass energies 380GeV, 1.5TeV and 3TeV [1]. CLIC uses a novel two-beam acceleration
technique, with normal-conducting accelerating structures operating in the range of 70MV/m to 100MV/m.

The report describes recent achievements in accelerator design, technology development, system tests and
beam tests. Large-scale CLIC-specific beam tests have taken place, for example, at the CLIC Test Facility CTF3
at CERN [2], at the Accelerator Test Facility ATF2 at KEK [3, 4], at the FACET facility at SLAC [5] and at the
FERMI facility in Trieste [6]. Crucial experience also emanates from the expanding field of Free Electron Laser
(FEL) linacs and recent-generation light sources. Together, they demonstrate that all implications of the CLIC
design parameters are well understood and reproducible in beam tests and prove that the CLIC performance
goals are realistic. An alternative CLIC scenario for the first stage, where the accelerating structures are powered
by X-band klystrons, is also under study. The implementation of CLIC near CERN has been investigated.
Focusing on a staged approach starting at 380GeV, this includes civil engineering aspects, electrical networks,
cooling and ventilation, installation scheduling, transport, and safety aspects. All CLIC studies have put
emphasis on optimising cost and energy efficiency, and the resulting power and cost estimates are reported. The
report follows very closely the accelerator project description in the CLIC Summary Report for the European
Particle Physics Strategy update 2018-19 [7].

Detailed studies of the physics potential and detector for CLIC, and R&D on detector technologies, have
been carried out by the CLIC detector and physics (CLICdp) collaboration. CLIC provides excellent sensitivity
to Beyond Standard Model physics, through direct searches and via a broad set of precision measurements of
Standard Model processes, particularly in the Higgs and top-quark sectors. The physics potential at the three
energy stages has been explored in detail [8, 9, 10, 11] and presented in submissions to the European Strategy
Update process.

Submitted to the Proceedings of the US Community Study
on the Future of Particle Physics (Snowmass 2021)

∗Compiled and edited by the CLIC Accelerator Steering Group on behalf of the CLIC Accelerator Collaboration, corresponding
author: steinar.stapnes@cern.ch

1

ar
X

iv
:2

20
3.

09
18

6v
2 

 [
ph

ys
ic

s.
ac

c-
ph

] 
 1

8 
A

pr
 2

02
2

steinar.stapnes@cern.ch
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1 The CLIC design status and overview
The CLIC Conceptual Design Report (CDR) in 2012 was focused on the 3 TeV collider, with a first stage at 500
GeV. The main CDR volume [12] (850 pages) and the a combined Physics/Detector and Accelerator Report [13]
(80 pages) provide detailed descriptions of the project.

After the CDR, and with the discovery of the Higgs-boson, the initial stage was changed to 380 GeV, and
a comprehensive technical prototyping programme was carried out 2013-2019. The Project Implementation
Plan (270 pages) [14], together with a Physics/Detector and Accelerator Summary Report (95 pages) [7],
were submitted for the European Particle Physics strategy update in 2018-19. This report follows very closely
the accelerator chapters of the latter, updated to take into account recent progress. The report is structured
according to a template suggested by the Snowmass 2021 AF3 and AF4 conveners.

The CLIC accelerator, detector studies and physics potential are documented in detail at: http://clic.
cern/european-strategy. Information about the accelerator, physics and detector collaborations and the
studies in general is available at: http://clic.cern.

The quality of the Project Implementation Plan approaches Technical Design Report level, but since a
limited amount of detailed engineering design and in particular pre-series in industry of assembled units, for
example of complete modules, was performed at the time of its publication, the title Project Implementation
Plan was chosen.

Since the publication of the reports above for the European Strategy Update in 2018-19, the baseline
luminosity at 380 GeV has been updated according to new studies, new power estimates show a significant
reduction, and technical progress and improvements related to X-band technology and klystron design have
been achieved. These are among the new developments included in this report.

1.1 Design overview
A schematic overview of the accelerator configuration for the first energy stage is shown in Figure 1.1. To reach
multi-TeV collision energies in an acceptable site length and at affordable cost, the main linacs use normal
conducting X-band accelerating structures operating at a high accelerating gradient of 100MV/m. For the first
energy stage, a lower gradient of 72MV/m is the optimum to achieve the luminosity goal, which requires a
larger beam current than at higher energies.

Fig. 1.1: Schematic layout of the CLIC complex at 380GeV. (image credit: CLIC)

http://clic.cern/european-strategy
http://clic.cern/european-strategy
http://clic.cern
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The main electron beam is produced in a conventional radio-frequency (RF) source and accelerated to
2.86GeV. The beam emittance is then reduced in a damping ring. To produce the positron beam, an electron
beam is accelerated to 5GeV and sent into a crystal to produce energetic photons, which hit a second target
and produce electron–positron pairs. The positrons are captured and accelerated to 2.86GeV. Their beam
emittance is reduced, first in a pre-damping ring and then in a damping ring. The ring to main linac system
(RTML) accelerates the beams to 9GeV and compresses the bunch length. The main linacs accelerate the beams
to the beam energy at collision of 190GeV. The beam delivery system removes transverse tails and off-energy
particles with collimators and compresses the beam to the small sizes required at the collision point. After the
collision the beams are transported by the post collision lines to the respective beam dumps.

The RF power for each main linac is provided by a high current, low-energy drive beam that runs parallel
to the colliding beam through a sequence of power extraction and transfer structures (PETS). The drive beam
generates RF power in the PETS that is then transferred to the accelerating structures using a waveguide
network.

The drive beam is generated in a central complex with a fundamental frequency of 1GHz. A 48µs long beam
pulse is produced in the injector and fills every other bucket, i.e. with a bunch spacing of 0.6m. Every 244 ns, the
injector switches from filling even buckets to filling odd buckets and vice versa, creating 244 ns long sub-pulses.
The beam is accelerated in the drive-beam linac to 1.91GeV. A 0.5GHz resonant RF deflector sends half of the
sub-pulses through a delay loop such that its bunches can be interleaved with those of the following sub-pulse
that is not delayed. This generates a sequence of 244 ns trains in which every bucket is filled, followed by gaps
of the same 244 ns length. In a similar fashion three of the new sub-pulses are merged in the first combiner ring.
Groups of four of the new sub-pulses, now with 0.1m bunch distance, are then merged in the second combiner
ring. The final pulses are thus 244 ns long and have a bunch spacing of 2.5 cm, i.e. providing 24 times the initial
beam current. The distance between the pulses has increased to 24 × 244 ns, which corresponds to twice the
length of a 878m decelerator. The first four sub-pulses are transported through a delay line before they are
used to power one of the linacs while the next four sub-pulses are used to power the other linac directly. The
first sub-pulse feeds the first drive-beam decelerator, which runs in parallel to the colliding beam. When the
sub-pulse reaches the decelerator end, the second sub-pulse has reached the beginning of the second drive-beam
decelerator and will feed it, while the colliding beam has meanwhile reached the same location along the linac.

This concept strongly reduces the cost and power consumption compared with powering the structures
directly by klystrons, especially for energy stages 2 and 3, and is very scalable to the higher energies (see
Section 3 below) foreseen for these stages.

1.1.1 Brief overview of the klystron driven version

An alternative design for the 380GeV stage of CLIC is based on the use of X-band klystrons to produce the
RF power for the main linac. On the one hand, this solution increases the cost of the main linac because the
klystrons and modulators are more expensive than the drive-beam decelerator and also because a larger tunnel is
needed to house the additional equipment. On the other hand, it avoids the substantial cost of the construction
of the drive-beam complex and makes the linac more modular. One can therefore expect a competitive cost at
low energies while the drive-beam solution leads to lower cost at high energies. The upgrade of the complex is
cheaper with a drive-beam based design, since the additional cost to upgrade the drive-beam complex to feed a
longer linac is relatively modest. However, an important advantage of the klystron-based design is that the main
linac modules can easily be fully tested for performance when they are received. In contrast, the drive-beam
option requires the construction of a substantial complex that can produce a high current drive beam before
modules can be fully tested.

The klystron-powered design is based on a study [1] that used the same optimisation tools as for the drive-
beam based option. The main linac model has been replaced with one that consists of a sequence of RF units,
each powered by klystrons, see Section 2.1.7, and the drive-beam complex has been removed. A cost model
for the klystrons and modulators is included. Based on the conclusions of the study, a tentative accelerating
structure and a parameter set have been chosen for this design. The optimum structure differs from the drive-
beam based design. It is slightly shorter and has a smaller aperture.

The evolution of the vertical emittance along the collider is similar to the drive-beam based design, while the
horizontal emittance corresponds to the 380GeV design. The horizontal and vertical emittances remain below
500 nm and 5 nm at extraction from the damping ring, below 600 nm and 10 nm at injection into the main linac
and below 630 nm and 20 nm at the end of the main linac. At the interaction point they will be below 660 nm
and 30 nm, respectively.

An optimised layout of the main linac has been developed and beam dynamics studies have been performed.
They confirmed the expected results that the performance is the same as for the drive-beam case. The beam
delivery system design is the same for the baseline option and the klystron-based alternative, since the beta-
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functions at the collision point are the same.
More details about the klystron driven design and parameters can be found in [7, 12]. Also in the case of

klystron based first stage the subsequent stages will be drive-beam based (see Section 3.2).

1.2 Performance overview
The parameters for the three energy stages of CLIC are given in Table 1.1.

Table 1.1: Key parameters of the CLIC energy stages.

Parameter Unit Stage 1 Stage 2 Stage 3

Centre-of-mass energy GeV 380 1500 3000
Repetition frequency Hz 50 50 50
Nb. of bunches per train 352 312 312
Bunch separation ns 0.5 0.5 0.5
Pulse length ns 244 244 244

Accelerating gradient MV/m 72 72/100 72/100

Total luminosity 1034 cm−2 s−1 2.3 3.7 5.9
Lum. above 99% of

√
s 1034 cm−2 s−1 1.3 1.4 2

Total int. lum. per year fb−1 276 444 708

Main linac tunnel length km 11.4 29.0 50.1
Nb. of particles per bunch 109 5.2 3.7 3.7
Bunch length µm 70 44 44
IP beam size nm 149/2.0 ∼60/1.5 ∼40/1
Final RMS energy spread % 0.35 0.35 0.35

Crossing angle (at IP) mrad 16.5 20 20

The baseline plan for operating CLIC results in an integrated luminosity per year equivalent to operating at
full luminosity for 1.2× 107 s [15]. Foreseeing 8, 7 and 8 years of running at 380, 1500 and 3000 GeV respectively,
and a luminosity ramp up for the first years at each stage, integrated luminosities of 1.5, 2.5 and 5.0 ab−1 are
reached for the three stages.

The staged approach allows optimal exploitation of the CLIC physics capabilities. For the initial stage,
a centre-of-mass energy of 380GeV gives access to SM Higgs physics and top-quark physics, and provides
direct and indirect sensitivity to BSM effects. A top-quark pair-production threshold scan around 350GeV is
also foreseen. The second stage at 1.5TeV opens more Higgs production channels including ttH, double-Higgs
production, and rare decays, and allows further direct sensitivity to many BSM models. The ultimate stage at
3TeV gives the best sensitivity to many new physics scenarios and to the Higgs self-coupling. CLIC provides
±80% longitudinal electron polarisation and proposes a sharing between the two polarisation states at each
energy stage for optimal physics reach [16]. The energies of the second and third stages are benchmarks, and
can be optimised in light of new physics information.

The CLIC luminosity at 380GeV is estimated to 2.3× 1034 cm−2s−1. The nominal beam parameters at the
interaction point are given in Table 1.1. Reaching the energy goal requires achieving the target gradient in the
accelerating structures. This in turn requires that the structures can sustain the gradient and that the drive
beam provides enough power. In addition, to reach the luminosity goal, the colliding beam needs to have a high
current and an excellent quality. Thorough studies established a feasible concept for the 380GeV stage [12].
Based on these the first stage has been designed. The key considerations are:

• The choice of bunch charge and length ensures stable transport of the beam. The main limitation arises
from short-range wakefields in the Main Linac.

• The spacing between subsequent bunches ensures that the long-range wakefields in the Main Linac can
be sufficiently damped to avoid beam break-up instabilities.

• The horizontal beam size at the collision point ensures that the beamstrahlung caused by the high beam
brightness is kept to an acceptable level for the given bunch charge. This ensures a luminosity spectrum
consistent with the requirements of the physics experiments.

• The horizontal emittance is dominated by single particle and collective effects in the Damping Rings and
includes some additional contributions from the Ring To Main Linac.
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• The vertical emittance is given mainly by the Damping Ring and additional contributions from imperfec-
tions of the machine implementation. The target parameters take into account budgets for detrimental
effects from static and dynamic imperfections such as component misalignments and jitter.

• The vertical beta-function is the optimum choice in terms of luminosity. The horizontal beta-function is
determined by the combination of required beam size and horizontal emittance.

In summary, the parameters are largely determined by fundamental beam physics and machine design with
the exception of the vertical emittance that is determined by imperfections. A normalized vertical emittance
of 30 nm was initially used to estimate the luminosity. This was based on an initial emittance of 5 nm from
the damping ring and a 25 nm margin for emittance growth in the ring to main linac, main linac and beam
delivery system. An emittance growth of 1 nm occurs in the ring to main linac due to coherent and incoherent
synchrotron radiation in the bends. The remaining 24 nm emittance growth would be due to static and dynamic
imperfections in the ring to main linac, main linac and beam delivery system. However, if static and dynamic
imperfections do not use their full vertical emittance growth budget, a luminosity above this estimate can be
achieved. The horizontal beam size is fixed to limit beamstrahlung, therefore if the horizontal emittance is
smaller than the target, the horizontal beta-function will be increased to compensate. This means there is no
luminosity to be gained by reducing the horizontal emittance.

Beamphysics and luminosity considerations for CLIC are presented in [17] (most recent) and also summarized
in Section 1.3.1 below. As mentioned, in a machine without imperfections, a vertical emittance of 6 nm is
achieved at the interaction point. The impact of static and dynamic imperfections is studied in [17]. The
dominant imperfections are the static misalignment of beamline elements and ground motion. Beam-based
alignment is used to minimise the impact of static imperfections. The beam-based alignment procedure for
CLIC outperforms its requirement, which leads to significantly less vertical emittance growth than budgeted.
For the expected alignment imperfections and with a conservative ground motion model, 90% of machines
achieve a luminosity of 2.3×1034 cm−2s−1 or greater. This is the value used in Table 1.1. The average luminosity
achieved is 2.8 × 1034 cm−2s−1. Future improvements to the technologies used to mitigate imperfections, such
as better pre-alignment, active stabilization systems and additional beam-based tuning, will also help further
increase this luminosity surplus. A start-to-end simulation of a perfect machine shows that a luminosity of
4.3× 1034 cm−2s−1 would be achieved.

At 380 GeV energy also the repetition rate of the facility, and consequently luminosity, could be doubled
from 50Hz to 100Hz without major changes but with increases in the overall power consumption and cost (at
∼ 55% and ∼ 5% levels, respectively).

1.3 Design challenges and studies, operational performance
This sections describes the performance studies and considerations that has been made for CLIC, in particular
related to the design choices and operational scenarios.
Key technical challenges for CLIC are the X-band technology, RF sources and alignment/stability. These
are discussed in Section 2 below.
The implementation challenges, civil engineering, schedules, power and cost, are discussed in Section 4.

1.3.1 Beam physics and nanobeams

For static imperfections, the vertical emittance growth budgets are the same at 380GeV and 3TeV and they
correspond to the values described in the CDR [12]. It is required that each system, i.e. RTML, Main Linac and
BDS, remains within its emittance budget with a likelihood of more than 90% without further intervention.
The key static imperfection is the misalignment of the beamline components with respect to the design. A
sophisticated system has been developed and tested that provides a spacial reference frame with unprecedented
accuracy, see Section 2.1.3. The Main Linac and BDS components are mounted on movable supports and can
be remotely aligned with respect to the reference system. In addition, the main linac accelerating structures
are equipped with wakefield monitors that allow the measurement and correction of their offset with respect
to the beam. Dispersion-free steering, which has been successfully tested at the SLAC Facility for Advanced
Accelerator Experimental Tests (FACET), will further reduce the emittance growth using high-resolution Beam
Position Monitors (BPM). In the BDS, additional tuning is required using optical knobs that move several
multi-pole magnets simultaneously to correct the optics properties.

The performance specifications for the alignment systems and instrumentation are kept the same at 380GeV
and 3TeV and correspond to the CDR description. They are sufficient to achieve the required performance at
3TeV and most of them could be relaxed for the first energy stage, typically by about a factor of two, to meet
the same emittance budget. However, the original, better performances are required for the upgrade to the
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higher energy stages. No substantial cost saving has been identified by relaxing the specifications for the first
stage. Therefore, it has been decided to ensure that the system is consistent with the final energy from the very
beginning, thus avoiding the need for upgrades of the already existing hardware. This also provides additional
margin for achieving the required luminosity.

The tuning procedures for the RTML and the BDS have been improved during the last years. Studies of
the static imperfections in the RTML [18], the Main Linac [19] and the BDS [20] show that the target budgets
can be met in each system with a margin; in the BDS, the tuning is now also much faster. Combining these
effects, one can expect an average luminosity of L = 2.8× 1034 cm−2 s−1.

Also, for the dynamic imperfections the vertical emittance budgets are the same for 380GeV and 3TeV. Key
imperfections are the movement of components due to ground motion or technical noise, phase and amplitude
jitter of the drive beam, and potentially dynamic magnetic fields.

The level of ground motion is site dependent; measurements in the LEP tunnel showed very small motion [21]
while measurements in the CMS detector hall showed much larger motion [22]. With the new design of the
final focus system, all relevant accelerator components are mounted in the tunnel of the collider, so one can
expect ground motion levels similar to the LEP tunnel. However, for the ground motion studies the level of
the CMS detector hall has been used in order to evaluate the robustness of the solutions. The ground motion
is mitigated by the design of the magnets, a mechanical feedback that decouples them from the ground, and
by beam-based feedback on trajectories. Prototypes of the mechanical feedback have been tested successfully.
In the CDR, detailed studies of the 3TeV stage showed that the performance goal can be met with margin.
Studies of the 380GeV case [23] confirm that ground motion will only use about 10% of the budget allocated
to dynamic imperfections.

Dynamic magnetic stray fields deflect the colliding beams, leading to trajectory jitter and emittance growth,
thus reducing luminosity. Their impact is particularly large in the RTML and the BDS. In the latter they are
more important at 380GeV than at 3TeV due to the lower beam energy. A study in collaboration with experts
from the Hungarian Geophysics Institute has commenced to investigate these fields and define the mitigation
technologies. The magnetic fields can originate from different sources: natural sources, such as geomagnetic
storms; environmental sources, such as railway trains and power lines and technical sources, i.e. from the collider
itself. A survey of natural sources showed that they should not affect the luminosity [24] and a measurement
station has been established in the Jura mountains near CERN to collect long-term regional data. The study of
the environmental and technical sources has started but is not yet complete. Preliminary estimates have been
performed using the magnetic field variations that were measured in the LHC tunnel. They concluded that a
thin mu-metal shield of the drifts in the RTML and BDS can bring the fields down to a level that does not
impact luminosity [23].

Further development of the foreseen technical and beam-based imperfection mitigation systems should allow
for a reduction in the emittance budgets and an increase in the luminosity target. Also, new systems could
be devised to this end. As an example, the addition of a few klystron-powered, higher-frequency accelerating
structures could allow to reduce the energy spread of the colliding beams, which can improve the luminosity
and also the luminosity spectrum for specific measurements such as the top-quark threshold scan.

1.4 Beam-experiments
Beam experiments and hardware tests provide the evidence that the CLIC performance goals can be met. Some
key cases are discussed in the following:

• The novel drive-beam scheme has been demonstrated in CTF3, as discussed in Section 1.4.1. CTF3 has
demonstrated acceleration of the high-current drive-beam, very high RF transfer efficiencies, the drive-
beam combination scheme, RF power extraction and distribution units and systems, two beam acceleration
gradients up to 145 MV/m, and current and phase stability including feedback systems as needed for CLIC.
The results are summarizes in [25] and the references therein.

• The Stanford Linear Collider (SLC) [26], the only linear collider so far, is a proof of principle for the linear
collider concept and contributed important physics data at the Z-pole. The SLC achieved collision beam
sizes smaller than nominal, but did not reach the nominal bunch charge [27]. Two collective effects led to
the charge limitations. They have been fully understood and are not present in the CLIC design.

• The electron polarisation that has been achieved at collision in SLC is similar to the CLIC goal.

• The strong beam–beam effect increases the luminosity in CLIC. This effect has been observed at the SLC,
in agreement with the theoretical predictions [28].

• Modern light sources achieve CLIC-level vertical emittances, in particular the Swiss Light Source and the
Australian Light Source [29, 30, 31].
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• CLIC parameters require strong focusing at the IP. This focusing has been demonstrated at two test
facilities, FFTB [32] at SLAC and the Accelerator Test Facility ATF2 [3, 4] at KEK. The achieved vertical
beam sizes were 40% and 10% above the respective design values for these test facilities. In the super
B-factory at KEK the beams will perform many turns through the final focus system, still one aims at
beta-functions that are only a factor three larger than in CLIC, and even smaller beta-functions similar
to the CLIC values are being discussed [33].

• The use of beam-based alignment, i.e. dispersion free steering [34, 35] to maintain small emittances in a
linac has successfully been tested in FACET [5] and FERMI [6].

• The effective suppression of harmful long-range wakefields has been tested with beam in the CLIC accel-
erating structures [36].

• The novel precision pre-alignment system of CLIC and sophisticated beam-based alignment and tuning
ensure the preservation of the beam quality during transport. The alignment system is based on a concept
developed for the LHC interaction regions, but with improved performance. Prototypes have been built
and successfully tested, see Section 2.1.3.

• Quadrupole jitter has been an important source of beam jitter in the SLC. For CLIC this has been
addressed by designing the magnet supports to avoid resonances at low frequencies and by developing
an active stabilisation system for the magnets, which demonstrated a reduction of the jitter to the sub-
nanometre regime, see Section 2.1.3.

• CLIC requires excellent relative timing at the 50 fs level over the collider complex. CTF3 has demon-
strated the phase monitor and correction with fast feed-forward. Modern Free Electron Lasers (FEL)
have developed the technology to provide the timing reference over large distances.

• High availability is key to achieve the luminosity goal. The very reliable routine operation of light sources,
FELs, the B-factories and the LHC provide concepts to address this issue.

In conclusion, the CLIC parameters are ambitious but are supported by simulation studies, measured hard-
ware performances and beam tests. This gives confidence that the goals can be met. More details on the
performance benchmarks can be found in the Project Implementation Plan [14].

1.4.1 Two beam acceleration

The successful technology demonstration of the CLIC accelerating gradient is discussed in Section 2.1.1. The
main performance limitation arises from vacuum discharge, i.e. breakdowns; a rate of less than 3× 10−7 m−1 is
required for the target gradient of 72MV/m. The key parameters for the accelerating structure and the beam
have been optimised together. In particular, structures with smaller iris apertures achieve higher gradients for
the same breakdown rate, but they reduce the maximum bunch charge for stable beam transport because they
produce stronger wakefields.

To test the drive-beam concept, the third CLIC Test Facility (CTF3) [2] was constructed and operated by
an international collaboration. It has addressed the key points of the concept:

• The stable acceleration of the initial high-current drive beam in the accelerator.

• The high transfer efficiency from the RF to the drive beam.

• The generation of the final drive-beam structure using the delay loop and a combiner ring.

• The quality of the final drive beam. In particular, feedback has been used to stabilise the drive-beam
current and phase to ensure correct main-beam acceleration. CTF3 achieved the drive-beam phase stability
that is required for CLIC [37, 23, 38, 39].

• The use of the drive beam to accelerate the main beam and the performance of the associated hardware.
The main beam has been accelerated with a maximum gradient of 145MV/m.

CTF3 established the feasibility of the drive-beam concept and the ability to use this scheme to accelerate the
main beam. As mentioned in 1.4 the results are summarizes in [25], and the references therein give more details
concerning the points listed above. Figure 1.2 shows the corresponding two-beam acceleration test stand in the
CTF3 facility.

CTF3 has also been instrumental for the development of all the different hardware components that are
essential for the scheme – among them the drive-beam gun, the bunch compressor, the drive-beam acceler-
ating structures, RF deflectors, the PETS including a mechanism to switch them off individually, the power
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Fig. 1.2: The two-beam acceleration test stand in the CTF3 facility. The drive beam enters from the middle-
right, while the probe (main) beam enters from the bottom-right. (image credit: CLIC)

distribution waveguide system, fast-feedback systems, drive-beam current and phase monitors, as well as other
instrumentation. CTF3 stopped operation after successfully completing its experimental programme in Decem-
ber 2016 and a new facility, CLEAR, has started to operate. It is re-uses the CTF3 main-beam installations
and additional hardware to address further beam dynamics with the focus on the main beam.

1.4.2 Operation and availability

The machine protection and operational considerations and strategies at 380GeV are similar to those at 3TeV
and are described in the CDR [12]. Machine protection relies on passive protection and the processing of the
diagnostics data between two beam pulses to generate a beam permit signal.

The tentative plan for the operation of CLIC includes a yearly shutdown of 120 d. In addition 30 d are
foreseen for the machine commissioning, 20 d for machine development and 10 d for planned technical stops.
This leaves 185 d of operation for the experiments. The target availability for the experiments during this period
is 75%. Hence the integrated luminosity per year corresponds to operation at full luminosity for 1.2× 107 s [15].
An optimisation of the schedule has started which will also refine the trade-off between planned short stops and
availability to reach the integrated luminosity goal.

Different events can impact both operation and availability and can be roughly categorised as:

• Events that do not require an intervention in the machine and are handled by the control system. These
include RF breakdowns in the accelerating structures, which will lead to a small energy error and poten-
tially slight transverse deflection of the beam. Typically this will happen only every 100 beam pulses and
will be corrected by the feedback systems.

• Events that require a short stop on the machine but no intervention, such as a false trigger of the machine
protection system – e.g. caused by a single event upset. In this case, the machine can be brought back to
full intensity in a few seconds.

• Failures of machine components that might compromise the performance but do not require stopping the
beam. This includes failures of klystrons or instrumentation. These are mitigated by providing sufficient
reserve.

• Failures that require to stop the beam and repair the machine. This is the case for failures of power
converters.

Based on an assessment of the complexity of the different systems, an availability goal has been defined for
each of them. This allows investigation of individual systems and focus on the key issues. A number of key
failures has been studied in detail, in particular of magnet power converters and RF power systems. In the
drive-beam accelerator, a reserve of 5% RF units are installed and klystrons operate below their maximum
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power. If one fails, the power of the others is increased accordingly. Similarly, BPMs and orbit corrector failures
in the main linac compromise the correction of ground motion. However, if 10% of them fail, the effect of
ground motion is only increased by 14%. During the technical stops failed klystrons and instrumentation can
be replaced. The CLIC lattice design has been optimised to minimise the impact of power converter failures.
In particular in the drive beam, the many quadrupoles are powered in groups to minimise the number of power
converters and small trims adjust their strength as needed. Compared to individual powering, this strongly
increases the mean time between failures, since failures of trims can be mitigated to a large extent. A similar
strategy is used for the main-beam quadrupoles.

Detailed studies will be required during the technical design phase covering all components to ensure that
the availability goal can be met. Currently, considering key failures, no obstacle has been identified for reaching
the target availability.

1.4.3 Annual and integrated luminosities, energy flexibility

Estimates of the integrated luminosities are based on an annual operational scenario [15]. After completion
of CLIC commissioning, it is estimated that 185 days per year will be used for operation, with an average
accelerator availability of 75%, thus yielding physics data taking during 1.2 × 107 seconds annually. The
remaining time is shared between maintenance periods, technical stops and extended shutdowns as discussed in
Section 4.4.

A luminosity ramp-up of three years (10%, 30%, 60%) is assumed for the first stage and two years (25%,
75%) for subsequent stages. Prior to data-taking at the first stage, commissioning of the individual systems
and one full year of commissioning with beam are foreseen. These are part of the construction schedule.

The beam parameters can be adjusted to different physics requirements. In particular, the collision energy
can be adjusted to the requirements by lowering the gradient in the main linacs accordingly. For a significantly
reduced gradient, the bunch charge will have to be reduced in proportion the energy to ensure beam stability.
However, at this moment the only operation energy different from 380GeV that is required is around 350GeV
to scan the top-quark pair-production threshold. In this case, the bunch charge can remain constant. The RF
phases of the accelerating structures are slightly modified compared to the 380GeV case in order to achieve an
RMS beam energy spread of only 0.3%. This allows reaching a luminosity similar to the 380GeV goal.

Also the beam energy can be reduced at the cost of some reduction in luminosity. For example, at the
top-quark threshold, one can reduce the bunch charge by 10% and increase its length by 10%. This would
keep the wakefield effects in the main linac constant. This configuration slightly reduces the luminosity by
around 20%, but reduces the beam energy spread to 0.2%. Similarly, it is possible to reduce the beamstrahlung
by increasing the horizontal beam size, if the reduced luminosity is out-weighted by the improved luminosity
spectrum.

Operating the fully installed 380 GeV CLIC accelerator complex at the Z-pole results in an expected lumi-
nosity of about 2.3 × 1032 cm−2s−1. In this scenario the main linac gradient needs to be reduced by about a
factor four. The bunch charge is reduced by a similar amount but the normalized emittances and bunch length
remain the same. The beam size at the interaction point increases with the square root of 1/E in the transverse
planes. All this leads to a luminosity reduction roughly proportional to E3.

Alternatively, an initial installation of just the linac needed for Z-pole energy factory, and an appropriately
adapted beam delivery system, would result in a luminosity of 0.36 × 1034 cm−2s−1 for 50 Hz operation. Or,
one could operate with a short linac (approximately 1 km of main linac on each side), before the full 380 GeV
machine is installed, quite feasibly using a klystron driven linac. In this scenario the bunch parameters remain
unchanged, except for the beam energy, and hence the beam size, at the interaction point. In this case, the
luminosity scales, roughly, with energy. The Z-pole operation could also be done before one moves to the next
energy stage. Hence, at the Z-pole, between 2.5 fb−1 and 45 fb−1 can be achieved per year for an unmodified
and a modified collider, respectively.

Furthermore, gamma-gamma collisions at up to ∼315 GeV are possible with a luminosity spectrum inter-
esting for physics [40].

2 Technology summary
The CLIC accelerator is based on a similar set of technologies as already in use in other accelerators. Beam
dynamic considerations dictate most of the requirements for these technologies and CLIC is expected to perform
with very tight tolerances on most beam parameters.
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2.1 Key technologies
Substantial progress has been made towards realising the nanometre-sized beams required by CLIC for high
luminosities: the low emittances needed for the CLIC damping rings are achieved by modern synchrotron light
sources; special alignment procedures for the main linac are now available; and sub-nanometre stabilisation
of the final focus quadrupoles has been demonstrated. In addition to the results from laboratory tests of
components and the experimental studies in ATF2 at KEK, the advanced beam-based alignment of the CLIC
main linac has successfully been tested in FACET at SLAC and FERMI in Trieste.

Other technology developments include the main linac modules and their auxiliary sub-systems such as
vacuum, stable supports, and instrumentation. Beam instrumentation and feedback systems, including sub-
micron level resolution beam-position monitors with time accuracy better than 20 ns and bunch-length monitors
with resolution better than 20 fs, have been developed and tested with beams in CTF3. Recent developments,
among others of high efficiency klystrons, have resulted in an improved energy efficiency for the 380GeV stage,
as well as a lower estimated cost.

In this section, some of the most challenging technologies are mentioned, for which significant progress has
been made since the publication of the CLIC CDR. Details on each technology including references can be found
in the Project Implementation Plan [14]. Most of these systems and concepts have been proven to work through
the fabrication of prototypes and laboratory measurements. Some expert systems still need to be optimised
for fabrication and/or routine operation. For some others the next challenge is to reduce the cost or the power
consumption or to proceed towards large scale industrialisation.

2.1.1 Main linac accelerating structures

The main linac accelerating structures have to accelerate a train of bunches with a gradient of 72MV/m and a
breakdown rate of less than 3× 10−7 m−1.They operate at very high beam loading to enable high beam current
and high RF-to-beam efficiency. They include damping features to suppress higher-order modes, so-called
transverse multi-bunch wakefields, and beam emittance growth. Finally, the accelerating structures must be
built with micron precision tolerances and be equipped with special beam position monitors, so-called wake-field
monitors, in order to measure and correct micron-level misalignments.

The overall optimisation of CLIC has been carried out following the insights from in-depth studies of the
different aspects of the accelerating structure behaviour. This optimisation has allowed the main parameters of
the accelerating structure to be determined, the detailed design to be made, and prototypes to be constructed
and validated in both high-power and beam-based tests.

CLIC accelerating structures are travelling wave with a tapered inner aperture diameter ranging from 8.2mm
down to 5.2mm, and are approximately 25 cm in length. They are made from copper and operate at 12GHz.
They are assembled from micron-precision disks that are joined together using diffusion bonding. Higher-order-
mode suppression is provided by a combination of heavy damping, which is accomplished through four short
terminated waveguides connected to each cell, and detuning accomplished through the iris aperture tapering.
Photographs of the basic component disk, an assembled test prototype accelerating structure and a drawing of
a full double structure assembly are shown in Figures 2.1 and 2.2.

(a) (b)

Fig. 2.1: a) The micron-precision disk which is the basic assembly block of the CLIC accelerating structures.
Higher-order mode damping is provided by the four waveguides. b) A prototype CLIC-G accelerating structure
installed for high-gradient test. (image credit: CLIC)

The different performance aspects have been validated in a series of dedicated tests. The most resource
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intensive has been high-gradient testing. The objective of these tests is to understand and determine high-field
limits and to operate prototype accelerating structures for extended periods. These tests have been carried out
in dedicated test stands, both at CERN and at KEK, which use klystron RF power sources in a configuration
similar to the klystron-based version of CLIC. The tests involve conditioning the structures; that is, increasing
the field level gradually to the nominal level, then operating them for extended periods at low breakdown rate.
Over a dozen prototype 3TeV accelerating structures, the so-called CLIC-G design, have been tested and a
summary is shown in Figure 2.3. The 380GeV initial energy stage of CLIC requires a lower loaded accelerating
gradient, 72MV/m, than the 3TeV stage. However, the iris aperture must be larger. The structures optimised
for 380GeV incorporate improvements understood from the high-gradient testing carried out up until now.

In addition to these tests, an experiment to determine the effect of the heavy beam loading has been carried
out using the CTF3 drive-beam injector beam. This experiment confirmed expectations of the effect and
validated the design choices. Finally, the higher-order-mode suppression has been directly validated with beam
in the FACET facility at SLAC [36].

Fig. 2.2: Assembly drawing of the double-structure acceleration unit. (image credit: CLIC)

The accelerating structures represent an important contribution to the overall cost of CLIC and consequently
costing and cost reduction are under active study. Industrial studies have verified that several companies or
groups of companies are qualified to built such structures and to deliver the necessary quantity at the desired
rate [41]. The micron tolerances as well as the complexity related to the assembly of waveguide couplers and
damping waveguide manifolds are the main cost drivers. Although the main focus of the prototypes described
above has been high-gradient testing, important insights have been made on precision assembly and cost. More
precise and lower cost alternatives based on these insights are now under design and fabrication.

2.1.2 RF power generation and distribution

Increasing the efficiency of the currently available klystrons is essential for CLIC, both for the two-beam and
klystron-based CLIC options. For the drive-beam generation complex, two high-efficiency klystron prototypes
in L-band technology have been developed in collaboration with industry, with the goal to obtain an efficiency
above 70%. The first prototype, using a 6-beam Multi-Beam Klystron (MBK), reached 21MW output power
during the factory tests. Its efficiency of 71.5% remains remarkable high for a wide range of output power. A
second prototype built by another firm, based on a 10-beam MBK, also reached the required peak power and
an efficiency of 73%. However, the second prototype does not yet fulfil the requirements concerning stability
and average power. Testing of both prototypes continues [42]. Design improvements continue in parallel and
recent developments of new klystron technology [43] and availability of the modern computer tools could allow
to boost the efficiency of L-band klystrons from around 70% in the existing the commercial tubes to above 80%
in the new designs. The fabrication of a prototype klystron to realize such a new technology is ongoing. It is
important to add that this technology is also suitable for ILC and FCC.

Modulator requirements for the drive beam were found to be in an unexplored range, where specifications
of fast pulse modulators (fast voltage rise and fall times to minimise power losses) and long pulse modulators



2 TECHNOLOGY SUMMARY 12

Fig. 2.3: A summary of achieved performances of 3TeV acceleration structures in tests. The vertical axis
represents the breakdown rate per metre (BDR). The final operating conditions of the tests are indicated by
squares. Known scaling is used to determine the performance for the nominal CLIC pulse duration (dashed
lines connecting squares to circles) and subsequently for the CLIC-specified breakdown rate of 3× 10−7 m−1

(dashed lines connecting circles to crosses).

(long voltage flat-top) have to be merged. The design effort for a suitable klystron-modulator topology has
taken the high power electrical distribution over a ∼2 km long drive beam into account. The solution found in
this global optimisation imposes a modulator topology with a medium voltage DC stage and a voltage step-up
pulse transformer [42]. Series and parallel redundancies have been studied and small scale prototypes have been
designed and built. A full scale modulator prototype based on parallel redundancy topology has been designed
and delivered to CERN from ETH Zürich. First tests on an electrical dummy load demonstrated the feasibility
of the voltage pulse dynamics up to 180 kV. This modulator represents the new state of the art in fast pulsed
modulators with flat-top and medium voltage input.

For a klystron powered machine at 380GeV, each X-band klystron will provide a peak RF power of 50MW
with a pulse width of 1.6 µs and a pulse repetition rate of 50Hz at a frequency of 11.9942GHz. These parameters
are achievable using technology already available from industry [44], as demonstrated in the operation of the
X-band test facilities at CERN [45]. As in the case of the L-band klystrons, and in collaboration with industry, a
study is ongoing to improve the existing design of the klystron to achieve an efficiency of 70% while maintaining
the required peak power [46]. Additionally, a superconducting solenoid replacing the normal-conducting solenoid
in the klystron, reducing the power consumption very significantly, has been built and successfully tested in
collaboration with KEK.

The PETS are passive microwave devices that interact with the drive beam to generate RF power for
two accelerating structures. The power is collected and extracted at the downstream end, where a remotely
controlled mechanism allows adjustment of the RF power that flows into the accelerating structures. This
flexibility allows sparking structures to be effectively switched off and also allows the structures in the main
linac to be conditioned in parallel, each pair at their individual performance level. The PETS also contain
damping waveguides that are equipped with loads and avoid beam instabilities. A total of sixteen PETS have
been manufactured and succesfully tested in the two beam line of CTF3.

The RF power source for the main linac is connected to the accelerating structure through a network of
waveguides that must transport RF power in excess of 100MW with as little attenuation as possible. It delivers
the power produced in the PETS for the two-beam option, or shapes the pulses from the klystron-modulator
unit. The network distributes power among multiple accelerating structures, provides diagnostics and allows
independent movement of the accelerating structure and power source.

Fully equipped two-beam modules have been tested in dedicated facilities with and without beam at CERN
(see Figure 2.4). Results obtained concerning alignment, vibrations, thermal stresses etc. have been fed back
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into the design of the next generation of modules.

Fig. 2.4: Two-beam module string used for alignment, thermomechanical stability and vacuum tests. The
drive beam can be seen on the right, the main beam on the left. (image credit: CLIC)

All of the necessary elements for the waveguide system (over-moded low loss transmission lines, mode
converters, hybrids, pulse compressors, active phase shifters and power splitters, bends, direction couplers and
loads) have been designed, fabricated and operated to full specifications, in the two-beam test stand and in the
X-band test facility at CERN. Figure 2.5 shows some examples of recently produced components needed in the
waveguide systems. Although the waveguide network is not as technically challenging as the power source and
accelerating structures, it represents an important cost element. Continuous efforts are being made to simplify
the fabrication and assembly and reduce the cost [47].

(a) (b) (c)

Fig. 2.5: Components used in the waveguide system: (a) Barrel Open Cavity (BOC) pulse compressor (designed
and manufactured by PSI), (b) compact 3D printed load and (c) variable power splitter. (image credit: CLIC)

2.1.3 Alignment and stabilisation

In order to preserve the luminosity, the total error budget allocated to the absolute positioning of the major
accelerator components is 10µm to 20 µm. For comparison, 100µm to 500 µm are sufficient for LHC and
HL-LHC.
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The first ingredient of the CLIC alignment system is the Metrological Reference Network (MRN). Simulations
have been carried out for the CLIC MRN [48], considering stretched reference wires with a length of 200m and
an accuracy of alignment sensors of 5 µm. Simulations showed that the standard deviation of the position of each
component with respect to a straight line was included in a cylinder with a radius smaller than 7 µm. This was
confirmed experimentally in a 140m long test facility. In order to achieve this accuracy, the sensors and active
elements themselves were re-engineered in some cases. The performance of the capacitive Wire Positioning
Systems and Hydrostatic Levelling Sensors was measured in the laboratory. Asymmetric cam movers with
sub-micron displacement resolution have also been developed.

For the fiducialisation and alignment of each element on the common 2-beam module support, a new strategy
has been proposed, based on results obtained in the PACMAN project [49, 50] and on the development of an
adjustment platform with five degrees of freedom [51]. This strategy is based on individual determination of the
axes of each component using metrological methods and a stretched wire. The absolute position of the wire can
be measured to very high precision using a Coordinate Measuring Machine or a portable Frequency Scanning
Interferometry system.

However, in order to maintain all the benefits of this very accurate alignment along the accelerator, absolute
displacements of system elements caused by ground motion or vibrations during operation need to be avoided.
As a first approximation, the integrated RMS displacement above a frequency of 1Hz must stay below 1.5 nm in
the vertical direction and below 5 nm in the horizontal direction for all main-beam quadrupoles (MBQ). For the
final focus magnets, the integrated displacement above 4Hz shall remain below 0.14 nm in the vertical plane.
Besides an adapted civil engineering and a very careful design of the supporting systems of all the elements in
the accelerator, an active vibration stabilisation system is required for all MBQ magnets along the main linac.
Active stabilisation is based on a stiff support and piezo actuators that can reposition the magnet during the
20ms between pulses with high accuracy. Five prototypes have been built with increasing complexity, mass and
degrees of freedom. The fourth prototype reached the requirements for the main linac for a higher vibration
background and for a nominal magnetic field and water-cooling. The last prototype (Figure 2.6) is a complete,
fully integrated stabilisation system with an MBQ. Most equipment used is commercially available, while the
in-house developed components are technologically well within reach. Tests of a full system in a radiation
environment are still outstanding.

Fig. 2.6: Main-beam quadrupole active stabilisation prototype. (image credit: CLIC)

Recent beam dynamics studies indicate that the shape of the transmissibility function is more important for
the luminosity than the obtained integrated RMS displacement. This implies that a single combined control
system, simultaneously taking measurements of ground motion and technical noise into account, is needed for
the beam and for the stabilisation of the hardware. This understanding has triggered the development of
adapted ground motion sensors for the stabilisation.

Indeed, commercial sensors including inertial sensors, geophones or broadband accelerometers, have two
main limitations: they are not radiation hard and need to be re-designed to be integrated in a vibration control
system. CERN is collaborating with LAPP Annecy on the development of new sensors, based on new or
combined methods, such as transducers, optical encoders, one-pass or multi-pass interferometers [52, 53] to
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measure the internal mass motion. At the same time, ULB Brussels has studied the replacement of the classical
spring mass by an internal beam [54, 55].

2.1.4 Beam instrumentation

In order to preserve low emittance beams over long distances, dispersion free-steering needs to be applied along
the CLIC main linac. It relies on the use of cavity Beam Position Monitors (BPM) capable of achieving a few
tens of nanometre precision in space, combined with a time resolution better than 50 ns. A low-Q cavity BPM
for the CLIC main beam was constructed and tested at CTF3. Its ability to measure the beam position for a
200 ns long train of bunches with a time accuracy better than 20 ns was demonstrated [56].

CLIC relies also on colliding electron and positron bunches as short as 150 fs. The bunch length needs to be
measured and controlled accurately with time resolution better than 20 fs. An R&D programme was launched in
2009 to design and test non-invasive bunch length monitors using laser pulses and bi-refringent Electro-Optical
(EO) crystals [57, 58]. Based on such a technology, a new scheme, called Spectral Up-conversion, has been
developed [59]. It directly measures the Fourier spectrum of the bunch using an optical spectrum imaging
system, as the beam fields are printed onto a laser beam and up-converted from the far-IR-mid-IR spectrum
to the optical region. The technique uses a long-pulse laser probe, transported through an optical fibre. This
makes the system simpler and cheaper than the ultra-fast amplified systems of other EO schemes.

A breakthrough in beam size monitoring was achieved in 2011, with the experimental measurement in
ATF2 at KEK of the point-spread function of optical transition radiation, that allows for sub-micron resolution
measurements using a simple, cheap and compact optical imaging system [60]. In addition, Cherenkov diffraction
radiation from long dielectrics has recently been tested at Cornell Electron Storage Ring (CESR) and ATF2 as
an alternative to diffraction radiation from a small slit. It provides a very promising technique for non-invasive
beam size measurements.

A high-performance and cost-efficient Beam Loss Monitor (BLM) system, based on optical fibre measuring
Cherenkov light induced by lost charged particles, has been developed to monitor losses in the drive-beam
decelerator sections [61]. In particular, the study has addressed several key features of the BLM system such as
the position resolution of the optical fibre detection system when using long electron pulses (i.e. 200 ns) [62],
and the crosstalk between losses from the main beam and the drive beam [63].

2.1.5 Vacuum system

The original baseline for the vacuum system for the main linac, with long vacuum chambers providing pumping to
several modules, was demonstrated in the laboratory module from the point of view of pumping performance.
However, transverse forces from the vacuum system on the main-beam and drive-beam structure generated
displacements which are not compatible with the CLIC requirements. Therefore, the current architecture of the
vacuum system is based on a combination of Non-Evaporable Getters (NEG) cartridge pumps combined with
sputter ion pumps (100L s−1 and 5L s−1, respectively) and NEG cartridge pumps (100L s−1). A set of Pirani
and Penning gauges are installed on each beam line and in each module to complete the system [64].

Technology originally proposed for the CLIC drive beam, e.g. a deformable RF bridge [65], is now being
implemented for LHC, HL-LHC and other accelerators. On the other hand, new vacuum technologies cur-
rently under development are considered for application at CLIC. Examples are the NEG-coated electroformed
copper chambers [66], permanent radiation-hard bake out systems, and Shape Memory Alloy connectors (see
Figure 2.7) [67, 68].

2.1.6 Magnets

Most of the magnets required for CLIC are normal-conducting electromagnets, well within the state of the
art. However, their number and variety are well beyond current accelerator projects. For this reason, a
significant effort has been invested in optimising the fabrication, assembly, and installation procedures. A
total of 15 prototype electro-magnets have been manufactured and tested to verify the design choices, with
system tests at CTF3 and in the laboratory. Given the large number of magnets in the CLIC complex, it
is also important to minimise costs and power consumption. Tuneable Permanent Magnets (PM) have been
designed and manufactured for the quadrupoles in the main decelerator, in collaboration with the Daresbury
laboratory [69]. The design has been optimised for cost and industrialisation. The feasibility of the concept is
now proven but studies on the radiation effects on the PM material are still needed before re-evaluating the
baseline [70, 71]. Prototypes of the final quadrupole and sextupole, QD0 and SD0, have been manufactured
using a hybrid technology (permanent magnets and electro-magnets) to increase the field with a reduced imprint.
Figure 2.8 shows examples of recently built prototypes.
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(a) (b) (c)

Fig. 2.7: Examples of CLIC vacuum system components using new technologies: (a) electroformed copper
chamber integrating stainless steel flanges, (b) ultrahigh vacuum coaxial Shape Memory Alloy connector and
(c) deformable RF bridge. (image credit: CLIC)

(a) (b)

Fig. 2.8: Prototypes of magnets for CLIC: (a) the tuneable permanent magnet quadrupole for the drive beam
and (b) the hybrid SD0 final sextupole. (image credit: CLIC)

A special magnet, designed and manufactured by CIEMAT, is the so-called longitudinal variable field magnet.
This type of magnet will allow for a reduction in the total circumference of the damping ring of 13%, while
preserving performance. The concept is being applied to the upgrade of light sources such as ESRF. However,
the CLIC prototype is more challenging, as it is a tuneable permanent magnet combining dipole and quadrupole
components, with a very high field of 2.3T at its centre. A recent prototype has been built by CIEMAT as
part of the EuCard2 program [72]. Magnetic measurements demonstrate the feasibility of these novel type of
magnets and a new prototype is being design for its use on light sources under the I.Fast EU program.

The damping rings will contain a number of wigglers in each straight section to increase radiation damping
and reduce the Intrabeam Scattering (IBS) effect, thereby reaching an emittance which is at least an order of
magnitude lower compared to planned or existing rings. This is achievable by using superconducting wigglers. A
Nb-Ti prototype (see Figure 2.9) was manufactured by Budker Institute of Nuclear Physics in collaboration with
CERN and the Karlsruhe Institute of Technology, where it is currently installed [73]. The prototype magnet
was used to validate the technical design of the wiggler, in particular the conduction-cooling concept applied
in its cryostat design. As part of the study, the expected heat load (several tens of Watt) due to synchrotron
radiation from a future up-stream wiggler is simulated by heating the vacuum pipe with an electrical heater.
A short model using Nb3Sn, which will be able to reach a higher field and further reduce the damping ring
circumference was also designed and manufactured. Further improvements on this prototype is needed.

Concerning pulsed magnets, the most challenging requirements come from the damping rings and the very
high field uniformity and time stability required to extract the electron beam without deteriorating the final
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Fig. 2.9: Superconducting wiggler being tested in BINP. (image credit: CLIC)

luminosity. The combined flat-top ripple and drop of the field pulse must be ±2× 10−4 In addition, the total
allowable beam coupling impedance for each ring must be below 1Ω. The damping ring extraction uses a
strip-line kicker specifically designed for the CLIC characteristics. It is equipped with electrodes with a novel
shape, called half-moon electrodes. The electrode support, feedthroughs and manufacturing tolerances have
been optimised to match the impedance during operation and to minimise the field inhomogeneity [74, 75].
A prototype of this kicker, shown in Figure 2.10a, has been manufactured in a collaboration between CERN,
CIEMAT and IFIC in Spain [76].

To power the strip-line kicker, an inductive adder (see Figure 2.10b) has been selected as a promising means
of achieving the demanding specifications for the extraction kicker modulator of the damping ring. The inductive
adder is a solid-state modulator, which can provide relatively short and precise pulses. The adder is assembled
in layers each of which contributes linearly to the final voltage. Detailed research and development has been
carried out on this device, which has the potential to be used also in other accelerators. Recent measurements on
the prototype inductive adder show that the flat-top stability achieved by applying modulation was ±2.2V over
900 ns at 10.2 kV output voltage. This pulse meets the stability specifications for the damping ring extraction
kicker [77].

(a) (b)

Fig. 2.10: (a) Prototype strip-line kicker with optimised half-moon electrodes. (b) 20-layers inductive adder.
(image credit: CLIC)

In order to complete its characterisation, the prototype strip-line kicker has been installed in the ALBA
synchrotron to be tested with beam. A first measurement indicates that the field homogeneity is within the
desired range (±1× 10−4 ) although the measurement error is still too large to quote definitive results. In order
to confirm the stability of the full system, the inductive adder was also sent to ALBA and successfully tested
together with the strip-line kicker [78].
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2.1.7 Klystron-based main linac RF unit and module design

Each main linac consists of a sequence of 1456 identical RF modules that are interleaved with quadrupole
modules to form the FODO lattice. The RF module supports four pairs of accelerating structures, each with
an active length of 0.46m and a gradient of 75MV/m.

The RF power system per module consists of a two-pack solid-state modulator equipped with two 53MW
klystrons. Two pulse compressor systems, which are equipped with linearising cavities, compress the 2.0006µs-
long RF pulses of the klystrons to 334 ns. The pulse is then distributed into the accelerating structures. In
Figure 2.11 a klystron-based module is shown, equipped with linearisation and pulse compression cavities. It
is powered by two modulators and klystrons in the adjacent klystron gallery. High efficiency klystrons are
considered in this scheme [79], operating with an efficiency close to 70%; the pulse compression device adopts
Barrel Open Cavities providing a compression factor of 3.5 and delivering 170MW RF power at their output
to feed each of the four accelerating structures with 40.6MW.

Fig. 2.11: The klystron-based module with pulse compression and linearisation system. (image credit: CLIC)

2.2 Technology Readiness
As described with examples in Sections 2 and 1.3 most of the central elements of CLIC have been developed
into prototypes - in some cases several generations of them, and tested in laboratories, beam-tests facilities,
or operational machines. Overall design and performance studies, including beam based steering and tuning
procedures, have also been implemented and verified.

The key components of CLIC are therefore at Technical Readiness Level 6 ("A representative model or
prototype system/subsystem is tested in a relevant environment - in our case typically a beamline or test
facility. Represents a major step up in a technology’s demonstrated readiness") or 7 ("Prototype as part of an
operational system. Represents a major step up from TRL 6, requiring the demonstration of an actual system
prototype in an operational environment, in our case as part of an accelerator").

A summary of the TRL levels and risks is shown in Table 2.12, including the relevant definitions. Many
components of CLIC require little further R&D, but require developments and further work to optimize and
validate large scale industrial processes and samples, typically addressed in the pre-series phase.

The challenges of the X-band technology and two beam acceleration scheme are already discussed in earlier
sections, including the test and beam-facilities used to verify their performances, among other the CTF3 facility.

The nanobeam challenge encompasses several technologies and systems, from damping rings to the inter-
action point, from alignment and stability to instrumentation and beamdynamics, as described in Section 1.3,
but we have chosen to enter it as one entry in the "Enabling Technology" summary. CLIC has systematically
addresses all the issues and components of relevance and the status is similar for the various parts in terms of
design, prototyping and beam tests. System level tests have also been implemented as described in Section 1.4.
In many cases, for example for the damping ring systems, synchrotron sources or free electron laser linacs
provide very important additional confidence and test-grounds for the performances needed.
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Fig. 2.12: A summary of TRLs and maturity status for CLIC technologies.

2.3 Required R&D
In general the CLIC study is mature and the basic R&D challenges addressed, however a preparation period
needed, for final engineering design, an increased number of industrial prototypes (pre-series) and site specific
studies and legal procedures that can only take place during the years just before construction. In order to
analyse the priorities for the preparation phase, the following project risks and mitigations have been considered:

• Performance: The dominant performance risk is related to the luminosity. Luminosity performance is
based on technical performance and reliability as well as design robustness and system redundancy. Risk
mitigation implies further studies at design and technical level, including on variation of parameters such as
temperatures, mechanical instabilities and vibrations, magnetic fields, etc. Most importantly, performance
validations in normal-conducting Free Electron Laser (FEL) Linacs and other compact linac systems will
provide powerful demonstrations and new benchmarks for reliability, technical parameters, simulation and
modelling tools.

• Technical systems: The main technical risks are related to RF sources, the X-band components, and
overall system integration for the main linac. Reliable, efficient and cost-effective klystrons, modulators
and X-band structures are components which are crucial for the machine. Additional thermo-mechanical
engineering studies of the main linac tunnel, integrating all components, are important in order to further
improve the understanding of the mechanical and thermal stability needed for CLIC. In addition, further
system tests (beyond what has been achieved with CTF3) of the high-power drive beam would be desirable.

• Implementation: Principal risks are associated with the industrial production of large numbers of modules
and the civil engineering. Work during the preparation phase includes qualifying companies for industrial
production and optimising the work distribution and component integration. The module installation and
conditioning procedures need to be refined and further verified. Cost control is crucial and is an integral
part of these studies. This requires work on optimising the risk sharing models between industry, CERN
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and collaborative partners for the most critical and costly components. Detailed site-specific design work
related to civil engineering and infrastructure needs to be performed.

3 Staging options and upgrades
The CLIC 380GeV energy stage can be efficiently upgraded to higher energies, like the proposed 1.5TeV and
3TeV stages. This flexibility has been an integral part of the design choices for the first energy stage. The
highest energy stage corresponds to the design described in the CLIC CDR [12], with minor modifications due
to the first energy stages, as described below. The only important difference to the CDR design is a new final
focus system that has an increased distance between the last quadrupole of the BDS and the interaction point.
This allows the magnet to be installed in the tunnel and outside of the detector.

Fig. 3.1: Schematic layout of the CLIC complex at 3TeV. (image credit: CLIC)

3.1 Baseline design upgrade
The key parameters for the different energy stages of CLIC are given in Table 1.1 and the schematic layout
for the 3TeV stage is shown in Figure 3.1. The baseline concept of the staging implementation is illustrated
in Figure 3.2. In the first stage, the linac consists of modules that contain accelerating structures that are
optimised for this energy. At higher energies these modules are reused and new modules are added to the
linac. First, the linac tunnel is extended and a new main-beam turn-around is constructed at its new end. The
technical installations in the old turn-around and the subsequent bunch compressor are then moved to this new
location. Similarly, the existing main linac installation is moved to the beginning of the new tunnel. Finally, the
new modules that are optimised for the new energy are added to the main linac. Their accelerating structures
have smaller apertures and can reach a higher gradient of 100MV/m; the increased wakefield effect is mitigated
by the reduced bunch charge and length. The beam delivery system has to be modified by installing magnets
that are suited for the higher energy and it will be extended in length. The beam extraction line also has to
be modified to accept the larger beam energy but the dump remains untouched. Alternative scenarios exist. In
particular one could replace the existing modules with new, higher-gradient ones; however, this would increase
the cost of the upgrade. In the following only the baseline is being discussed.
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Fig. 3.2: The concept of the CLIC energy staging for the baseline design. (image credit: CLIC)

The design of the first stage considers the baseline upgrade scenario from the beginning. For the luminosity
target at 380GeV, the resulting cost increase of the first stage is 50MCHF compared to the fully optimised
first energy stage (without the constraints imposed by a future energy upgrade beyond 380GeV). To minimise
the integrated cost of all stages, the upgrades reuse the main-beam injectors and the drive-beam complex with
limited modifications, and reuse all main linac modules.

In order to minimise modifications to the drive-beam complex, the drive-beam current is the same at all
energy stages. The existing drive-beam RF units can therefore continue to be used without modification. In
addition, the RF pulse length of the first stage is chosen to be the same as in the subsequent energy stages. This
is important since the lengths of the delay loop and the combiner rings, as well as the spacings of the turn-around
loops in the main linac, are directly proportional to the RF pulse length. Hence, the constant RF pulse length
allows the reuse of the whole drive-beam combination complex. For the upgrade from 380GeV to 1.5TeV, only
minor modifications are required for the drive-beam production complex. The drive-beam accelerator pulse
length is increased in order to feed all of the new decelerators, and also its beam energy is increased by 20%.
The energy increase is achieved by adding more drive-beam modules. The pulse length increase is achieved
by increasing the stored energy in the modulators to produce longer pulses. The klystron parameters in the
first energy stage have been chosen to be compatible with the operation using longer pulses and higher average
power. The remainder of the drive-beam complex remains unchanged, except that all magnets after the drive-
beam linac need to operate at a 20% larger field, which is also foreseen in the magnet design. The upgrade
from 1.5TeV to 3TeV requires the construction of a second drive-beam generation complex.

The impact of the upgrades on the main-beam complex has also been minimised by design. The bunches
of the main-beam pulses have the same spacing at all energy stages, while at higher energies the number of
bunches per train and their charge is smaller. Therefore the main linac modules of the first stage can accelerate
the trains of the second and third stage without modification. Since the drive-beam current does not change,
also the powering of the modules is the same at all energies. The upgrade to 1.5TeV requires an additional nine
decelerator stages per side and the 3TeV needs another twelve.

Still some modifications are required in the main-beam complex. The injectors need to produce fewer bunches
with a smaller charge than before, but a smaller horizontal emittance and bunch length is required at the start
of the main linac. The smaller beam current requires less RF, so the klystrons can be operated at lower power
and the emittance growth due to collective effects will be reduced. The smaller horizontal emittance is mainly
achieved by some adjustment of the damping rings. The reduction of the collective effects that result from the
lower bunch charge will allow to reach the new value with the same risk as in the first energy stage.

The preservation of the beam quality in the main linac is slightly more challenging at the higher energies.
However, the specifications for the performance of alignment and stabilisation systems for the 380GeV stage
are based on the requirements for the 3TeV stage. They are therefore sufficient for the high energy stages and
no upgrades of these systems are required.

The collimation system is longer at 1.5TeV and 3TeV to ensure the collimator survival at the higher beam
energies. Similarly the final focus system is slightly longer to limit the amount of synchrotron radiation and
emittance degradation in the indispensable bending of the beams. The systems have to be re-built using higher
field magnets. However, the integration into the existing tunnel is possible by design. The extraction line that
guides the beams from the detector to the beam dump will also need to be equipped with new magnets.

3.2 Upgrade from the klystron-based option
The upgrade from a klystron-based first stage to higher energies is also possible by reusing the klystron-driven
accelerating structures and the klystrons and by adding new drive-beam powered structures. In the klystron-
based first energy stage, the single bunch parameters are the same as for the high energy stages, only the bunch
charge will be slightly reduced at higher energies. Shorter bunch trains need to be accelerated at higher energies,
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Fig. 3.3: The concept of the CLIC energy staging with a klystron-based first energy stage. (image credit:
CLIC)

which does not add any difficulty.
An important difference with respect to the drive-beam powered first energy stage is the placement of

modules. In order to provide the space for klystrons and modulators, the klystron-powered main linac tunnel
has to be larger in radius than the tunnel housing the beam-driven acceleration. Therefore it appears best to
extend the main linac for 1200m with a large tunnel and then continue with a smaller tunnel. All drive-beam
powered modules are then placed in the smaller tunnel. The klystron-powered structures remain in the large
tunnel. They need to be moved longitudinally slightly in order to adjust the lattice for the high energy, which
requires longer quadrupoles with a wider spacing. The last 1200m of the linac is moved to the beginning of the
large tunnel to provide the space for the high energy beam delivery system, see Figure 3.3.

The impact of the energy upgrade on the main-beam injectors and damping rings is quite small. The bunch
charge at 3TeV is smaller than at 380GeV; the difference is at the 4%-level, significantly smaller than for the
upgrade of the drive-beam based machine. At higher energy, the number of bunches per beam pulse is also
smaller, which is straightforward to accommodate. The beam delivery system for klystron- and drive-beam
based design are the same; hence the upgrade path is also the same.

4 Schedule, cost estimate, and power consumption

4.1 The CLIC stages and construction

Fig. 4.1: The CLIC main linac footprint near CERN, showing the three implementation stages. (image credit:
CLIC)

The CLIC accelerator is foreseen to be built in three stages with centre-of-mass energies of 380GeV, 1.5TeV
and 3TeV as schematically shown in Figure 4.1. Table 1.1 in Section 1.2 summarises the main accelerator
parameters for the three stages. The accelerator extension from 380GeV to higher energies is described in
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Section 3. The installation and commissioning schedules are presented in Section 4.2. More details about the
CLIC accelerator and the staged implementation can be found in [14].

Along with the optimisation of the accelerator complex for 380GeV, the civil engineering and infrastructure
designs have been revised, maintaining an optimal path for extending the facility to higher energies. These
studies are summarised in the following.

4.1.1 Civil engineering and infrastructure

The civil engineering design has been optimised for the 380 GeV stage including: the tunnel length and layout,
an optimised injection complex, and a siting optimisation for access shafts and their associated structures. For
the klystron option, a larger tunnel diameter is needed and a detailed layout study was completed.

Previous experience from the construction of LEP and LHC has shown that the sedimentary rock in the
Geneva basin, known as molasse, provides suitable conditions for tunnelling. Therefore, boundary conditions
were established so as to avoid the limestone of the Jura mountain range and to avoid siting the tunnels below
Lake Geneva, whilst maximising the portion of tunnel located in the molasse. Based on the regional geological
and surface data, and using a bespoke digital modelling Tunnel Optimisation Tool (TOT) developed specifically
for CLIC, a 380GeV solution has been found that can be readily upgraded to the higher energy stages at 1.5TeV
and 3TeV. Figure 4.2 shows the simplified geological profile of the CLIC accelerator stages. The 380GeV and
1.5TeV stages are located entirely in molasse rock. The solution shown is both optimised for 380GeV and
provides a realistic upgrade possibility for the 1.5TeV and 3TeV stages.
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An initial boundary condition for the civil engineering layout was to concentrate the drive-beam and main-
beam injectors and the interaction point on the CERN Prévessin site. As shown in Figure 4.3 a solution was
found in which the injection complex and the experimental area can be located entirely on CERN land.
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For the baseline design with drive beam a tunnel with a 5.6m internal diameter is required to house the two-
beam modules and all the necessary services, as shown in Figure 4.4a. For the klystron design a 10m internal
diameter tunnel is required (Figure 4.4b) to house both the accelerating modules and the klystron gallery
separated by a 1.5m thick shielding wall. In order to minimise the impact of vibrations on the accelerating
modules, the services compartment will be located below the klystron gallery.
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Fig. 4.4: (a) Main linac cross section for the drive-beam design and (b) the klystron-based option. The relative
sizes are represented in the figure. (image credit: CLIC)

The detector and service caverns are connected to one another by an escape tunnel that leads to a safe zone
in each of the caverns. The service cavern is accessible via a shaft with 12m internal diameter.

The klystron-based option allows significant civil engineering simplifications in the area of the injection
complex since no drive-beam facility is needed for the first stage. The drive-beam turnarounds have also been
removed. On the other hand, the increase in the tunnel diameter and hardware complexity due to the klystron
gallery increases the civil engineering and infrastructure challenges underground.

It is foreseen that all of the tunnels will be constructed using tunnel boring machines (TBMs). For TBM
excavation in a sector with good rock conditions, a single pass pre-cast lining is adopted. The beam delivery
system (BDS) will remain the same for both the two-beam and the klystron designs. However, for reasons of
tunnelling efficiency, the cross-section of the BDS tunnel for the klystron design will have an internal diameter
of 10m, thus allowing the same TBMs to be used for both the main linac and the BDS tunnel.

The infrastructure needs for the accelerator have been updated, and further details have been added to the
studies made for the CLIC CDR in 2012. Detailed information can be found in [14], and a summary is given
here:

• The electrical network is composed of a transmission and a distribution level. The transmission level
brings the power from the source of the European Grid to the CLIC sites and access points. This network
typically operates at high voltage levels of 400 kV, 135 kV and 63 kV. The distribution level distributes the
power from the transmission level to the end users at low and medium voltage levels comprised in the
range of 400V to 36 kV. Emergency power is also included.

• The cooling and ventilation systems have been studied according to the required heat load for accelerator
operation. Their main architecture and technical implementations have been defined, covering both surface
and underground facilities, as well as safety issues such as smoke extraction in the tunnels. The studies
provide input to the civil engineering, installation planning, cost and power estimates, and schedules.

• The transport, logistics and installation activities cover many items (e.g modules, magnets, RF units,
vacuum pipes, beam dumps, cooling and ventilation equipment, electrical cables, cable trays and racks)
and were studied starting from the unloading of components upon arrival at the CERN site. The most



4 SCHEDULE, COST ESTIMATE, AND POWER CONSUMPTION 25

demanding aspects of transport and handling concern the installation of the underground equipment in
both the two-beam and the klystron designs.

• Safety systems, access systems and radiation protection systems have been studied and are included in the
schedules, cost and power estimates, covering all areas from injectors to beam-dumps. A hazard identi-
fication and mitigation analysis shows that fire protection is the dominant safety-related implementation
issue.

The above studies, carried out by the CERN civil engineering and infrastructure groups, follow the standards
used for other accelerator implementations and studies at CERN (e.g. HL-LHC, FCC). The standardisation
applies to all items listed above, including their cost, power and schedule estimates.

4.2 Construction and operation schedules
The construction schedules presented in this section are based on the same methodologies as those used for the
CLIC CDR [12]. Following input from equipment experts and the CERN civil engineering and infrastructure
groups, small adjustments were made to the construction and installation rates used for the schedule estimates.
Details about the various parameters used can be found in [14]. The installation is followed by hardware
commissioning, final alignment and commissioning with beam.

4.2.1 380GeV drive-beam schedule

The schedule for the first stage of CLIC at 380GeV, based on the drive-beam design, is shown in Figure 4.5. It
comprises the following time-periods:

• Slightly more than five years for the excavation and tunnel lining, the installation of the tunnel infras-
tructures, and the accelerator equipment transport and installation.

• Eight months for the system commissioning, followed by two months for final alignment.

• One year for the accelerator commissioning with beam.

In parallel, time and resources are allocated for the construction of the drive-beam surface building, the
combiner rings, damping rings, main-beam building and experimental areas, and their corresponding system
installation and commissioning, as shown in Figure 4.5.

4.2.2 380GeV klystron-driven schedule

In this scheme the RF power is provided by X-band klystrons and modulators, installed underground all along
the main linac. The total time for installation is slightly different from the drive-beam case. The surface
buildings and installations are reduced to those exclusively needed for the main beam and experimental area,
reducing the surface construction activities correspondingly. On the other hand, the installation time in the
main tunnel is longer, due to the RF units and the additional infrastructures required. Even though it is possible
to work in parallel in the main linac tunnel and in the klystron gallery, the overall transport, installation and
handling logistics are more time consuming. The time needed for construction, installation and commissioning
is eight years, compared to seven years for the drive-beam option at the same CLIC energy of 380GeV.

4.2.3 Schedules for the stages at higher energies and the complete project

In both cases discussed above, the 380GeV collider is designed to be extended to higher energies. Most of the
construction and installation work can be carried out in parallel with the data-taking at 380 GeV. However, it
is estimated that a stop of two years in accelerator operation is needed between two energy stages. This time
is needed to make the connection between the existing machine and its extensions, to reconfigure the modules
used at the existing stage for their use at the next stage, to modify the beam-delivery system, to commission
the new equipment and to commission the entire new accelerator complex with beam.

As the construction and installation of the 1.5TeV and subsequent 3TeV equipment cover periods of 4.5
years, the decision about the next higher energy stage needs to be taken after ∼4-5 years of data taking at the
existing stage, based on physics results available at that time. The corresponding scenario is shown in Figure 4.6
for the drive-beam based scenario. A more detailed breakdown of the full project schedule can be found in [14].
The overall upgrade schedule is very similar for the case in which the first stage will be powered by klystrons.

In a schedule driven by technology and construction, the CLIC project would cover 34 years, counted from
the start of construction. About 7 years are scheduled for initial construction and commissioning and a total of
27 years for data-taking at the three energy stages, which includes two 2-year intervals between the stages.
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Fig. 4.5: Construction and commissioning schedule for the 380GeV drive-beam based CLIC facility. The
vertical axis represents time in years. The abbreviations are introduced in Figure 1.1. (image credit: CLIC)
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Fig. 4.6: Technology-driven CLIC schedule, showing the construction and commissioning period and the three
stages for data taking. The time needed for reconfiguration (connection, hardware commissioning) between the
stages is also indicated. (image credit: CLIC)

4.2.4 Concluding remarks on the schedule

The schedule for construction and installation shows that the initial 380 GeV stage of CLIC can be implemented
in less than ten year from its launch.

The most critical CLIC technology-specific items driving the schedule are the main-beam module production
and installation, as well as the RF units. The other schedule drivers, such as the tunnelling, the buildings and
the infrastructures are more common, similar to other projects at CERN and elsewhere.
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4.3 Cost estimate
For the cost estimate of CLIC the methodology used is the same as for previous CLIC cost estimates and the
estimates of other projects, such as the LHC experiments and the Reference Design Report and Technical Design
Report of the International Linear Collider (ILC) [80, 81]. Previous CLIC cost estimates were reported in the
CLIC CDR [13] for two different implementation options at 500GeV. An initial cost estimate for the first stage
at 380GeV was presented together with the introduction of the corresponding CLIC energy staging scenario
in [1]. Since then, many CLIC optimisation studies have been undertaken with a particular focus on cost
reduction, as reported in the earlier sections of this report related to design and technical developments. The
resulting cost estimates, as well as the methodologies and assumptions used have been presented in November
2018 to a cost review panel composed of international experts. After recommendations on minor issues by the
review panel, the estimates have been updated accordingly. As the cost of the accelerator is significantly larger
than the cost of the experiment, this Section focuses on the accelerator when presenting the methodologies and
the various aspects of the outcome. The resulting estimated cost of the 380GeV stage is presented, together
with an estimate for upgrading to higher energies.

4.3.1 Scope and method

CLIC is assumed to be a CERN-hosted project, constructed and operated within a collaborative framework with
participation and contributions from many international partners. Contributions from the partners are likely
to take different forms (e.g. in kind, in cash, in personnel, from different countries, in different currencies or
accounting systems). Therefore a "value and explicit labour" methodology is applied. The value of a component
or system is defined as the lowest reasonable estimate of the price of goods and services procured from industry
on the world market in adequate quality and quantity and satisfying the specifications. Value is expressed in
a given currency at a given time. Explicit labour is defined as the personnel provided for project construction
by the central laboratory and the collaborating institutes, expressed in Full Time Equivalent (FTE) years. It
does not include personnel in the industrial manufacturing premises, as this is included in the value estimate
of the corresponding manufactured components. The personnel in industrial service contracts that are part of
the accelerator construction, outside CERN or at CERN, are also accounted for in the value estimate of the
corresponding items.

For the value estimate, a bottom-up approach is used, following the work breakdown structure of the
project, starting from unit costs and quantities for components, and then moving up to technical systems,
subdomains and domains. This allows accounting for all aspects of the production process and the application
of learning curves for large series. For some parts (e.g. standard systems), cost scaling from similar items is used,
implying that detailed knowledge on the work breakdown is not required, but rather estimators characterising
the component.

The basic value estimate concerns the construction of the 380GeV CLIC stage on a site close to CERN, where
the 380GeV stage of CLIC constitutes a project in itself. As a consequence, large-series effects expected on
unit costs – learning curves and quantity rebates – remain limited to the quantities required for the completion
of the 380GeV stage. Estimates are provided both for the drive-beam based and the klystron-based options,
together with the corresponding incremental value for upgrading to higher energies.

The value estimates given cover the project construction phase, from approval to start of commissioning
with beam. They include all the domains of the CLIC complex from injectors to beam dumps, together
with the corresponding civil engineering and infrastructures. Items such as specific tooling required for the
production of the components, reception tests and pre-conditioning of the components, and commissioning
(without beam) of the technical systems, are included. On the other hand, items such as R&D, prototyping and
pre-industrialisation costs, acquisition of land and underground rights-of-way, computing, and general laboratory
infrastructures and services (e.g. offices, administration, purchasing and human resources management) are
excluded. Spare parts are accounted for in the operations budget. The value estimate of procured items
excludes VAT, duties and similar charges, taking into account the fiscal exemptions granted to CERN as an
Intergovernmental Organisation.

The uncertainty objective for the final outcome is ±25%. To this aim, uncertainties on individual items are
grouped in two categories. The first one, technical uncertainty, relates to technological maturity and likelihood
of evolution in design or configuration. The second category, commercial uncertainty, relates to uncertainty in
commercial procurement. Based on a statistical analysis of LHC procurement this uncertainty is estimated as
50%/n, where n is the number of expected valid bids for each component [82].

The CLIC value estimates are expressed in Swiss franc (CHF) of December 2018. Consequently, individual
entries are escalated in time according to appropriate indices, as published by the Swiss federal office of statistics.
Furthermore, the following average exchange rates have been applied: 1 EUR=1.13 CHF, 1 CHF=1 USD, 1
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CHF=114 JPY. More detailed information on the costing tool, on escalation and currency fluctuations, and on
the individual cost uncertainty factors applied can be found in the CLIC Project Implementation Plan [14].

4.3.2 Value estimates and cost drivers

The breakdown of the resulting cost estimate up to the sub-domain level is presented in Table 4.1 for the
380GeV stage of the accelerator complex, both for the baseline design with a drive beam and for the klystron-
based option. Figure 4.7 illustrates the sharing of cost between different parts of the accelerator complex. The
injectors for the main-beam and drive-beam production are among the most expensive parts of the project,
together with the main linac, and the civil engineering and services.

Table 4.1: Cost breakdown for the 380GeV stage of the CLIC accelerator, for the drive-beam baseline option
and for the klystron option.

Domain Sub-Domain Cost [MCHF]
Drive-beam Klystron

Main-Beam Production
Injectors 175 175
Damping Rings 309 309
Beam Transport 409 409

Drive-Beam Production
Injectors 584 —
Frequency Multiplication 379 —
Beam Transport 76 —

Main Linac Modules Main Linac Modules 1329 895
Post decelerators 37 —

Main Linac RF Main Linac Xband RF — 2788

Beam Delivery and
Post Collision Lines

Beam Delivery Systems 52 52
Final focus, Exp. Area 22 22
Post-collision lines/dumps 47 47

Civil Engineering Civil Engineering 1300 1479

Infrastructure and Services

Electrical distribution 243 243
Survey and Alignment 194 147
Cooling and ventilation 443 410
Transport / installation 38 36

Machine Control, Protection
and Safety systems

Safety systems 72 114
Machine Control Infrastructure 146 131
Machine Protection 14 8
Access Safety & Control System 23 23

Total (rounded) 5890 7290

Combining the estimated technical uncertainties yields a total (1σ) error of 1270MCHF for the drive-beam
based facility, and 1540MCHF when using klystrons. In addition, the commercial uncertainties, defined above,
need to be included. They amount to 740MCHF and 940MCHF for the drive-beam and klystron-based options,
respectively. The total uncertainty is obtained by adding technical and commercial uncertainties in quadrature.
Finally, for the estimated error band around the cost estimate, the resulting total uncertainty is used on the
positive side, while only the technical uncertainty is used on the negative side [13]. The cost estimate for the
first stage of CLIC including a 1σ overall uncertainty is therefore:

CLIC 380GeV drive-beam based : 5890+1470
−1270 MCHF ;

CLIC 380GeV klystron based : 7290+1800
−1540 MCHF .

The difference between the drive-beam and klystron-based estimates is mainly due to the current cost
estimates for the X-band klystrons and corresponding modulators. The increased diameter of the main linac
tunnel, required to host the RF gallery in the klystron-based option, also contributes to the cost-difference.
By reducing the X-band RF costs by 50% in the klystron option, the overall cost of the two options becomes
similar. To achieve such a reduction would require a dedicated development programme together with industry
for X-band klystrons and associated modulators. There is still room for possible gains through optimising the
accelerating structure parameters, klystron design and luminosity performance. The cost of the klystron-based
option is more affected by the luminosity specification than the drive-beam option.
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Fig. 4.7: Cost breakdown for the 380GeV stage of the CLIC accelerator, for the drive-beam baseline option
and for the klystron option. (image credit: CLIC)

The cost composition and values of the 1.5TeV and 3TeV stages have also been estimated. The energy
upgrade to 1.5TeV has a cost estimate of ∼ 5.1 billion CHF, including the upgrade of the drive-beam RF power
needed for the 1.5TeV stage. In the case of expanding from a klystron-based initial stage this energy upgrade
will be 25% more expensive. A further energy upgrade to 3TeV has a cost estimate of ∼ 7.3 billion CHF,
including the construction of a second drive-beam complex.

The CLIC technical cost drivers have been identified, together with potential cost mitigation alternatives.
These will be addressed in the next phase of the CLIC project. In general, further cost reduction studies
will require close collaboration with industry. Beyond technical developments, optimal purchase models need
to be defined, optimising the allocation of risks and production responsibilities between industry, CERN and
collaboration partners in each case. In particular, the module production and RF units have a potential for cost
reduction. For a klystron-based implementation, the cost reductions of the RF system are of crucial importance.

4.3.3 Labour estimates

A first estimate of the explicit labour needed for construction of the CLIC accelerator complex was obtained [13]
by assuming a fixed ratio between personnel and material expenditure for projects of similar nature and size.
Scaling with respect to the LHC - a CERN-hosted collider project of similar size to CLIC - provides a good
estimator. Data from the LHC indicate that some 7000FTE-years were needed for construction, for a material
cost of 3690MCHF (December 2010), corresponding to about 1.9FTE-year/MCHF. About 40% of this labour
was scientific and engineering personnel, and the remaining 60% worked on technical and project execution
tasks.

In terms of complexity, the different CLIC sub-systems resemble the LHC case. Therefore, following the
LHC approach outlined above, construction of the 380GeV stage of the CLIC accelerator complex would require
11500FTE-years of explicit labour. It is worth noting that this preliminary result is rather similar to the
1.8FTE-year/MCHF derived for the ILC [81]. Although the RF technology differs between ILC and CLIC, the
main elements of the accelerator complex are similar in the two projects.

4.3.4 Operation costs

A preliminary estimate of the CLIC accelerator operation cost, with focus on the most relevant elements,
is presented here. The material cost for operation is approximated by taking the cost for spare parts as a
percentage of the hardware cost of the maintainable components. These annual replacement costs are estimated
at the level of:

• 1% for accelerator hardware parts (e.g. modules).
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• 3% for the RF systems, taking the limited lifetime of these parts into account.

• 5% for cooling, ventilation, electronics and electrical infrastructures etc. (includes contract labour and
consumables)

These replacement/operation costs represent 116 MCHF per year.
An important ingredient of the operation cost is the CLIC power consumption and the corresponding energy

cost, which is discussed in Section 4.4 below. This is difficult to evaluate in CHF units, as energy prices are
likely to evolve. The expected energy consumption of the 380GeV CLIC accelerator, operating at nominal
luminosity, corresponds to 1/2 of CERN’s current total energy consumption.

Concerning personnel needed for the operation of CLIC, one can assume efforts that are similar to large
accelerator facilities operating today. Much experience was gained with operating Free Electron Laser linacs
and light-sources with similar technologies. As CLIC is a normal-conducting accelerator operated at room
temperature, one can assume that the complexity of the infrastructure, and therefore the maintenance efforts,
compare favourably with other facilities. The maintenance programme for equipment in the klystron galleries
is demanding, but is not expected to impact strongly on the overall personnel required for operation. The ILC
project has made a detailed estimate of the personnel needed to operate ILC, yielding 640FTE. This number
includes scientific/engineering (40%), technical/junior level scientific staff (40%) and administrate staff (20%) for
the operation phase [81, 83]. The difference between a 250GeV and a 500GeV ILC implementation was estimated
to be 25%. In the framework of CERN, these numbers would distribute across scientific/engineering/technical
staff, technical service contracts, fellows and administrative staff. The level of CLIC operational support required
is expected to be similar to the ILC estimates.

Given the considerations listed above, one can conclude that operating CLIC is well within the resources
deployed for operation at CERN today. Operating CLIC concurrently with other programmes at CERN is
also technically possible. This includes LHC, as both accelerator complexes are independent. Building CLIC
is not destructive with respect to the existing CERN accelerator complex. Electrical grid connections are also
independent. The most significant limitation will therefore be the resources, in particular personnel and overall
energy consumption.

4.4 Power and energy consumption
The nominal power consumption at the 380GeV stage has been estimated based on the detailed CLIC work
breakdown structure. This yields for the drive-beam option a total of 110MW for all accelerator systems and
services, taking into account network losses for transformation and distribution on site. The breakdown per
domain in the CLIC complex (including experimental area and detector) and per technical system is shown in of
Figure 4.8. Most of the power is used in the drive-beam and main-beam injector complexes, comparatively little
in the main linacs. Among the technical systems, the RF represents the major consumer. For the klystron-based
version the total power consumption is very similar.

These numbers are significantly reduced compared to earlier estimates due to optimisation of the injectors
for 380GeV, introducing optimised accelerating structures for this energy stage, significantly improving the RF
efficiency, and consistently using the expected operational values instead of the full equipment capacity in the
estimates. A recent re-design (2020-21) of the damping ring RF systems, and the prospects for higher efficiency
L-band klystrons as discussed in Section 2.1.2, have brought significant further reductions.

For the 1.5 and 3.0TeV stages these improvements have not been studied in detail and the power estimates
from the CDR are used [13]. These estimates will be updated for the next European Strategy process in 2026-27.

Table 4.2: Estimated power consumption of CLIC at the three centre-of-mass energy stages and for different
operation modes. The 380GeV numbers are for the drive-beam option and have been updated as described in
Section 4.4, whereas the estimates for the higher energy stages are from [13].

Collision energy [GeV] Running [MW] Standby [MW] Off [MW]

380 110 25 9
1500 364 38 13
3000 589 46 17

Table 4.2 shows the nominal power consumption in three different operation modes of CLIC, including
the "running" mode at the different energy stages, as well as the residual values for two operational modes
corresponding to short ("standby") and long ("off") beam interruptions. Intermediate power consumption
modes exist, for example when a part of the complex is being tested, or during transitional states as waiting
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Fig. 4.8: Breakdown of power consumption between different domains of the CLIC accelerator in MW at a
centre-of-mass energy of 380GeV. The contributions add up to a total of 110MW. (image credit: CLIC)

for beam with RF on. The contribution of these transitional states to the annual energy consumption is dealt
with by averaging between "running" and "standby" for certain periods, as described below.

4.4.1 Energy consumption

120

30

10 20
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Annual shutdown
Commissioning
Technical stops
Machine development
Fault induced stops
Data taking

Fig. 4.9: Operation schedule in a "normal" year (days/year). (image credit: CLIC)

Estimating the yearly energy consumption from the power numbers requires an operational scenario, which
is detailed in [15] and depicted in Figure 4.9. In any "normal" year, i.e. once CLIC has been fully commissioned,
the scenario assumes 120 days of annual shutdown, 30 days for beam-commissioning, and 30 days of scheduled
maintenance, including machine development and technical stops (typically 1 day per week, or 2 days every
second week). This leaves 185 days of operation for physics, for which 75% availability is assumed, i.e. 46 days
of fault-induced stops. This results in 139 days, or 1.2 × 107 seconds, per year for physics data taking.

In terms of energy consumption the accelerator is assumed to be "off" during 120 days and "running" during
139 days. The power consumption during the remaining time, covering commissioning, technical stops, machine
development and fault-induced stops is taken into account by estimating a 50/50 split between "running" and
"standby". In addition, one has to take reduced operation into account in the first years at each energy stage to
allow systematic tuning up of all parts of the accelerator complex. A luminosity ramp-up of three years (10%,
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30%, 60%) in the first stage and two years (25%, 75%) in subsequent CLIC stages is considered. For the energy
consumption estimate we change the corresponding reduction in "running" time to a 50/50 mixture of the two
states mentioned above, resulting in a corresponding energy consumption ramp-up.

The evolution of the resulting electrical energy is shown in Table 4.3. For comparison, CERN’s current
energy consumption is approximately 1.2TWh per year, of which the accelerator complex uses around 90%.

Table 4.3: Estimated annual energy consumption of CLIC at the three centre-of-mass energy stages when the
machine is running at full luminosity, using the running scenario shown in Figure 4.9. The first years at each
stage the energy consumption will be less due to ramp up of the luminosity as described above. The energy
estimates for stages 2 and 3 are from the CLIC CDR and recent technology/design advances and corresponding
power reductions are not included.

Collision energy [GeV] Annual Energy Consumption [TWh]

380 0.6
1500 1.8
3000 2.8

4.4.2 Power reduction studies and future prospects

Since the CDR [12] in 2012 the CLIC collaboration has systematically explored power reduction and technical
system optimisation across the complex. As a result the power estimate was reduced by around 35% for the
initial stage. The main contributors to the reduced estimate were:

• The accelerating structures were optimised for 380GeV and corresponding luminosity, impacting among
others on RF power needs and the machine length. The optimisation was done for cost but it was also
shown that cost and power are strongly correlated.

• The injector systems and drive-beam facility were optimised to the 380 GeV parameters taking into account
R&D on various technical systems, for example reducing the number of drive-beam klystrons to around
60% of earlier designs.

• High efficiency klystron studies have reached a maturity such that 70% efficiency can be taken as the
baseline.

• Permanent magnets can partly replace electromagnets.

• Nominal settings of RF systems, magnets and cooling have consistently been used, analysing the power
consumption when running at full luminosity. This replaces earlier estimates which, in some cases, were
based on maximum equipment capacity.

A further 30% has been achieved over the last two years by:

• Redesigning the RF system of the CLIC damping rings, reducing the influence of transient loading effects,
which earlier was dealt with by using a very high peak power. This in turn led to excessive power use.

• Introducing as baseline for the drive-beam L-band klystrons a new design with the potential of reaching
80% efficiency, see Section 2.1.2.

In summary, the estimate of the power consumption can be considered to be detailed and complete for the
initial 380 GeV stage. The estimates for the higher energy stages have not been scrutinised in order to include
the saving measures listed above and will be updated during 2022-23.

5 Programme 2021-25 and synergies
The design and implementation studies for the CLIC e+e− multi-TeV linear collider are at an advanced stage.
The main technical issues, cost and project timelines have been developed, demonstrated and documented.

The CLIC study will submit an updated project description for the next European Strategy Update 2026-
27. Key updates will be related to the luminosity performance at 380GeV, the power/energy efficiency and
consumption at stage 1, but also at multi-TeV energies, and further design, technical and industrial developments
of the core-technologies, namely X-band systems, RF power systems, and nano-beams with associated hardware.
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The X-band core technology development and dissemination, capitalizing on existing facilities (e.g. X-band
test stands and the CLEAR beam facility at CERN), remain a primary focus. More broadly, the use of the
CLIC core technologies - primarily X-band RF, associated components and nano-beams - in compact medical,
industrial and research linacs has become an increasingly important development and test ground for CLIC,
and is destined to grow further [84]. The adoption of CLIC technology for these applications is now providing a
significant boost to CLIC related R&D, involving extensive and increasing collaborations with laboratories and
universities using the technology, and an enlarging commercial supplier base.

On the design side the parameters for running at multi-TeV energies, with X-band or other RF technologies,
will be studied further, in particular with energy efficiency guiding the designs. The R&D related to plasma
based accelerators have overlaps with these studies, and the beam physics and design synergies are very evident.

Other key developments will be related to luminosity performance. On the parameter and hardware side
these studies cover among others alignment/stability studies, thermo-mechanical engineering of modules and
support systems for critical beam elements, instrumentation, positron production, damping ring and final focus
system studies. These technology developments have clear synergies with what is needed for linear colliders
using other RF-technologies, and also light sources. Many of the collaboration partners in CLIC involved in
these developments are from laboratories with Synchrotron Sources or Free Electron Laser installations, and
test components and units in their facilities in view of future use there.

Power and energy efficiency studies, covering the accelerator structures themselves but also very importantly
high efficiency RF power system with optimal system designs using high efficiency klystrons and modulators, will
be continued and it is expected that the power can be further consolidated and possibly reduced. In particular
for stages 2 and 3 many technical developments affecting the power have not been included in the current power
estimates.

Sustainability studies in general, i.e power/energy efficiency, using power predominantly in low cost periods
as is possible for a linear collider, use of renewable energy sources, and energy/heat recovery where possible, will
be a priority. Such studies were already made for the CLIC Implementation Plan (see chapter 7 in [14]), but
for example a complete carbon footprint analysis has not been made. Future work in the area of sustainability
will be synergetic with any future large accelerator study. In particular there are clear plans for future work
with ILC regarding sustainability and power/energy optimisation.

In summary, the CLIC studies foreseen overlap in many areas with challenges for other Higgs-factories or
other accelerators, especially with the R&D topics related to high gradient and high efficiency RF systems.
CLIC and ILC have for many years had common working groups and workshop sessions on beam-dynamics,
sources, damping rings, beam-delivery systems and more. Also the more recent sustainability studies fall into
this category. The C3 concept obviously has many commonalities with the CLIC klystron driven version.
There are also common challenges with the novel accelerator developments concerning linear collider beam-
dynamics, drive-beams, nanobeams, polarization and alignment/stability solutions, and also with muon cooling
RF systems.
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