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ABSTRACT

Exciting proposals for a new “Higgs factory” collider, aimed at the search for
new physics and precision studies of particles and forces, especially measure-
ment of the Higgs boson couplings at the loop level, will be evaluated as part
of the Snowmass process. Potential facilities include (among others) ILC, FCC-
ee, C3, CEPC, CLIC, muon collider and advanced accelerator concepts being
investigated by Snowmass topical group AF6, potentially located in Asia, Eu-
rope, or the United States. The European Strategy has endorsed an e+e− Higgs
factory as its highest priority after HL-LHC. Much of the detector, software,
and physics preparative studies needed for these machines is in common, and is
currently being implemented by physicists world-wide. In this white paper for
the 2021 Snowmass process we look at current global activity on future Higgs
factories and give examples of investments that could be made in these com-
mon areas over the next five years to establish a leadership role for the U.S.
in a future Higgs factory, wherever it is built. The U.S. high energy physics
program confronts a number of challenges that a strong role in the study of
the Higgs boson can address. These include, in addition to the scientific results,
maintaining leading roles in international partnerships, nurturing and advancing
world-leading capabilities and expert resources, and maintaining and attracting
talent. The international effort would benefit from increased U.S. participation,
and the U.S., in turn, would maintain stature through the partnership.

Submitted to the Proceedings of the U.S. Community Study
on the Future of Particle Physics (Snowmass 2021)

1 Introduction

The United States has a long tradition of intellectual leadership in collider-based studies of
fundamental physics. Our current leading contributions to the physics program of the LHC,
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including the discovery of the Higgs boson in 2012 [1, 2], are built on a foundation that
started more than ten years before the start of collisions. The total pre-LHC investment
is even larger when investment in the Superconducting Super Collider (SSC) is included.
The SSC detector design and development, software design and development, and physics
studies, led into leadership roles in LHC detectors, software, and physics analysis. Invest-
ment directly in the SSC and LHC programs was concurrent with the Tevatron detector
upgrades and data taking.

The world is coming to a consensus that a Higgs factory is the natural next highest priority
major HEP collider beyond the HL-LHC [3]. Potential facilities include (among others)
ILC, FCC-ee, C3, CEPC, CLIC, muon collider and advanced accelerator concepts being
investigated by Snowmass topical group AF6, potentially located in Asia, Europe, or the
United States. The European Strategy has endorsed an e+e− Higgs factory as its highest
priority after HL-LHC [3]. The exciting physics programs allowed by these facilities will
be discussed in detail in other submissions to the Snowmass process. Physicists world-wide
are already laying the groundwork necessary for these future machines, through accelerator
design, detector design, and physics sensitivity studies. Their efforts are also becoming
increasingly coherent through unified work e.g. on physics generators.

The future of the U.S. high energy physics program depends on succeeding with a num-
ber of challenges. Foremost are the scientific outcomes. In addition, U.S. international
partnerships are a critical aspect, and maintaining leading roles within those partnerships
are needed to ensure continued success in the future. Within the diverse U.S. community
there are many world-leading capabilities and expert resources that enable the program
and need to be nurtured and advanced. Successful outcomes depend on maintaining and
attracting talent; this requires attractive prospects for on-going and future scientific oppor-
tunities.

U.S. physicists engagement in this global work, to have an appropriate impact, needs a sub-
stantial level of investment well in advance of the finalization of the accelerator and detector
designs. This will ensure leadership in the process of designing the accelerator complex and
the detectors. It should be similar in funding level to that of other participating countries.
In this white paper, we give examples of areas where investment can be made that will
be impactful regardless of the eventual details and location of the facility. We concentrate
on impact on accelerator software, detector development, software and computing, and the
physics program, as these are areas where this paper’s authors have expertise. We also
compare our current levels of impact to those of other countries.

Such investment will also show the world that the U.S. is strongly committed to the exciting
physics program enabled by Higgs factory experiments. By investing now, and contributing
to the developing, integrated world community, we can ensure U.S. leadership in the con-
struction of a facility that is able to commence operation before, or shortly after, the end
of the HL-LHC program. The expertise and strength of the U.S. community will be central
to the program. By working together with our international partners, we give any potential
host nation confidence that the non-host nations will deliver the needed contributions.
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2 Vision

U.S. potential for participation in future Higgs factories could be revolutionized by having
a small but full-time core group of researchers working on Higgs factory research. Working
with the rest of the laboratory community and the community at U.S. universities, these
dedicated personnel would enable the efficient participation by others on a part-time basis.
Ideally a core at national labs would be supplemented by a few full-time university-based
research scientists, engineers and technical specialists. This joint laboratory-university full-
time team will maintain the long-term memory and mentoring of new younger people who
would join the project, playing the role that many U.S. lab personnel and university-based
research scientists played in early U.S. involvement in LHC. In addition, work in the area
of detector development will ensure the current expertise is passed down to a new genera-
tion.

For maximum impact, all of this needs to be seamlessly incorporated into the existing
international effort and to build faith in the world community that all participating nations
are committed to a Higgs factory.

3 Potential investment areas

There are many areas where strategic investment now by the United States is necessary to
ensure a strong U.S. role no matter which factory is built. While we discuss a limited set of
examples here, these should be taken only as examples of areas where investment
now will lead to more impactful U.S. participation in future facilities.

3.1 Accelerator modeling

An essential area for U.S. investment for high impact on future Higgs factories is in acceler-
ator simulation software and computing infrastructure to support design and construction
of machines. Such infrastructure and core knowledge can be used to study how to overcome
the challenges of producing and controlling beams of increasing intensity. Accelerator de-
sign requires expert teams at labs and universities equipped with detailed beam modeling
toolkits that simulate the collective physics effects that limit accelerator performance as well
as commensurable computing infrastructure to perform the simulations. Development and
validation of the software requires contributions from beam physics and software experts to
ensure correct results and user-friendly interfaces.

U.S. effort in this area is currently small. However, renewed effort in this area would be
strongly welcomed by the international community and help ensure a Higgs factory start
before the end of, or shortly after, the HL-LHC.

3.2 Detector R&D for Higgs-factory detectors

In order for the U.S. to enjoy “joint ownership” for a subdetector at a future collider, it is
necessary that university and laboratory groups get in on the ground floor. If we take the
example of the pixel detectors, the pioneering work at FNAL and LBNL led to strong U.S.
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impact in the pixel design and construction. As physicists transitioned from the Tevatron
to LHC, they naturally found projects in the areas where the U.S. had already provided
investment. There is an additional benefit to funding detector R&D for Higgs factories: as
the HL-LHC upgrades are moving into the construction phase, work on practical R&D will
also allow students to get experience in the design and prototyping of detectors.

Calorimetry development for future Higgs factories is currently dominated by CALICE (for
high granularity) and IDEA (for dual readout). The U.S. is no longer supported for CAL-
ICE calorimeter prototype development, design, or testing, and also does not have funding
for dual readout work. Both the CALICE collaboration and the members of the IDEA col-
laboration have frequently expressed a strong welcome for extended U.S. involvement. U.S.
efforts here would lead to a stronger international community furthering calorimeter design.
The U.S. retains strong expertise in these areas from previous investments. At U. Wash-
ington a dual readout concept was first proposed, recognizing the measurement of the two
main components in a shower with multiple sampling media to improve hadron calorime-
try [4]. This approach was subsequently implemented by the DREAM Collaboration [5],
with leadership from Texas Tech. The U.S. laboratories and Caltech have long advocated
for homogeneous hadron calorimetry. The U.S. was also initially part of the group develop-
ing high granularity calorimetry (HGCAL), and institutions such as NIU, Iowa, U. Texas
Arlington, Oregon, Argonne, Washington, Colorado, and SLAC played leading roles. The
U.S. (Oregon and Tennessee) also constructed the first silicon-tungsten luminosity monitor
calorimeter, at the SLD experiment at SLAC [6].

Another example of an area where increased U.S. involvement could lead to a strong im-
pact is silicon detector development for tracking. Precision measurements are demanded
by searches for small deviations from the Standard Model and imply a precise, low mass
tracker. Having excellent momentum resolution for e.g. muons leads (close to linearly)
to reduced uncertainties on Higgs mass measurements and decay-mode-independent Higgs
identification via recoil mass measurement using the associated recoiling Z boson. The
muon collider adds to the e+e− constraints the additional challenges of large Beam Induced
Backgrounds (BIB) and significant levels of radiation. In either case design and construc-
tion will be challenging, and we must be prepared to develop and adopt new technologies
where appropriate.

A U.S. effort led by SLAC National Laboratory in collaboration with the University of
Oregon, UT-Arlington and Oak Ridge National Laboratory is developing CMOS Monolithic
Active Pixels (MAPs) for applications in tracking and electromagnetic sampling calorimetry
for the linear collider [7]. Larger areas of silicon sensors are needed, several hundred m2, for
the low mass trackers and sampling calorimetry. Trackers require multiple layers, large radii,
and micron scale resolution. The CMOS MAPs application present a promising approach,
in which silicon diodes and their readout are combined in the same pixels, and fabricated in
a standard CMOS process. CMOS MAPs sensors have several advantages over traditional
hybrid technologies with sensors bonded to readout ASICs. These include the sensor/front-
end electronics integration, reduced capacitance and resulting noise, lowered signal to noise
permitting thinner sensing thickness, very fine readout pitch, and standardized commercial
production. A number of challenges to the development include the limited reticle size
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(about 2 cm by 2 cm) and required stitching of reticles to 10 cm by 10 cm. ALICE is
addressing many challenges with its Inner Tracking System Upgrade based on ALPIDE, but
others remain. This project aims to address them, with a prototype that solves powering
and readout issues of large numbers of sensors, achieving finer granularity, higher resolution,
and reduced mass budget, at much lower cost.

Low Gain Avalanche Diodes (LGADs) offer the possibility of combined fast timing, low
mass, and precision spatial resolution. 3D integration is now a standard industry technology,
offering dense, heterogeneous, multilayer integration of sensors and electronics. Advanced
process nodes are available as well, lowering power and increasing the density of integration.
Mechanical supports are getting lighter, with CO2 cooling, carbon fiber, and carbon forms
included in current tracker designs.

The U.S. HEP community has had a long history in designing and building tracking detec-
tor systems for colliding beam experiments. The CDF CTC drift system and SVX silicon
systems were pioneering detectors for hadron colliders. This was followed by the D0 SMT
tracker and the CDF and D0 designs for Tevatron Run 2b detectors. Run 2b was cancelled,
but the Run2b design work was the basis of the D0 Layer 0 detector, a predecessor of the
ATLAS insertable B layer; and for the ATLAS HL-LHC tracker mechanical designs. US
groups developed a complete silicon-based tracker design for SiD detector at ILC, includ-
ing the sensors, mechanical support structures, air cooling and electronics. The US also
developed first tracking concepts for a muon collider, based on the SiD design.

The U.S. also has had leadership in sensor development. LBNL and Brookhaven have
led the way with in-house fabrication facilities. This work included technical development
of low-leakage, radiation hard sensors and the development of ”3D” radiation hard sensors
based on deep etching techniques. This work spun off the deep depletion CCD, used for dark
matter studies and infrared astronomy and the extremely low noise ”skipper” CCD. These
groups are actively pursuing R&D in new and emerging technologies, including AC-coupled
LGADs for fast timing.

There was also pioneering work in detector electronics, including the Microplex chip, the first
ASIC designed for detector readout, followed by the SVX family of chips and adaptations
of the architectures for e+e− and hadron colliders. Early work on pixel detectors was led by
SLAC, demonstrating bump bonding and ”data push” designs date back to the early 1990’s.
LBNL has been a leader in pixel readout chips and hybridization. The first demonstration of
3D integration of sensors and electronics was by a FNAL-led consortium which developed an
integrated three-layer detector/readout stack with the two IC layers having a total thickness
of 35 microns interconnected by through-silicon-vias.

Trackers are integrated systems, where tradeoffs must be made between mass, power, speed,
resolution, and processing. Broad experience is crucial to successful design and assembly.
One generation often leads directly to the next, with lessons learned and opportunities
presented by R&D recognized. The U.S. experience and unique resources of the combined
university/national laboratories complex must not be lost. This is not only possible, but
likely, if the U.S. does not engage wholeheartedly in new initiatives. Early engagement often
translates into leadership and that leadership is crucial for a healthy enterprise.
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3.3 Software needs for physics, detector, and accelerator studies

The software and computing needs of analysis efforts to make the physics case for Higgs
factories, as well as the needs for simulations of potential detectors to demonstrate their
feasibility need to be addressed without delay if the international community is serious
about a Higgs factory operating before the end, or immediately after the completion of the
HL-LHC physics program. Teams with expertise on detector modeling tools focused on
future colliders need to be strengthened and provided with resources within high-energy
physics laboratories and university groups.

We know that studies for Higgs factories will demand significant effort on software infras-
tructure, simulation tools, and reconstruction algorithms capable of modeling hard collisions
at the required energies. These efforts include software improvements and physics enhance-
ments to event generators and to the Geant4 detector simulation toolkit, in order to enable
detailed descriptions of the complex geometries of future detectors, accurate modeling of
hard collisions and physics interactions inside the detectors, as well as to extract all the
physics information delivered by novel detector technology and features. Even if computing
demands of Higgs factories were smaller than those of HL-LHC, software packages need
to be re-engineered to incorporate modern techniques, such as AI, and run on new com-
puting platforms, including super-computing facilities requiring efficient use of hardware
accelerators.

The U.S. program needs a long-term commitment to build expertise through new hires
and training, given that the development, maintenance and support associated with the
above-mentioned tasks require skills and expertise which are scarce and in high demand.
Investment should not be limited to the software tools themselves but also cover the ex-
pertise to integrate physics generators and detector configurations within the experimental
frameworks. This includes efforts to tune and validate generated events, use high-level
languages (such as DD4hep and Key4hep [8]) to describe detector geometries, optimize
navigation, magnetic field, and physics options within Geant4, and model pileup back-
grounds and readout electronics, and to assist the detector development community with
the use of these tools.

An important area of expertise to expand in the US is contributing to complete reconstruc-
tion of events. Physics and detector performance studies use sophisticated algorithms that
seek to reconstruct all physics objects using information from all relevant sub-detector sys-
tems in an integrated way within a full collider event. These are of critical importance for
evaluating and improving the overall collider detector design, and are needed to assess in a
holistic way the pros and cons of different sub-detector approaches, and can be beneficial
for understanding the potential of specific detector R&D opportunities in the Higgs factory
environment. Along these lines, it would be particularly useful to develop a framework for
evaluating the physics potential and detector performance of various Higgs factory detector
concepts, potentially across different accelerator facilities.

The U.S. HEP community has not succeeded in crafting a long-term coherent funding model
to support physics generators, and has reduced detector simulation direct investment, e.g.,
Geant4 development, to a modest contribution to R&D for new computing architectures.
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Continuity and predictability are essential to build competent and productive teams to
provide software and computing support for future collider studies, thus enabling the US
to play a leading role within the international community.

3.4 Physics analysis preparations

Involvement in physics reach studies and analysis preparation not only helps in the planning,
design, and optimization of the physics program and experiments, it can provide opportu-
nities for young faculty, postdocs, and graduate students to produce limited authorship
papers that are useful in furthering their careers. A “school” training program similar to
those provided by the ATLAS and CMS collaborations (e.g. the CMSDAS at the LPC),
organized by the core full-time community, would help them engage part time, providing
full time experts in their own time zone and lowering travel costs. Computing resources
needed to support these studies could be provided through the Open Science Grid, with
some assistance from their staff in deploying the necessary software.

3.5 Computing

Computing has turned out to drive a major component of the cost of LHC experiment
operations. The complexity of LHC collision events and the large trigger rates drive these
costs, as they lead to demands for millions of processors and petabytes of disk storage to
process and store both detector and simulated events. These demands have been satisfied
through the deployment of a global network of computing centers that share the load of
data processing and storage. The cost for these centers has been borne by the nations that
deploy them, typically at a level that scales with their headcount on a given experiment.
Strong U.S. participation in a Higgs factory experiment will likely necessitate an equally
strong need to contribute both financially and intellectually to the computing for that
experiment. The cost of the deployment and operations of U.S. computing facilities for
the LHC is about a quarter of the total U.S. operations cost of the experiments, even with
the institutes operating the facilities providing the infrastructure, power, and cooling for
them. There are additional costs for developing and maintaining the “software” parts of the
computing, namely the data management and workflow management infrastructure.

The computing demands of a Higgs factory are expected to be on the same scale as those of
the LHC [9]. Because of the small lepton interaction cross section, event rates will be smaller,
and in the absence of strong interactions and with a low number of multiple interactions the
collision events should be simpler to interpret. However, sophisticated detectors that provide
rich information on particle interactions could require compute-intensive simulation and
reconstruction algorithms, and if current trends continue physicists will be more and more
interested in analyzing the data with compute-intensive artificial intelligence and machine
learning techniques. Furthermore, this provides an opportunity to devise a computing
infrastructure very different than that needed for the LHC (or the HL-LHC), which could
allow for a different and better user experience.

It is not too early to begin to specify a computing model for a Higgs factory. Efforts to
develop computing models for the LHC started in the 1990s, well before first collisions,
with the MONARC project completing around 2000 [10]. MONARC made use of about
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200 person-months of effort, the equivalent of about 5 FTE over three years. A similar scale
effort could make significant progress on a Higgs factory computing model. This could begin
with a widely agreed-upon specification of the parameters that drive the model, such as event
sizes and processing times, and then exploration of how those parameters drive requirements
on computing facilities (processors, disk, tape) and the wide-area networks that connect
them. This would result in some preliminary cost estimates for Higgs factory computing,
which would be necessary for any estimate of the true cost of experiment operations.

3.6 Complementarity of U.S. laboratories and university groups

The United States is fortunate to have both strong federally supported laboratories and
a wide variety of strong university groups. For long range planning, these complement
each other. Support for university groups plays a particularly important role in training
outstanding young scientists in the field. Young scientists are very interested in what
comes after the HL-LHC and have the state-of-the-art technical talents to perform detailed
studies of physics measurements, and maintain a simple software framework to encourage
new participants. However, to keep up on an experiment like ATLAS or CMS is already
more than a full-time-job. A strong full time core group at labs can actuate this eager
community and help make the Higgs factory a reality. It would also benefit the U.S.
program to restore some of the university-based research scientists. These scientists have
more flexibility regarding travel than lab-based researchers, can be less expensive, and have
traditionally been leaders in long-term preparations.

4 Needed investment size

For a Higgs factory on a desirable timescale, a substantial investment is needed now. In
this section, we look at the level of funding that allowed the U.S. to have a strong impact
on ILC detector design prior to 2008, and also at funding of Higgs factory efforts elsewhere
in the world. Also, since in many cases detailed information is not available, we look at
heuristics like talks given at conferences as a measure of engagement.

4.1 Historic U.S. investment in Higgs factory accelerators

During the period 2005 – 2008, the DOE supported a broad range of activities by the
Global Design Effort to develop the International Linear Collider, at the time the only Higgs
factory under serious consideration. At its peak, the funding was at the level of $30M per
year, with about 90% devoted to the design of the facility and R&D on critial subsystems.
The remaining 10% was used for detector R&D, support for the GDE management, and
an international ILC school for young physicists. Similar levels of funding and in-kind
contributions were provided by Europe and Japan. This funding was critical for completing
the 2007 Reference Design Report and the subsequent Technical Design Report in 2013 that
established the ILC as a mature project, ready for project initiation.
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name
personnel
(MCHF)

Materials
(MCHF)

Total
(MCHF)

High-field superconducting acceler-
ator magnets (HFM) R&D

19.9 73.8 93.7

Linear collider 19 14.4 33.4
FCC 34.3 85.6 119.9
Muon collider 5 5 10

Table 1: Information on CERN ”medium term plan” funding for 5 years

4.2 Historic U.S. investment in Higgs factory detectors and physics pro-
gram

Detector development for ILC was funded from fiscal years 2005 to 2008 [11], and was about
$3.4M in total from DOE and about $1.1M from NSF to the universities and a coordinated
$0.7M to the labs who were working with the universities on specific projects. It was during
this time that the U.S. had a large impact on high granularity calorimetry through funding
of NIU, Iowa, U. Texas Arlington, Oregon, Argonne, Washington, Colorado and SLAC. The
U.S. also had a leading role in thin silicon sensors via Purdue, Oregon and SLAC (now led
by members of the ALICE collaboration in Europe).

4.3 Dedicated Higgs factory funding outside of the U.S.

In this section, we look at current investment in the Higgs factories outside of the United
States.

One thing to note when estimating the appropriate size of a potential U.S. contribution:
the population of the U.S. is 62% that of the sum of the countries in the CERN member
states. Currently employees of U.S. institutions make up about 20% of each of the ATLAS
and CMS collaborations. The U.S. population is 2.6 times that of Japan. The GDP of the
U.S. is 1.1 times that of the CERN member states and 4 times that of Japan.

Also note that this investment is being made simultaneously with the operation of the LHC
and the construction of HL-LHC and its detector upgrades.

4.3.1 Investment via CERN funding

Full-time dedicated staff are essential for the establishment of a new facility and a new
physics program. Typically, the host laboratory provides a substantial portion of the ded-
icated staff. For European nations, a common host laboratory is CERN. Based on the
outcome of the European strategy [3], CERN (and via CERN its member states) has de-
cided to make a large investment in a future Higgs factory (see Figure 6 in Ref. [12]). Details
are shown in Table 1.
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4.3.2 Italy

Italy has also made public its plan to invest heavily in future Higgs factories. INFN in its
report for the next three year plan [13] considers increasing the yearly support for Muon
Collider and FCC R&D from 1% to 2.8% of the CSN1 (the Italian funding committee for
experiments at particle accelerators) budget of 20 M€, as indicated by its International
Evaluation Committee. Funds for FCC in 2021 have been 234 k€ and in 2022 this has
grown to 345 k€. Additional INFN support for dual readout calorimetry for about 800
k€ in 3 years, starting in 2022 with 171 k€, is provided by CSN5 (the Italian technology
R&D funding committee). CSN5 also extended support for the pixel detector R&D called
ARCADIA for another year in 2022 with 185 k€ [14].

INFN leads two grants related to Higgs factories: AIDAinnova and Euro-Labs.

AIDAinnova is an approved EU grant of 10 M€ for a duration of 4 years. The project
involves R&D on basically all the different types of detectors in use or planned for HEP,
with a strong emphasis on future experiments at future colliders (FCC-ee, ILC, CEPC,
etc.). The project started in April 2021 and will therefore run until the end of March
2025. The project involves 45 beneficiaries, subdivided in 35 academic institutes and 10
Companies, plus 10 associated partners. AIDAinnova adopts a co-financing scheme in which
each beneficiary co-finances the project. The total funding of AIDAinnova reaches about
25 M€. Roughly a bit more than 30% of the budget is reserved for the R&D for future
Higgs factories and Italy’s share is a bit more than 3 M€.

Euro-Labs is an accepted EU grant for accessing test beams and irradiation facilities. It
is a large project, submitted in conjunction between Nuclear Physics, Accelerator physics
and Detectors for HEP. More than 30 European Research Infrastructures are included and
accessible through Euro-Labs. The funding amount is 14.5 M€ also over a timespan of 4
years. The starting date of the project will be September 2022. This funding will pay for
travel expenses to participate to test beams. Detectors for HEP will receive more than 3
M€ over 4 years. 25 beneficiaries and 8 partners encompassing several European countries
are involved in the project.

4.3.3 S. Korea

S. Korea is another nation that is actively pursuing leadership in a future Higgs factory.
R&D for dual readout calorimetry for future Higgs factories of $2M over 5 years [15] has
been allocated.

5 Metrics on current U.S. impact on future Higgs facto-
ries

Since funding numbers are not yet available from many countries, we look at other measures
of their engagement. There are several potential heuristics. For example, one could look
at the fraction of leadership positions in an official hierarchy. The intellectual impact of
an individual in a small management team, however, is difficult to measure. Perhaps more

10



Figure 1: for the ILCX2021 conference [left] talks by country [right] talks by subject

Figure 2: for the FCC 2021 conference [left] talks by country [right] talks by subject

useful is the fraction of talks at workshops by country of affiliation, as these talks generally
represent cutting edge results and are solicited from the leaders in each area.

Data used in this analysis can be found at this link.

The ILCX2021 conference was held fully online in October, 2021. Figure 1 shows the
nation of the speaker’s affiliation for all talks (left) and by several talk categories (physics,
accelerator, detector development) (right).

The FCC2021 conference was held 28 June to 2 July 2021. Figure 2 shows the nation of the
speaker’s affiliation for all talks (left) and by several talk categories (physics, accelerator,
detector development)(right).

The FCC “physics, experiments, and detectors” conference 2020 was fully online and was
help 10-13 November 2020. Figure 3 shows the nation of the speaker’s affiliation for
all talks (left) and by several talk categories (physics, accelerator, detector development)
(right).

The CEPC 2021 conference was help 8-12 November 2021 and was fully online. Figure 4
shows the nation of the speaker’s affiliation for all talks (left) and by several talk categories
(physics, accelerator, detector development) (right).

As can be seen in the distribution of talks, Europeans dominate, while U.S. participation
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Figure 3: for the FCC PED 2020 conference [left] talks by country [right] talks by subject

Figure 4: for the CEPC conference (accelerator excluded due to difficulty parsing data as
the titles were in Chinese) [left] talks by country [right] talks by subject
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is weaker than it should be to maintain leading roles and influence. Increased support for
U.S. efforts would result in stronger presence among the international contributions.

6 Executive Summary

It is an exciting time for the study of fundamental physics. The discovery of the Higgs boson
has opened a new window on fundamental physics waiting to be explored. More broadly,
the U.S. high energy physics program requires success in confronting a number of practical
challenges that study of the Higgs boson can address. These include maintaining leading
roles in international partnerships, nurturing and advancing world-leading capabilities and
expert resources, and maintaining and attracting talent. The global interest in a Higgs
factory provides the opportunity to ensure the U.S. program succeeds on these critical issues.
Currently, many countries are providing substantial budgets for Higgs factory experimental
preparation. This sets the scale needed to engage the U.S. community, with its many areas
of expertise. With such support, the U.S. capabilities would immediately be welcomed into
partnerships with the international effort. It would sustain the U.S reputation as a partner
to be relied on, while building on existing expertise, and retaining and attracting the best
young personnel.
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