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LHC: physics goals and
machine parameters



cEw) Collisions at the LHC: summal-

Proton - Proton 2804 bunch/beam
Protons/bunch 1011

Beam energy 7 TeV (7x1012eV)
Luminosity 1034cm-2s-1

v
‘e J8.°
gLlndy

= Crossing rate 40 MHz

Bunch :* S

Profoe Collisionrate= 107-10°
Parton
(quark, gluon)

L Higas® New physics rate = .00001 Hz
Particle . W Z ° Event selection:

,e% N> & Susy.... 1 in 10,000,000,000,000
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Higgs boson production at LH-

Primary physics goal: explore the physics of
Electroweak symmetry breaking.

¢ In the SM: the Higgs

+ Energy of the collider: dictated by machine radius and magnets
¢ Luminosity: determine from requirements

Higgs mass: unknown;

o(pp —-H+X)

3 107
could be up to ~1TeV/c2. sz ratey
. 10F m = e 108 _
¢ Wish: ~20-30 events/year e CTEQ4M T
= ’_5‘ 1 _ -------------------- 105 Q
at highest masses g P otan.. e o
. . O..-1L I R ‘:
Luminosity needed: 10 G- 10‘25
1 034cm-25-1 902 5 ‘*::‘;: 103 "g‘
E T, TR Y
..-.__._..-. S — Bz o (1))
+ At 10" protons/bunch, 27 10 wsmada S K
km (i.e. 90 pus), need ~3000 104l T
bunCheS 0 200 400 600 800 1000
M., (GeV)
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) Beam crossings: LEP, Tevatron & LHC

N

LHC will have ~3600 bunches

¢ And same length as LEP (27 km)

+ Distance between bunches: 27km/3600=7.5m

+ Distance between bunches in time: 7.5m/c=25ns

LEP: e*e Crossing rate 30 kHz

|| I I
22us
; - \I Tevatron Run |
I I

3.5us

= un |l

LHC: pp Crossing rate 40 MHz

I <> T 1T T1n 1
25ns
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o pp cross section and min. bias

NS
# Of interaCtion5lcrOSSing: LLLLLLLL LR L L LR LELLL) LA LL G(pp)z70 mb
+ Interactions/s: N T O l
e Lum =103 Cm_25_1=107mb_1Hzig e 55:5{:'5555':5{%2** - ’z*'**ﬁi.'ﬁi'}ﬁ ﬁE;ff'f*'* e
e o(pp) =70 mb 2 DR
e Interaction Rate, R = 7x108 Hz% i.....
. 5 Y : i
+ Events/beam crossing: ©wh. ;‘rnﬂ; o e
e m I R e e
e At=25ns =2.5x10% s T E Y ST AT R T IO I I
. . 1w 1 w 1w W ot W W W W
¢ Interactions/crossing=17.5 e
192 30 i ' i

¢ Not all P bunches are full Center of mass energy (GeV)
e 2835 out of 3564 only
e Interactions/”active” crossing = 17.5 x 3564/2835 = 23

Operating conditions (summary):
1) A "good"” event containing a Higgs decay +
2) =~ 20 extra "bad" (minimum bias) interactions
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) pp collisions at 14 TeV at 103 cm2s"*

N

20 min
bias
events
overlap

H->ZZ

L >pp
H— 4 muons:

the cleanest
(“golden”) (not the H though...)

signature repeats every 25 ns...
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\”j Impact on detector desig-

LHC detectors must have fast response
+ Avoid integrating over many bunch crossings (“pile-up”)
+ Typical response time : 20-50 ns

— integrate over 1-2 bunch crossings — pile-up of 25-50 min-
bias events — very challenging readout electronics

LHC detectors must be highly granular

+ Minimize probability that pile-up particles be in the same

detector element as interesting object (e.g. y from H — yy
decays)

— large number of electronic channels

LHC detectors must be radiation resistant:

+ high flux of particles from pp collisions — high radiation
environment e.g. in forward calorimeters:

e up to 10" n/cm? in 10 years of LHC operation
e up to 107 Gy (1 Gy = unit of absorbed energy = 1 Joule/Kq)

P. Sphicas SSI 2006
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= “In-time” pile-up: particles from the same crossing but
from a different pp interaction

s Long detector
response/pulse shapes:
¢ “Out-of-time” pile-up: left-over
signals from interactions in
previous crossings
+ Need “bunch-crossing
identification”

[N super—
In-time
7[ X‘ pulse ::>
- X
impose S
Z<*- \\\thi:;¢:tn=aafk

5 4 321012 3 456 7 8 9 101112 13 14 15 16 17 5 4-3-2-10123 456 7 8 91011 1213 14 1516 17 18 19 20
t (25ns units)

t (25ns units)

D N
//
T

pulse shape
pulse shape

SSI 2006
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o Time of Flight

c=30cm/ns; in 25ns, s=7.5m

Muon Detectors Electromagnetic Calorimeters

Forward Calorimeters

End Cap Toroid

u
B | Toroid Inner Detector . . ieldi
arret forot Hadronic Calorimeters Shielding
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Cross sections of physics
processes vary over many
orders of magnitude

¢ Inelastic: 10° Hz

¢ W /v:10%2Hz

¢ ttproduction: 10 Hz

+ Higgs (100 GeV/c?): 0.1 Hz

+ Higgs (600 GeV/c?): 10-2 Hz
QCD background

¢ Jet E; ~250 GeV: rate = 1 kHz

+ Jet fluctuations — electron bkg

¢ Decays of K, t, b - muon bkg

Selection needed: 1:1010-11
+ Before branching fractions...

P. Sphicas SSI 2006
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&N Selectivity: the physics -

LHC  Vs=14TeV L=10*cm?s™ rate
- Event rate-- H)-Jas
E——————bh

MHz
Level-1 mp
O kHz
® Wiy
BF On tape
& 7521 P *
o it
~ BY Sarasras Hz
99—Hgy SUSY qq+3g+9g
tanp=2, y=m-=m;/2
= = tanp=2, u=m-=m:
~ q9—qqHg, g g
~ Hgyowy hesyy T L
Hgy—22 41
Hz
® Zoyd scalar LQ v "
50 100 200 500 1000 2000 5000

jet E; or particle mass (GeV)
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CE/RW
\

a
barn

N

LHC  Vs=14TeV L=10"em’s™

rate eviyear

f—— inelastic

L1 INPUt sl

GHz :

ON

Physics selection at the LHC

-line >

< OFF-line
LEVEL-1 Trigger
Hardwired processors (ASIC, FPGA)

[ L L s | |Pipelined massive parallel

mb Ly .(.“'. ;
—bb ~Qf NNl
MHI ot ]‘ j | —
max Detector output = S\ HIGH LEVEL T"ggers
max L1 uytputa N W 7= Farms of
max HLT input ' : o -'~'-’._.I processors
iib B,
kHz
HLT QUtpUt s
P ' Reconstructlon&ANALYSIS
W a@maaa TIER0/M/2
i Centers
SUSY qq+qg+gg ) PEmT
tanf=2, p:m;:m&& J
S tanf=2, ji=m:=m;
ob| - da-aHy, i Kk
I I S
| 4 4 41| | >
Iy
b
HSM—}EZU—MN _! _L | A _‘I,_. _L..
Hz
(O A sealarLQ\ Zo2\" 25ns 3us ms sec hour year
50 100 200 500 1000 2000 5000 "10° '10 103 100 103 ! _
jet E, or particle mass (GeV) Giga Tera Petabit
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\fj Trigger/DAQ requirements/chal-

N (channels) ~ O(107); =20 interactions every 25 ns

+ need huge number of connections

+ need information super-highway
Calorimeter information should correspond to tracker
info

+ need to synchronize detector elements to (better than) 25 ns
In some cases: detector signal/time of flight > 25 ns

+ integrate more than one bunch crossing's worth of information
+ need to identify bunch crossing...

Can store data at = 102 Hz
+ heed to reject most interactions

It's On-Line (cannot go back and recover events)
+ need to monitor selection

P. Sphicas SSI 2006
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Trigger/DAQ: architectures
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Level-1 trigger: reduce 40 MHz to 10° Hz

Online Selection Flow in pp

o This step is always there
¢ Upstream: still need to get to 102 Hz; in 1 or 2 extra steps

“Traditional”: 3 physical levels

- Switching network

9

Detectors

Front end pipelines

Readout buffers

Processor farms

T

Detectors

Front end pipelines

Readout buffers

Switching network

Processor farms

CMS: 2 physical levels

P. Sphicas
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CE/RW
\

Three physical entities

NS
Additional processing in LV-2: reduce network
bandwidth requirements
‘ o e e Rate (M2) ___LEVEL1 Trigger 40 MHz
QED 3 Hardwired processors (ASIC, FPGA)
— — e N 1+ MASSIVE PARALLEL
— . , ke ol , . / Pipelined Logic Systems
Switch E— . Readout 108 1
[:][:l [:] Manager Builder Network
o | 10° SECOND LEVEL TRIGGERS 100
Farms kHz SPECIALIZED processors
[Computing services ] 10¢ <(fia-tg.r1e_ ?);’Lr?ctgn»and global logic)
e gl e N
40 MHz Top 10 AR
7
10° Hz 10° | ‘é\jé\jé\‘é\
10° Hz Higgs ] B = -
-2
10 Gb/s : HIGH LEVEL TRIGGERS 1kHz
Standard processor FARMs <=
104 25 ns - Us ms sec
102 Hz 10 10° 104 102 10°
Available processing time
P. Sphicas SSI 2006
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Two physical entities

Rate (Hz) LEVEL-1 Trigger 40 MHz
vy 7| Detectorfromens  }—— QED - Hardwired processors (ASIC, FPGA)
Trigger Readout MASSIVE PARALLEL
F - Systems /l Pipelined Logic Systems
, 100 S
ngggter 4[ Builder Networks H Ccl?#trr]ol ~(e)
J\
I— Filter 10°] Z 4——-001-1sec —
Systems <“«-1ps —p
[ Computing Services ]7 10 ‘é\ \)é\ ‘é\ \é\ \é\
W,z TR A S
Top 102
40 MHz o A A A
105 Hz 10 SRR
Higgs TRNARS RN A R
104
1000 Gbls HIGH LEVEL TRIGGERS 100 kHz
i Standard processor FARMs
@ N 104 25ns - s ms sec —
ms_s 102 Hz 10¢  10° 104 102  10° =

- Reduce number of building blocks

Available processing time

- Rely on commercial components (especially processing and

communications)

P. Sphicas
Triggering

SSI 2006
July 2006



) Comparison of 2 vs 3 physical levels

N

Three Physical Levels Two Physical Levels
¢ Investment in: ¢ Investment in:
e Control Logic e Bandwidth
e Specialized Model e Commercial
processors Processors
L] Data L]
®I Bandwjdth
(2) Data [ ]
‘ ‘ Access
@ Bandwidth ‘ \
1 Processing T
G_" Units G_"
P. Sphicas SSI 2006
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™) Trigger/DAQ parameters: sun-

No.Levels Level-1 Event Readout Filter Out
Trigger Rate (Hz) Size (Byte) Bandw.(GB/s) MB/s (Event/s)
3 10° 106 10 100 (102)
2103
10° 106 100 100 (102)
vo 106 2x10° 4 40 (2x10?)
w4 4 104
ro-rp 900 5x107 5 1250 (10?)
p-p 103 2x106 200 (102)
P. Sphlcas | SSI1 2006
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) Trigger/DAQ systems: pre

High Level-1 Trigger

(1 MH2)
LHCb | High No. Channels
High Bandwidth
( 1000 Gbit/s)
10°
N
=
Q
©
o 104
° High Data Archives
e . (PetaBytes)
10° | i
ALICE
102 —_—
10° 10
Event Size (byte)
P. Sphicas SSI 2006 20
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Y

Trigger/DAQ systems grand view

Rol addresses

=

Level-2 Trigger

System

Levels 3

L |

L2 Acc/Rej

LV-1 rate 100 kHz

Readout 10

GB/s

Rol

Full Event
Buildin

O

‘Bl

LB
Wl Jl| TI

o
"
=
! l-— l
o
o
o

Toamasan |

-
kﬂl
T R

i 5

mle

Levels

LV-1 rate 500 Hz =™
Readout 5

s BE=

GB/s

Storage 100 MB/s O Storage 1250 MB/s
LHCDb Detector Data
LHCb VELO TRACK ECAL HCAL MUON RICH Rates
Lovel 0™\ _40 S 5
Trigger
Fixed latency 1MHz |Timing|Lo @ @ @ Level-0
40ue & Fast Front-End Electronics [
Level 1 Detector Frontends 40 MHz sorz |control L[ EEE 178BIs
izl Read DB Kl i | SRR il
’Wﬁ . Va'ia:’;e“::'e""y ILEI .Ji% Front-End Multiplexers (FEM) ||
10° Hz s
- ContrOI % H ‘ ‘ " H . " Front-End Links 4 cBis
ME;;B; - M Builder Network - and AR 1 RU RU Read-out Units (RU) |—
Monitor S S S N S
Eikior 1 This . [ >< >< >< >< Read-out Network (RN)]—‘ 4 GB/s
Systems P i l l l
| SFC|- -+ {SFC| Sub-Farm Controllers (SFC)|~
[ Compuling Services 10% Hz Triggor Level 253 Control &
Levels 2 Levels 3 o) eventFier| |1 | "
cpu |H cpu
LV-1 rate 100 kHz LV-1 rate 1 MHz Varizble latency .
Readout 100 GB/s Readout 4 GB/s Ls-200me

Storage

100 MB/s

Storage 40 MBI/s

Storage|

P. Sphicas
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Physics selection at the LHC

NS
b:m LHC Vs=tdTeV  L=10"cm’s” rate evijear QOQN-line 3 > OFF-line
o Jol*e . LEVEL-1 Trigger
————ginelastic L1 input (12 Hardwired processors (ASIC, FPGA)
jo |1 M _..___|Pipelined massive parallel
MHz +10]" Bin &Pl
max Detsctor autput NN HIGH LEVEL Trlggers
max L1 uutputa 10l? NS , E r . —= Farms of
max HLT input s : o processors
b 10" i ;
kHz 10 "
TR T ——— R .
' Lvi-1 Trlgger ' Reconstructlon&ANALYSIS
nb - Y S TIERO/1/2
o Centers
SUSY qg+qg+0g : i ppE
tanf=2, p:m;:m&& 10® ]
pb 10° ez
L] | K A
mhz 4 10 -
| - - - | | -+
o FERER R AR
b 10? inep []]
Hz 10
’ 25ns 3us ms sec hour year
50 100 20 500 foo0 2000 000 | ‘109 106 103 '1_()-0 103 ' _
jet E; or particle mass (GeV) Giga Tera Petabit
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o) Level-1 trigger algorithm-

Physics facts:
¢ pp collisions produce mainly hadrons with P.~1 GeV

+ Interesting physics (old and new) has particles (leptons and
hadrons) with large transverse momenta:

e W—oev: M(W)=80 GeV/c?; P;(e) ~ 30-40 GeV
e H(120 GeV)—-yy: PL(y) ~ 50-60 GeV
Basic requirements:
+ Impose high thresholds on particles

e Implies distinguishing particle types; possible for electrons,
muons and “jets”’; beyond that, need complex algorithms

+ Typical thresholds:
e Single muon with P;>20 GeV (rate ~ 10 kHz)
> Dimuons with P:>6 (rate ~ 1 kHz)
e Single ely with P:>30 GeV (rate ~ 10-20 kHz)
> Dielectrons with P:>20 GeV (rate ~ 5 kHz)
e Single jet with P.>300 GeV (rate ~ 0.2-0.4 kHz)

P. Sphicas SSI 2006
Triggering July 2006 24



™)) Particle signatures in the dete-

Use prompt data (calorimetry MUON System
and muons) to identify: Segment and track finding
High p, electron, muon, jets,
missing E.

CALORIMETERSs

Cluster finding and energy
deposition evaluation

N ! 7 | New data every 25 ns
Decision latency ~ us

P. Sphicas SSI 2006 25
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) At Level-1: only calo and muon info

N

Pattern recognition much Compare to tracker info
faster/easier . s

P
Hadron Electromagnetic
iy %

i ¥ 1 T =i el agn

« Simple algorithms
« Small amounts of data

 Local decisions

P. Sphicas SSI 2006
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\g Level-1 Trigger: deci

=« Synchronous

40 MHz digital _ Local level-1 trigger
system Global Trigger 1 piimitive e, v, jets,

+ Typical: 160 MHz H; —

internal pipeline

= 2-3 Us

latency
loop

¢ Latencies:

e Readout +
processing: <

s =
e Signal Front-End Digitizer [::I—Pé] Tri
collection & o ? P -r'gtger
et e Pipeline delay rimitive

distribution: = (=3 ps) Generator
2us

= AtLvl-1: process Accept/Reject LV-1

only calo+p info
P. Sphicas SSI 2006 o7
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N Signaling and pipe

TIME

f
J %

Detector front end

d pipelines

j% Front end

Readout buffers

Light cone
. — — SPACE
Control ~— /7 £ 1 %\
Room //// N\\N
Experiment
P. Sphicas SSI1 2006
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) Detector Readout: front-e

DIGITAL Asynchronous

ANALOG pipeline
M Shaper
z
ASP DIGITAL Synchronous
Shaper
Pipeline
40 MHz ADC
DSP
Pipeline
—>
Readout

P. Sphicas SSI 2006
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) Clock distribution & syn

NS

« Trigger, Timing & Control (TTC); from RD12

Global Trigger1  Local level-1
Primitive e, g, jets, p

(& \
Controls g
g Total
— Global Level 1 @ latency
- 128 BX
- Y
RF —p» Timing&Contro I:I_Ogél
—p» Distribution \ 4
g I sl
|:| Layout delays
@ Programmable delays (in BX units) Reidout

@ Clock phase adjstment

LHC Bunch Crossing number (from TTC)

a i 3563

—ile—tpeT + ALCT decision time

i

1

1
I
iy
i
'

’ Anode LCT Bunch Crossing number (data) 3963 30
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N

CMS ~ similar

~7000 calorimeter trigger towers
(analogue sum on detectors)

Lvi-1 trigger architecture: ATLAS

Radiation tolerance,
cooling, grounding,
magnetic field, no access

O(1M) RPC/TGC channels

Calorimeter trigger

Muon trigger

Pre-Processor

Muon Barrel

Muon End-cap

Trigger

Trigger

(analogue — E)

Muon central

Jet / Energy-sum

Cluster Processor

Processor (e/y, Uh) trigger processor
Design all digital, Central Trigger
except input stage of Processor (CTP)

calorimeter trigger
Pre-Processor

Timing, Trigger,

Latency limit 2.5 (s

Control (TTC) 20
P. Sphicas SSI 2006
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N Lvl-1 trigger data flow: ATLAS

Vi
O Nn -d etector: Level-T Calorimeter Trigger Architecture
z TilodLAr
+ analog sums to form trigger [Lf,,}(ﬁh"me'ers ,tmaz

towers P (—nguesum

Off-detector: . —2
. e el THigger Beceiver
+ Receive data, digitize, cavern
. . . | PPr| Freprocessor
|dent|fy bunch crossing, PG TODILFADC
FIFO, BCID Te PPrRois
compute ET Look-up table #£58
2xzsum | BC-mux
+ Send data to Cluster 35l jet elements

Processor and Jet Energy ootsera imts
Processor crates e e
Local processor crates: e | o
] L ExEy | Decitsiaing
+ Form sums/comparisons as R L ) e tonwtas
per algorithm, decide on G I
objects found spuos |

L —»{Lever7 Central Trigger Processor (CTP)

Global Trigger: decision

P. Sphicas SSI 2006
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&) Lvl-1 Calo Trigger: ely algorithm (CMS)

Hadron Electromagnetic Trigger Tower = 5x5 EM towers
=
E-H
Tower 72¢px54n x 2
= 7776 towers
- 0.0145n
Hit 0.01457
0.087¢

) + max Ex(dif) > Exm"

E(FB) / E(FR) < HoEmax ‘ isolated
At least 1 E(T [, [, FR) < Eigom> e

Fine-grain: =1 ) > R Emin

P. Sphicas SSI 2006
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&) LvI-1 Calo ely trigger: pe

NS

Efficiencies and Trigger Rates

1
1 L DEDG ot . Jor M
"R
0_3 14 (18 ¢ 22/ 26 30 09
> g
S o6 S F
'S S5 45
E 0.4 E :
0.7
0.2 o
& ﬂs: | 1 1 1 1 1 |
2 -1 0 1 2
Electron Pt [GeV] n
102 103
Level-1 single e.m. E Level-1 single e.m.
goes 2x1 D:ﬁfcmz?s E ‘ ‘ 1 gmfc:mgfs ?
."--:""-- LD REEE After FG + HoE
] ek —— After isolatipn &
gl e i ot i = 107
¥ [ ;-
= il s
2 -1 3
1 ] & 10
10 .
20 35 30 35 30 35 L o R | [ S—
Level-1 E(95%) [GeV] Level-1 E(95%) [GeV]
P. Sphicas SSI 2006 34
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@) Lvl-1 jet and t triggers

Issues are jet energy resolution and tau identification

+ Single, double, triple and quad thresholds possible
+ Possible also to cut on jet multiplicities

¢ Also ETmiss, SET and SET(jets) triggers

Tngger ,

“t-like” shapes identified for t trigger

prwm Crystal

i
-

—
AnAg = ﬂ.34§

An,Ag = 1.04 Sliding window:

- granularity is 4x4 towers = trigger region
- jet E; summed in 3x3 regions An,A¢ = 1.04

P. Sphicas SSI 2006
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o) Lvl-1 muon trigger -

The goal: measure
momentum online

generator
+ Steeply falling - /_J ‘ - H
spectrum; resolution | — > I—
costs! =T h . TGC 3
The issue: speed RPC 2 W\/ TGC 1
¢+ ATLAS: dedicated — i s
muon chambers (RPC / mcs. low p,
and TGC) f f fl I M:-f — .:"
¢ CMS: RPC added to DT / Tie Calormeter
and CSC (which provide //""' %‘ high p,
standalone trigger) - -
0 _ — 5 “IE] | “II'E.n'||_|
I10IIII20IIII30IIII40IIII50IIII60

p} threshold [GeVi/c]

P. Sphicas SSI 2006
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NS
Drift Tubes cSsc
A" HE
| 4H| a ‘{]EEE wires
. [ o3 | ——
[ o=/ T » H
s =i i
i —
= ¢ sirips
2 a3
1 ==

thrashald

Meantimers recognize tracks
and form vector / quartet.

i

[ = [ + [« « T o] «T =T+ ]
4 3 [] w | & F ¥ | & | ¥ |

[ o« T » [ o T e JjoT 2T «T2=]
[o T« T+ T sTofTef+Te]

|
v
I3
[» T+ [ T « T «+ 7T 1 1
« [+« [ v F e [ v [« [ v [ =« |
[« [ + [ & | & [ « | 4
I

4
I‘IG;IFI'IIIOIIIGI

Correlator combines them
into one vector / station.

Hardware implementation:

ASICs for Trigger Primitive Generators
FPGAs for Track Finder processors

Hit strips of 6 layers form a vector.

Lvl-1 muon trigger (CMS)

muon station 4
muon station 3

muon station 2
r-t.-—"”-.-'

muon
station 1

threshold

 Extrapolation: using look-up tables
» Track Assembler: link track segment-
pairs to tracks, cancel fakes
 Assignment: P+ (5 bits), charge,

n (6 bits) , ¢( 8 bits), quality (3 bits)

P. Sphicas

SSI 2006
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o Lvl-1 muon trigger (CMS)

|
s

MS 4 —
HEEEEEEEEN | 1 4 0 —L ¥ ¢
MsazAi'l' —.
EEEEEEEEEE B 5 1 ar * e
2T@||||||||| ] e e—e—
— 1
6 3 MS 2 E @ S L =
—s
| [ 11 [] 8 5 = I i
.98 76543210 MS 1 - ¢ &
= i i il
410 O ACAWAG AW A,
| LATCHES |
% 3 Pt
* coding_b
| *—

Pattern of strips hit: _
Compared to predefined patterns Implemented in FPGAs
corresponding to various p+

P. Sphicas SSI 2006
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o) Global muon trlgger (CM-

Combine results from RPC, CSC
and DT triggers

Match muon candidates from
different trigger systems; use e
complementarity of detectors o mow
improve efficiency and rate —
assign muon isolation
deliver the 4 best (highest P, ' oo wow mow w0
highest-quality) muons to Global g —— | T
Trigger I Wt v
Pt resolution: ol 115
+ 18% barrel et T
+ 35% endcaps e P
Efficiency: ~ 97% o 1

L B S

P. Sphicas SSI 2006
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™) Technologies in Level-1 sys-

ASICs (Application-Specific Integrated Circuits) used in some
cases

+ Highest-performance option, better radiation tolerance and lower
power consumption (a plus for on-detector electronics)

FPGAs (Field-Programmable Gate Arrays) used throughout all
systems

+ Impressive evolution with time. Large gate counts and operating at 40
MHz (and beyond)

+ Biggest advantage: flexibility
e Can modify algorithms (and their parameters) in situ

Communication technologies

+ High-speed serial links (copper or fiber)

e LVDS up to 10 m and 400 Mb/s; HP G-link, Vitesse for longer
distances and Gb/s transmission

+ Backplanes
e Very large number of connections, multiplexing data
> operating at ~160 Mb/s

P. Sphicas SSI 2006
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o Lvl-1 Calo Trigger: prot

Trigger Crate
(160 MHz backplane)

Back Front

Links

Equivalization

' (isolation) §#

. 120 MHz output to
{aReceiver Card - Card

P. Sphicas SSI1 2006
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o Bunch-crossing identification

N

Need to extract

quantities of the Rl Data Pipeline
bunch-crossing in o el ‘iﬁ ‘i* dafda[di|—>
ques!:lon (and Identlfy xag|xa7| xag xa5|xa4 xasg| xag|xa4| Multipliers
the xing) -
FIR (finite impulse T ——
response filter) % {m]h 20
o Feed LUT to get E; Is - Dip Bl i A
+ Feeds peak-finder to atercy {19 —
|dent|fy bunCh'Xing Oul Er calibration Paalc Finder
+ Special handling of very f |iookuptabie
large pulses (most 1 T
interesting physics...) ' - ~PERT
Can be done in an I e
ASIC (e.g. ATLAS) Qorful-soale(259 T

P. Sphicas SSI 2006

Triggering July 2006 42



o) Global Trigger -

A very large OR-AND network that allows for the
specification of complex conditions:

+ 1 electron with P:>20 GeV OR 2 electrons with P;>14 GeV OR 1
electron with P:>16 and one jet with P>40 GeV...

o The top-level logic requirements (e.g. 2 electrons) constitute
the “trigger-table” of the experiment

e Allocating this rate is a complex process that involves the
optimization of physics efficiencies vs backgrounds, rates
and machine conditions

> More on this in the HLT part
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o) Lvl-1 trigger: summary -

Some challenges of unprecedented scale
+ Interaction rate and selectivity
+ Number of channels and synchronization
+ Pile-up and bunch-crossing identification
+ Deciding on the fate of an event given ~3 us
e Of which most is spent in transportation

Trigger levels: the set of successive approximations (at
the ultimate save-or-kill decision)
+ Number of physical levels varies with architecture/experiment

Level-1 is always there, reduces 40 MHz to 40-100 kHz

+ Level-0 may be used to (a) reduce initial rate to ~ 1MHz allow
for slightly more complex processing (e.g. simple tracking)

P. Sphicas SSI 2006

Triggering July 2006 44



DAQ system



CE/RW
\

Physics selection at the LHC

NS
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Online Selection Flow In

40 MHz iJ

COLLISION RATE

75 kHz

1 Terabit/s

READOUT
50,000 data
channels

500 Gigabit/s

100 Hz

FILTERED
EVENT

Gigabit/s
SERVICE LAN

Ly

L]

DETECTOR CHANNELS

-

Charge

Time Pattern

%

B

Computing Services

16 Million channels
3 Gigacell buffers

Energy Tracks

1 Megabyte EVENT DATA

200 Gigabyte BUFFERS

~ 400 Readout memories

EVENT BUILDER.

A large switching network (400+400 ports) with
total throughput ~ 400 Gbit/s forms the intercon-
nection between the sources (deep buffers) and
the destinations (buffers before farm CPUs).
The Event Manager distributes event building
commands (assigns events to destinations)

5 TeralPS 400 cPU farms
EVENT FILTER.

A set of high performance commercial processors
organized into many farms convenient for on-line
and off-line applications.

Petabyte ARCHIVE
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Trigger/DAQ sys

Rol addresses

vy (=

Level-2 Trigger
System

Rol

L |

L2 Acc/Rej Full Event

Buildin

Levels 3 Levels
LV-1 rate 100 kHz
Readout 10 GBl/s

Storage 100 MB/s

O
O
O

4

LV-1 rate 500 Hz =™
Readout 5
Storage

[ Computing Services

Levels 2

LV-1 rate 100 kHz
Readout 100 GB/s
Storage 100 MB/s

Level 1 Detector Frontends 40 MHz
Trigger
e Readout
Syst
—— 10° Hz
Event ; Control
1 Builder Network — and
il M Monitor
Filter 1 Tbis
Systems
102 Hz

GB/s
1250 MB/s

tems grand view

ﬂ!
.

"B
[I

n*
2 |

"Bl dl\
Wl Jll

E

(|
e\
iy

priim

LI’.‘-I

Dishaten

e
|1

LHCb Detector Data
LHCb VELO TRACK ECAL HCAL MUON RICH Rates
Love ™40 I S S [ A
Trigger
F'“:J?::"CY 1MHz |Timing|Lo @ @ @ Level-0
- & Fast -
20 KHz Control 9y E E % Front-End Electronics 1TBIs
Level 1 (TFC) LYYy Level-1
Trigger 1 MHz T e e e e %
Va"aleen":'e""y ILEI .Ji% Front-End Multiplexers (FEM) ||
4 GB/s
® ‘ ‘ ' Front-End Links
- EER NUET
.E 1 RU RU Read-out Units (RU) |—
) ) 3 i E 3 E 3
[ >< >< >< >< Read-out Network (RN)]—‘ 4 GB/s
P 1 ! i
| SFCf- - |$FC Sub-Farm Controllers (SFC)|~
T Tovel283 Control &
rigger Level Monitori
Levels 3 cPy Event Filter|— oréicosrmg
=
CPU CPU
- Variable Iatancy
LV-1 rate 1 MHz e tatne -
L3 ~200 ms
Readout 4 GB/s

Storage 40 MB/s

Storage|

P. Sphicas
Triggering

SSI 2006
July 2006



CE/RW
\

Readout types

40 MH 1 40 MHz 40 MHz 40 MHz
2 ozl e L — v
[ — Ti Hit
| - — e 'I!g;:]e Fim!ier
- 1 Tx v
5 — ~
o o | — I
- — Level-1 N buffers
Level-1 I T T Level-1 — SP
—> |Analog MUX| — | MUX/ADC Tag
Tx | Tx | E’:I
@ ~ 60000 @ ~ 1000 ~ 80000 @ ~ 1000
analog fibers digital fibers digital fibers an/dig fibers
Rx EZ' Rx @
ADC
v
- TRACKER - PRESHOWER - CALORIMETERs -PIXELs
Leveld T RPC -CSC
evel- -
ovel- DT
<« High occupancy Low occupancy
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C\ERN
NS

Need standard interface

« Large number of independent modules
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o) Event Building -

Form full-event-data buffers from fragments in the
readout. Must interconnect data sources/destinations.

Level 1 F Detector Frontend
Trigger
T L1 L] Event fragments :

Event data fragments are
stored in separated physical
memory systems

r

Mgzggtar — P Builder Networks Controls
. l I I [ Filter
Systems FU" eventS . _

Full event data are stored into

- one physical memory system

associated to a processing unit

1 e
Computing Services . Hardware:
for builder networks
for data Source/Destination nodes
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) Barrel-shifting with variable-size events

N

RU3

Demonstrator

¢ Fixed-block-size with
barrel-shifter

+ Basic idea taken from
ATM (and time-
division-muxing)

¢ As seenin

composite-switch

analysis, this should

work for large N as

well

¢ Currently testing on

| )| ||
SO0 R
[T | [ O | T | |
I | () O |||

64x64... (originally:

used simulation for

N=500; now EE--E OO0 EE-E N
~obsolete) FUO FU1 FU2 FU3
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&N Detector readout & 3D-

GTP [l_T_]Q Detector Frontp=-—7aa =0~
. ‘mgggﬂ
11 FrontEnd Readout Link (512 x 5 Gbl/s) >
)

51
Random Traffi Barrel Shifter 1
M ~a50°/(: load ) b ~ 90% load “_HH 4l_k
||><164 i;
— L>
16k

Readout Units

64x64 DAQ slice
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&N Control & Monitor -

Challenges:
+ Large N (on everything)
¢ Disparity in time scales (us—s; from readout to filtering)
+ Need to use standards for
e Communication (Corba? Dead! “now”: SOAP!)
e User Interface (is it the Web? Yes...)

+ Physics monitoring complicated by factor 500 (number of sub-
farms);

e Need merging of information; identification of technical,
one-time problems vs detector problems
Current work:
+ Create toolkits from commercial software (SOAP, XML, HTTP
etc); integrate into packages, build “Run Control” on top of it;
Detector Control System: DCS. All of this for the ~10’
channels... SCADA (commercial, standard) solutions
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Physics selection at the LHC
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&N Branches -

1. Throughput of ~32 Gb/s is enough (ALICE)
¢ ALICE needs 2.5 GB/s of “final EVB”
¢ Then proceed no further; software, control and monitor, and
all issues of very large events (storage very important)

2. Need more bandwidth, but not much more (e.g. LHCb;
event size ~100 kB @ 40 kHz = 4 GB/s = 32 Gb/s)

= Implement additional capacity

3. Need much more than this; CMS+ATLAS need 100
GB/s = 800Gb/s

¢ Two solutions:
e Decrease rate by using a Level-2 farm (ATLAS)
> Thus, two farms: a Level-2 and Level-3 farm
e Build a system that can do 800 Gb/s (CMS)
> Thus, a single farm
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NS

100 GB/s case: Level-2/Level-3 -

Level-2 (ATLAS):

*

*

Region of Interest (ROI)
data are ~1% of total

Smaller switching network
is needed (not in # of ports
but in throughput)

But adds:
e Level-2 farm

e “ROB” units (have to
“build” the ROIs)

e Lots of control and
synchronization

Problem of large network
— problem of Level-2

Combined HLT (CMS):

¢

¢

Needs very high
throughput

Needs large switching
network

But it is also:

e Simpler (in data flow
and in operations)

e More flexible (the entire
event is available to the
HLT — not just a piece
of it)

Problem of selection —
problem of technology
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) ATLAS: from demonstrator to full EVB

N

With Regions of Interest: Regions of Interest (Rol)
¢ If the Level-2 delivers a factor 100
rejection, then input to Level-3 is 1-
2 kHz.

o At an event size of 1-2 MB, this
needs 1-4 GB/s

e An ALICE-like case in terms of

Areas selected by

throughput reas Sclected by
e Dividing this into ~100
receivers implies 10-40 MB/s
sustained — certainly doable ‘ Levelt i“ Detector Frontend__ ]
. i el
+ Elements needed: ROIBuilder, :Vz: e P ] E‘Sﬂ,t
L2PU (processing unit), 08 O @ﬁger Builder Network
Switch Farms
[:][:P{:] [Compuungsavmes ]
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) 3D-EVB: DAQ staging and scaling

7

i Data to surface:
DAQ unit (1/8th full system): Average event size 1 Mbyte
Lv-1 max. trigger rate 12.5 kHz No. FED s-link64 ports > 512
RU Builder (64x64) .125 Tbit/s /——1 DAQ links (2.5 Gb/s) 5124512
Event fragment size 16 kB > | _Event fragment size 2 kB
RU/BU systems 64 ~ | _EED builders (8x8) =~ 64+64
Event filter power = 5 TFlop id

DAQ Scaling&Stagin

P. Sphicas SSI 2006
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o) Event Filter (a processor fa-

Explosion of number of farms installed

+ Very cost-effective
e Linux is free but also very stable, production-quality

e Interconnect: Ethernet, Myrinet (if more demanding 1/0);
both technologies inexpensive and performant
o Large number of message-passing packages, various API’s on
the market
e Use of a standard (VIA?) could be the last remaining tool to
be used on this front

+ Despite recent growth, it’s a mature process: basic elements
(PC, Linux, Network) are all mature technologies. Problem
solved. What’s left: Control & Monitor.

e Lots of prototypes and ideas. Need real-life experience.
> Problem is human interaction
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&) HLT requirements and operat-

NS

Strategy/design guidelines
+ Use offline software as much as possible
e Ease of maintenance, but also understanding of the detector
Boundary conditions:
+ Code runs in a single processor, which analyzes one event at a time

¢ HLT (or Level-3) has access to full event data (full granularity and
resolution)

¢ Only limitations:
e CPU time
e Output selection rate (~102 Hz)
e Precision of calibration constants
Main requirements:
+ Satisfy physics program (see later): high efficiency
+ Selection must be inclusive (to discover the unpredicted as well)
+ Must not require precise knowledge of calibration/run conditions
+ Efficiency must be measurable from data alone
+ All algorithms/processors must be monitored closely
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&) HLT (regional) reconstruction (l)

- > —— | Pixel L_1

e —H‘/D/H— PixelL_2 | Global

e = SiL 1 |+ process (e.g. DIGI to

. RHITs) each detector fully

t * then link detectors

o > 1 EcAL  then make physics

r e objects

e — HCAL

b L) ) Pixel L_1 Regiona|

& \ \ IL]] PixelL_2 |« process (e.g. DIGI to

t1AA|A A& siL 1 RHITs) each detector on

€ a "need" basis

(t: \ \ * link detectors as one

o [TINFIR I[] EcAL goes along

r J‘_ \\ H head * physics objects: same
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For this to work:

HLT (regional) reconstruction (I-

+ Need to know o LI ) Pixel L_1
where to start e LI\ UL Pixel L_2
reconstruction Ll alAla LILYEM
(seed) c \ \

: t
For this to be o [T T EcAL
useful: T 1 Heal

+ Slices must be
narrow

+ Slices must be few Seeds = absent:

Seeds from Lvl-1: + Other side of lepton

o ely triggers: ECAL + Global tracking

o ptriggers: p sys + Global objects (Sum

o Jet triggers: E/H-CAL Er, Missing E;)
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N Example: electron selection (1)

“Level-2” electron: Brem recovery:
+ 1-tower margin around 4x4 + Seed cluster with E;>E™"
area found by Lvi-1 trigger + Road in ¢ around seed
+ Apply “clustering” + Collect all clusters in road
¢ Accept clusters if HHEM < 0.05 — “supercluster”
+ Select highest E; cluster and add all energy
in road:
O
h“*l‘l‘\l'l_'\' : "island" c|uster £
‘-\\ﬂ :% 10 ! Single electrons 30 GeV pt
M 5
E%/ )
| 10
H
sliding window |(3x3) g
SRl C
vl
4xi region 10
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NS

Example: electron selectior-

“Level-2.5” selection: add pixel information
+ Very fast, high rejection (e.g. factor 14), high efficiency (¢=95%)

e Pre-bremsstrahlung

e If # of potential hits is 3, then demanding > 2 hits quite

efficient
100
< | No staging :
Cluster E x| 33 2
Cluster position = | 1 2x10 "jem' /s
B _/Propagate to “ 95}
Predict a\track /" the pixe| layers otaged ¢ S|
3 s~ andlook for -+ Si Stflp‘\ \
Nominal vertex (0,0,0) |:> compatible hits 90 . S
: EiS \\
Y/ Q / Barrdl™ \
/ 85— AT |
/
// \\
/Mahitistound, :> Zrnegjﬂrack 805——— 5 20 25
/ estimate z vertex and propagate Jet rejection
Etimated vertex (0,0. No staging: 3 cylinders + 2 disks
(002 Staged: 2 cylinders + 1 disk
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N

“Level-3” selection

+ Full tracking, loose track-
finding (to maintain high

efficiency):

N Example: electron selection (lll)

5000 £
4000 F
3000 E
2000 £

1000 [

Electrons P; 10-50 GeV
Barrel

<)
=
o

2 2.5 3

¢ Cut on E/p everywhere, plus Elp
. . 0.8 E_ Wenighted jet bkg
e Matching in n (barrel) 07 ¢ 30% overfiow
e H/E (endcap) 0s
. 03 £
+ Optional handle (used for o2
photons): isolation N
Signal Background Total
Single e W — ev: 10 Hz ntIn® overlap: 5 Hz 33 Hz
n% conversions: 10 Hz
b/c — e: 8 Hz
Double e Z—ee: 1Hz ~0 1 Hz
Single vy 2Hz 3 Hz 5 Hz
Double v ~0 5 Hz 5 Hz
44 Hz
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&) Online Physics Selection:

NS
6 LHC Vs=14TeV L=10"c¢m’s’ Event Rate ON | OFF-line Eventlyeal
arn ; 1 o - 1 :
: evol-1 max trigger rate
ey : : :
f—o ['W Level-1 Trigger ' A\fe%ge event size
inelastic  Event rate §p || Builder network
Online computing power

w Readout Event flow control 5
7/ 14 P No. Readout systems
A = Filter Farm (HLT\o Filter systems
40Ntz massg el (L (4 |Sysllem dead time
5 hetwo @ D) N
0

TFlop processor farms

Mass Storage 110°

“IReconstruction and Analysis
F’etﬁb;ﬁtﬁ —

I

BEEAE

8
¥
¥
i
%

A\

‘% éw2

Distributed data and computing centers

H : H ":' 10
us ms sec hour year ] !
108 1073 100 10° 108 sec
jet Er or particle mass (GeV) ON-Line OFF-Line —mF—F—
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&) After the Trigger and th

NS
4
e L
el To regional centers
E (,; . 622 Mbit/s
A \10 TeslPS -+ R
LHC - B CERN control rooms
- gloint 8 =T ATLAS ALICE
- Controls: 41 roin Point 2
1 Ghitls : ;?
5 TeralPS k
CMS i 4 i
Point 5 S | i
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o) (Grand) Summary -

The Level-1 trigger takes the LHC experiments from the
25 ns timescale to the 10-25 us timescale

¢ Custom hardware, huge fanin/out problem, fast algorithms on

coarse-grained, low-resolution data

Depending on the experiment, the next filter is carried
out in one or two (or three) steps

o Commercial hardware, large networks, Gb/s links.

¢ If Level-2 present: low throughput needed (but need Level-2)

¢ If no Level-2: three-dimensional composite system
High-Level trigger: to run software/algorithms that are
as close to the offline world as possible

+ Solution is straightforward: large processor farm of PCs

+ Monitoring this is a different issue

All of this must be understood, for it’s done online.
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N A parting thought

10° Ev/s
o
99.99 % Lv1 0.01 %
Level 1 ) A Detector lérontend
Treoe ’ - I | e Readout
1 E 10@&:{? : Systems
ayer _Se ikacager Gontol
Can’t Undo E
Cut k 3N
Copy a8C . I~ Filter
Copy Merged <+38C I r I I Systems
Paste £
Paste Into <3V 99.9 % HLT Computing Services
— 102Ev/s

With respect to offline analysis:

Same hardware (Filter Subfarms)
Same software (
But different situations

Undo Analysis

Cut EX
Copy E N
Copy Merged <:38C
Paste Eid

Paste Into 3Ry
Clear
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